Single studies, by themselves, rarely explain the effect of treatments or interventions definitively in the social sciences. Researchers created meta-analysis in the 1970s to address this need. Since then, meta-analytic techniques have been used to support certain treatment modalities and to influence policymakers. Although these techniques originally showed great promise, criticisms of the method have developed. This paper explores the problems and issues associated with meta-analysis. These include problems of comparison of different independent variables and different variable constructs and problems that may arise from methodological flaws in some of the studies considered. Clerical errors, misinterpretation of effect sizes, and replicability issues are also concerns that need to be addressed. Missing data and the potential lack of statistical independence among effect size estimates are additional problems. The researcher is urged to take these issues into consideration when deciding whether or not to implement meta-analytic techniques. (Contains 21 references.) (SLD)
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Abstract

Single studies, by themselves, rarely definitively explain the effect of treatments or interventions in the social sciences. Researchers created meta-analysis in the 1970s to address this need. Since then, meta-analytic techniques have been used to support certain treatment modalities and to influence policy makers. While these techniques originally showed great promise, criticisms of the methods have developed. This paper explores the problems and issues associated with meta-analysis. The reader is encouraged to take these issues into consideration when deciding whether or not to implement meta-analytic techniques.
Problems and Issues in Meta-Analysis

Since research in the social sciences began, studies have been done to try to understand human behavior. However, when reviewing individual studies, one could easily become more rather than less confused about human behavior. This is because results across individual studies in a given area of inquiry can fluctuate wildly due to sampling error and differences in design quality. For example, one study might support using relaxation training with anxious adolescents while another study might state that this intervention is not useful. With this kind of fluctuation, researchers as early as the 1930s began exploring ways to aggregate results across research studies to better understand what trends were appearing (Kulik & Kulik, 1992). By the 1970s, meta-analytic techniques evolved to deal with this situation (Wolf, 1986).

The current paper serves several purposes. First, the history of meta-analysis will be described. Second, a description of how to do a meta-analysis will be covered. Third, problems and issues surrounding the use of meta-analysis will be explored. Finally, factors that might impede a complete understanding of research are noted. With knowledge of the pros and cons, better meta-analyses can take place.

History of Meta-Analysis

Meta-analysis by definition is "the application of statistical procedures to collections of empirical findings from individual studies for the purpose of integrating, synthesizing,
and making sense of them" (Wolf, 1986, p. 5). Meta-analysis may seem commonplace today, but the method has only been widely used since the 1970s. Glass (1976) was the first person to coin the term "meta-analysis". He was not, however, the first person to discuss the need for it. Early in the 20th century, people such as Karl Pearson, W. G. Cochran, and R. A. Fisher mentioned in journals that there was a need to consolidate the literature in a given field. Some of the first uses of meta-analyses were with agricultural studies (Wolf, 1986).

Before Glass discussed meta-analysis in the 1970s, researchers utilized other methods to summarize results across studies (Kulik & Kulik, 1992). Among the other methods are the narrative procedure, the vote-counting technique, the accumulation of probability-values (p-values) across studies, and literature review (Hunter & Schmidt, 1990). The narrative procedure is the oldest technique. In this technique, the "reviewer takes the results reported in each study at face value and attempts to find an overarching theory that reconciles the findings" (Hunter & Schmidt, 1990, p. 468). As can be imagined, this can become quite a cumbersome task when the number of studies reviewed is large. In the voting technique, the researcher simply tallies the statistically significant and non-significant findings across the studies reviewed to determine the general trend (Light & Smith, 1971). This technique can be problematic because of differences in sample size and sampling error variance.
Techniques that use the accumulation of p-values across studies also face the same problems (Hunter & Schmidt, 1990). With regard to using p-values by themselves, Hays (1981) noted, "virtually any study can be made to show significant results at some sample size" (p. 293). Another problem with integrative studies that use only p-values is that they do not consider effect sizes. According to the American Psychological Association style manual (APA, 1994), p-values, are not sufficient to explain the magnitude of the effect in a study because p-values "depend on sample size" (APA, 1994. p. 18). Thompson (1994a) agreed stating that p-values "must (and do) take sample size influences into account" (p. 5). Using effect sizes when comparing studies is more beneficial. Effect size, by definition, is considered to be "the degree of departure from the null hypothesis of a given experiments results" (Standley, 1996, p. 103). It is difficult to compare studies with p-values alone, because of the sample size issue. With effect sizes, better comparisons can be made. The final method mentioned to consolidate findings across studies is the literature review. Literature reviews depend on p-values primarily and the same issues may occur when there are variations in sample size (Cook et al., 1992).

Because there were many problems with the methods mentioned above, new methods were needed. Glass addressed this need. In 1976 Glass suggested that there are three types of research: primary, secondary, and meta-analysis. Primary research is the
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initial study. Secondary research involves using better methods and statistical techniques to answer the same research question. A meta-analysis, however, is an overarching summary of the primary and secondary studies in the field. Meta-analysis integrates diverse research findings and uses effect sizes as a means to review studies.

Meta-Analytic Procedures

When doing a meta-analysis there are certain procedures that most researchers follow (Lyons, 1998). First, a problem must be identified, such as "Does cognitive-behavioral therapy work?" Then, a literature search begins. How the literature search is done is critical to the results gained from the meta-analysis.

One problem that could occur when doing a literature search relates to the "file drawer problem" (Rosenthal, 1979). In the file drawer problem, many studies are lost to the researcher doing a meta-analysis. The studies that fall into the file drawer are ones that do not show statistically significant p-values and subsequently are not accepted by peer reviewed journals. Besides research that is not statistically significant, dissertations and master's thesis also are important places for the meta-analyst to look (Wolf, 1986). It is only with an exhaustive search of the file drawers and graduate papers can the researcher feel that they have a good grasp of what is going on in the field.
When literature that fits the problem question are identified, the studies are read and coded according to different methodological criteria such as "research design factors, sample characteristics, type of dependent variable" (Lyons, 1998, p. 13).

The next step is to determine the effect sizes of each study. There are many different measures of effect size (Kirk, 1996; Snyder & Lawson, 1993). According to Standley (1996), "determination of an appropriate measure of effect size is dependent on the data, tests, and statistical models used in the studies included in the meta-analysis" (p. 103). Effect sizes can be in the form of descriptive or inferential statistics (Standley, 1996). The effect size created by Glass, McGaw, and Smith (1981) is a descriptive statistic and it can be calculated as a z-score. The formula for this effect size, also called the standardized mean difference, is:

$$\text{ES} = \frac{X_E - X_C}{SD_C}$$

To calculate the effect size in this formula the control group mean ($X_C$) is subtracted from the experimental group mean ($X_E$). This number is then divided by the standard deviation ($SD_C$) of the control group.

Cohen (1988) offers a similar formula for the effect size that he refers to as $d$. Cohen's $d$ is an inferential statistic and it is similar to that of Glass and his colleagues. The formula is:
In this case the mean of the control group (M_c) is subtracted by the mean of the experimental group (M_t). The value is then divided by the pooled standard deviation (S_p) estimate. Some researchers then use one of Cohen's formulas is to convert $d$ to $r$ (a correlation coefficient) or $r^2$. The $r^2$ value is the "proportion of total variance in the combined populations under study" (Standley, 1996, p. 103).

After the effect sizes for each study are determined, an overall mean effect size is calculated (Lyons, 1998). This "typical" effect size must then be explained. An example of this would be to state that the "average effect size of .95 indicates a 75 percent probability that a randomly selected response in the treatment group exceeds a randomly selected response in the control group" (Cook et al., 1992, p. 319). Finally, the last stage of a meta-analysis is to determine the overall meaning behind the results.

Problems in Meta-Analysis

When meta-analysis came into being, it seemed quite exciting. In fact, there was a great increase in the use of meta-analysis since the 1970s. According to Lyons (1998), there were only 51 studies that used the term meta-analysis before 1983, but between 1983 and 1990 there were over 858 journal articles that used the term. It is certainly a concept that has taken off. As meta-analysis grew in popularity, so too did criticisms grow.
Apples and Oranges

An overall concern with meta-analyses is that meta-analysts are comparing apples to oranges (Cook et al., 1992; Hunter & Schmidt, 1990; Wolf, 1986). This criticism has usually been applied to "Glassian" meta-analysis. The criticism involves the basic idea that meta-analysis is combining and comparing "different independent variables and different dependent variables...[and that] the independent and dependent variable constructs vary across studies in the same meta-analysis" (Hunter & Schmidt, 1990, p. 516). Hunter and Schmidt (1990) stated that it might be fine to do this because "any set of numbers can be compared, averaged, or otherwise analyzed without logical contradiction" (p. 516). Basically, their argument is that the purpose of meta-analysis is to analyze results and not to analyze studies. They feel it is purely mathematical. While this may be true, it still does not help the validity of meta-analyses if all the studies reviewed are completely different. Meta-analysis should involve more thinking and less math.

Other Methodological Errors

One of the major concerns is that many meta-analyses take all studies into consideration, even despite methodological errors (Wolf, 1986). Well-designed studies are analyzed along with poorly designed studies. Validity issues can also be a concern with the poor research design. For example, one study might use measures that yield reliable and valid dependent variable scores, while another might select variable measures
with scores that are unreliable or invalid. In addition, the subject pool in different studies is questionable. Study A might be a study of play therapy techniques with five year old depressed females in a clinical setting, while study B might use play therapy with 8 year old hyperactive males in a school setting. It would be difficult to come to the conclusion that play therapy is effective for children, when there are other factors that might be involved. Of course, all these study variations can be statistically controlled in the meta-analysis by coding and analyzing the influences of these study features on effect sizes.

Clerical Errors

Other problems that could occur with meta-analysis relate to clerical errors (Wolf, 1986). Today at least 12 journals now require the reporting of effect sizes to have articles published. For example, the editorial policies of the journal Educational and Psychological Measurement state that "Authors reporting statistical significance [are] required to both report and interpret effect sizes" (Thompson, 1994b, p. 845). When the material pulled for the meta-analysis does not have the effect size reported, the researcher doing the meta-analysis must calculate those values by themselves. Many times careless errors can be made in this stage of the meta-analysis. Some researchers have others coding the data from the studies. The many people involved may lead to a higher chance of error (Wachter & Straf, 1990). It is imperative that all journals require the reporting
of effect sizes, because of the importance of the data derived from them and for the purpose of future meta-analyses that may be done (Wilkinson & APA Task Force on Statistical Inference, 1999).

Misinterpreting Effect Sizes

According to Cook et al. (1992), the effect sizes obtained can also be misinterpreted. Effect sizes should be understood in the context of the field. As Cohen (1969) stated, effect sizes "may not be reasonably descriptive in any specific area. . . .Thus what a sociologist may consider a small effect may well be appraised as medium by a clinical psychologist" (p. 278)

Replicability Issues

Regarding replicability, there is a concern that one meta-analysis done in an area may not be the same as another one done in the same area. Problems begin with the initial literature search. Due to differing views and methods, the same studies may not be reviewed (Wolf, 1986). For example, one researcher may decide to search for literature on only one database (e.g., ERIC). Another researcher may search on that database and in unpublished articles and dissertations. The effect sizes from the less comprehensive search are likely to be an underestimate of what is really happening in the population (Cook et al., 1992). In addition, if the first researcher were to publish the results, then there would be a greater chance for a "Type I publication bias error [due to] more positive results than is really the case" (Wolf, 1986, p. 38). If both meta-analyses were published they might not even agree. This would be difficult to
explain to legislators or other consumers. If policy makers were to view this discrepancy, differences would be difficult to explain.

Missing Data

When doing meta-analyses, primary studies may vary so much that the researcher is left with gaps while coding the studies. Studies also might not report enough information to calculate the effect size (Wachter & Straf, 1990). Missing data in primary studies is usually handled in different ways. Techniques used in primary studies include listwise deletion, pairwise deletion, mean substitution and regression estimation (Cool, 2000). In meta-analysis, some researchers tend to ignore the problem or impute (replace) all missing values with zero. Doing the latter may underestimate the overall effect size and it can also create less variance among the effect sizes.

According to Wachter and Straf (1990), the best technique for handling missing data in meta-analysis is "extract[ing] from the study any available information about the effect size" (p. 17). The authors stated that at least the direction of the effect could be figured out from the data given. The meta-analytic researcher must have a method to deal with missing data because many studies are likely to have missing information. Overall effect sizes cannot be calculated without all the information, so some method to fill in the gaps should be chosen. The researcher must be wise in choosing a method.
Statistical Dependence

A final problem to be discussed is "the potential lack of statistical independence among effect size estimates" (Wachter & Straf, 1990, p. 24). Dependence among the effect sizes can be very difficult to accommodate. Dependence can occur when effect sizes for the primary studies are being calculated. The researcher might feel it necessary to code and calculate all effect sizes possible in a study to avoid losing information. When multiple effect sizes are calculated from within a single study and then added to the general pool of studies, a single study can skew the overall effect size. This also tends to increase the Type I error rate (Wolf, 1986). Another dependence problem occurs when the same primary researcher (or research team) does many of the studies chosen in the meta-analysis. This can be troublesome because there may be less variation in this group of studies than those done by independent researchers. This type of dependence may also cause problems in the estimation of the overall effect size (Wachter & Straf, 1990).

Conclusion

When looking at the problems associated with meta-analysis, one may begin to think that this method is no better than previous methods. This is not the argument here. The argument is that the researcher should think through these issues when conducting a meta-analysis. It is also important that policy makers know about some of the methodological problems associated with meta-analyses. Legislation should not be based on faulty
Improving meta-analysis is the answer, not blindly continuing to do the same old techniques. It is possible to improve on the current techniques, according to Wolf (1986):

better meta-analyses have. . . gone on to explore some of the method factors, some of the populations and settings, and some of the treatment variants that influence the size of the effect. But exploration of such contingency variables is rarely systematic. (p. 14)

A researcher's most important skill is the ability to think. By thinking through the problems that might occur and trying to fix them, better meta-analyses can be done. As Green and Hall (1984) stated, "Data analysis is an aid to thought, not a substitute" (p. 52).
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