This paper illustrates the differences in inference that can be seen when traditional and multilevel structural equation modeling techniques are applied to hierarchical data. Research on faculty is an area in which multilevel data exist, and where previous research generally has not modeled the nested structure. Using data from the National Study of Postsecondary Faculty (NSPOF), this paper demonstrates a method for analyzing data that contain measurement error and come from multilevel structures. The NSPOF database contains responses from 25,780 faculty randomly chosen from 817 participating institutions. The integration of multilevel regression modeling and structural equation modeling, which can facilitate proper inference, is used to study faculty satisfaction. In this study, no substantive differences were shown when traditional and more complex modeling techniques were compared, but the results from the analyses contribute to the knowledge base regarding the institutional and job characteristics that can affect faculty satisfaction. Two appendixes contain the NSPOF questionnaire and the EQS syntax for the "independence model." (Contains 2 tables, 7 figures, and 16 references.) (SLD)
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Using Multilevel Structural Equation Modeling with Faculty Data

Data used in higher education research often are multilevel (hierarchical) in structure, and commonly used statistical methods rarely model these structures appropriately. Using data on faculty satisfaction from the National Study of Postsecondary Faculty, the current paper illustrates the differences in inference that can be seen when applying traditional and multilevel structural equation modeling techniques to hierarchical data. The aim of this paper is to improve the theory and practice of research on faculty by illustrating one method for analyzing data which contain measurement error as well as come from multilevel structures. In addition, the data-related issues that must be addressed in any analysis that uses multilevel data are highlighted. Finally, the research adds to the body of work on institutional policies that can affect faculty satisfaction.

Problems when data are clustered

Research on faculty provides one area in which multilevel data exist and where previous research generally has not modeled the nested structure. National data on faculty opinions, likeliness to leave, and job conditions are available from the National Study of Postsecondary Faculty (NSOPF). However, these data, like many in research on higher education, were collected from individuals in nested structures—faculty nested in institutions. One of the fundamental assumptions of traditional statistical techniques such as ANOVA and multiple regression analysis is that data are obtained from independent observations, thus resulting in errors that are independent. With nested designs, this assumption is typically violated and the resulting groups of faculty will likely be characterized by some degree of homogeneity.

The assumption of independent observations is crucial for the estimation of standard errors of parameters (Lee, Forthofer, & Lorimor, 1989). Kish and Frankel (1974), in empirical studies of large samples, found that the parameter estimates themselves were fairly robust to violations of the assumption of independent observations, but they delineate the (sometimes drastic) underestimation of sample variance of the parameters that can occur using traditional analysis methods. The traditional formulas for standard errors in statistics textbooks and incorporated into most statistical computer programs are based on a simple random sampling (SRS) design (Lee et al., 1989). Because these formulas assume that the correlation of the error terms is zero, a researcher will underestimate the sample variance when using traditional analytic methods. This underestimate will result in narrower confidence intervals around parameter estimates and the researcher will reject the null hypothesis regarding that parameter more often than appropriate. In other words, the chance of making a Type I error when testing a specific parameter increases. Scariano and Davenport (1987) reported on a simulation study which estimated the Type I error rates under conditions of dependent clustering in ANOVA. As an example of their findings, with only modest levels of dependency and two means, the Type I error was .57 for group sizes of 100, far from the assumed nominal rate of .05. Naive analysis of nested data, therefore, may lead to the mispronouncement of statistically significant predictive relationships where only random covariation exists.

Beyond the misestimation of standard errors, it is quite possible that a researcher using a traditional statistical method is failing to model the appropriate relationship. As a simplistic example, suppose that it was of interest, to study the relation between university faculty's reported "percent of time spent teaching" and the perceived satisfaction with "my job here, overall" as displayed in the figure below.

Without taking the faculty member's institution into account, it appears that the less a faculty member teaches (proportionately), the greater the satisfaction with the job, as shown by the bold line. However, satisfaction with the job is likely related to institutional characteristics and therefore, a multilevel analysis is appropriate. Such an analysis would model the data as diagramed by the two thin lines in the figure (assuming for simplicity only two institutions).
allows the researcher to model the relation of time spent teaching to satisfaction within the institution. In this case, there appears to be no appreciable relation between time spent teaching and satisfaction within each institution. Most of the variance in time spent teaching is found between institutions, not within institutions. When the data are modeled in this way, it can also be seen that institutions with relatively high averages on percent of time spent teaching have relatively lower average ratings on satisfaction (as illustrated by the two institutions in this example). Inappropriately ascribing such group properties to the individual is termed an “individualistic” or “psychologicist” fallacy in the psychology literature (Diez-Roux, 1998). This two-institution example is certainly a simplistic situation, but the issues extend to the very real case when data are collected from faculty at hundreds of institutions.

Problems when measures contain error

An additional problem apparent in higher education research is the use of observed variables which contain measurement error when the interest is really in a latent construct. For example, when trying to understand the relation between student motivation to learn mathematics and success in mathematics (and eventual retention at the university), researchers might use just one item from a survey which asks students to indicate the degree to which they are motivated to learn mathematics. This measure may contain some measurement error, including error due to social desirability. The concept of “motivation,” however, is really a latent construct, unable to be directly measured. It can be useful to use several measures regarding motivation and behavior to make more accurate inferences about the underlying construct of motivation to learn mathematics. Researchers of faculty satisfaction often do not frame their research questions in terms of constructs, where relevant, but in terms of the error-prone data elements that are available. A notable exception is provided by Hagedorn (1996) when she investigates wage equity and faculty satisfaction constructs.

A technique called multilevel structural equation modeling can be used to address these two issues of multilevel data and measurement error. Within the last few years, the use of structural equation modeling with multilevel data has begun to be addressed by researchers in some educational fields (Hox, 1994; Kaplan & Elliott, 1997; Muthén, 1994). However, the literature does not indicate the use of this method in higher education research contexts. Even the more well-established multilevel techniques, such as hierarchical linear modeling (Bryk & Raudenbush, 1992; Goldstein, 1995; Kreft & de Leeuw, 1998), are rarely found in research on colleges and universities.

Study Design

Because the multilevel and latent construct aspects of data are infrequently accommodated in analyses, the NSOPF database is used in this paper to illustrate how the results that are obtained using limited traditional methods, such as the ubiquitous multiple regression, can differ from the results obtained using multilevel structural equation modeling. The NSOPF database includes responses from 25,780 faculty randomly chosen from a sample of 817 participating institutions. This paper shows that an integration of relatively new methods (multilevel regression modeling and structural equation modeling) can be used to facilitate proper inference and illustrates how to accomplish modeling appropriately with these techniques.

Using the NSOPF data, an analysis of the determinants of faculty satisfaction, including intentions to leave, is undertaken using both multiple regression and multilevel structural equation modeling. The issue of faculty satisfaction is an important consideration for academic administrators. Although making projections of faculty supply and demand has been shown to be a difficult task, there is fear that “if the long-awaited transformation to a ‘sellers market’ materializes, raiding wars might intensify to lure established faculty members away from other institutions, and institutional loyalty might correspondingly diminish” (Schuster, 1995). Institutions of higher education, therefore, ought position themselves to be cognizant of the factors that would contribute to a faculty member’s satisfaction and ultimate decision to leave the university. Scholars have identified several issues related faculty satisfaction, such as personal, job, and institutional characteristics (Hagedorn, 1996;
The job and institutional characteristics include those things often under the administration's control, such as benefits and working conditions, and therefore the possibility exists that these characteristics can be examined for possible policy change.

Of special interest in the modeling of job satisfaction within this research on faculty satisfaction is the measurement of the construct “satisfaction” itself. Many analysts in higher education research might solely use the item which measures perceived satisfaction with “my job here, overall.” However, we contend that it is more appropriate to identify a latent construct and therefore, additional measured variables are used.

**Description of the NSOPF Methodology**

The 1992-93 NSOPF was collected using a two-stage sampling design (National Center for Education Statistics, 1997). The first-stage of sampling included 974 two- and four-year institutions from the 3,256 institutions in 15 strata, defined by institution type. The institutions in one stratum were selected with certainty (all institutions were sampled), and the remaining were selected proportionate to size within their respective stratum. Of the 974 institutions sampled, 817 agreed to participate by providing lists of faculty. Within each institution, 41 or 42 faculty were randomly selected, however there was oversampling of full-time female, black, Hispanic, and Asian/Pacific Islander faculty, as well as faculty in four specified humanities disciplines. Faculty received a questionnaire and an institutional administrator was asked to complete an institution-level questionnaire. The response rate to the faculty questionnaire was 87 percent.

**Simple Example**

Initially, we were interested to find variables in the NSOPF dataset that exhibited a strong degree of clustering, that would lead to inappropriate conclusions if modeled without controlling for the clustering. For this simple analysis, we examined full-time tenured and tenure-track faculty at public comprehensive institutions. Faculty responses to two questions were examined for their bivariate relationship:

a) percent of time spent doing research, and 
b) the amount of agreement to the statement “at this institution, research is rewarded more than teaching.”

It was hypothesized that faculty who spend relatively more of their time in research will be less likely to agree with the statement in b) above. Conversely, faculty who spend most of their time teaching were expected to agree with the statement in b) above. Using a simple (single-level) multiple regression, we found that there was no statistically-significant relation between these two variables. As researchers, we might come away from the data claiming that whether or not you do research does not have a bearing on whether you think your institution rewards research more than teaching. However, when we undertook a multilevel analysis (by partialling out the institution-level variance), we found that within institutions, there was a significant and negative relation between the variables (as hypothesized) but across institutions, the relationship was positive: institutions with higher average faculty time spent on research had higher average agreement to the statement in b) above. This relationship is modeled in Figure 2 below. The dots represent one faculty member and the circles around a group of dots indicate that these dots come from the same institution. The stars represent the mean of the two measures for each institution. Note that within institutions, there is a negative relation between the two variables. Across institutions, however, one can see that the institution means have a positive relation.
Once we could see that multilevel analyses were appropriate with NSOPF data, we moved to a more complicated analysis, involving several variables and a latent construct.

**Example Variables of Interest**

For this analysis, interest is in modeling the institutional components which affect faculty satisfaction. Therefore, we desired to find conditions or benefits of the university which might affect a faculty member's satisfaction level. As measures of satisfaction, the responses to NSOPF items 40i, 59g, and a scale from question 41 were used in the analysis. The full item wording from the faculty questionnaire for the selected items used in this analysis can be found in the appendix. Response to item 40i is a rating of satisfaction with the job overall (JOBSAT), item 59g is a rating of whether the faculty member would choose an academic career again (AGAIN), and item 41 represents the faculty member's likelihood of leaving the current job (LEAVE). Independent variables included three variables, that were scales composed by several items, and two direct item responses. The scales were 'satisfaction with research resources' (SATRES) comprised of items 34a, 34b, 34c, 34j, and 34l (ratings of lab/studio facilities, availability of research assistants, and library holdings), 'satisfaction with teaching resources' (SATTCH) measured by items 34h and 34g (ratings of classroom space and audio/visual equipment), and 'satisfaction with computing resources' (SATCMP) comprised of items 34d, 34e, and 34f (ratings of personal and mainframe computers and networks with other institutions). The two remaining item responses used as independent variables were 40a and 40f, the faculty member's satisfaction with his/her workload (SATWKL) and salary (SATSAL), respectively.

We restricted the analysis to full-time faculty with the rank of Assistant, Associate, or Full Professor in four-year institutions. Faculty from both public and private institutions were included. Under these parameters, our sample consisted of 8,967 faculty from 511 institutions. On average, there were 17.5 faculty per institution. Descriptive information, as well as additional information to be discussed, is available in Table 1 and Table 2.

---

**Insert Table 1 about here**

---

**Insert Table 2 about here**

---

**Diagnosis of Multilevel Properties**

When working with data collected from a two-stage sample, it is prudent for a researcher to first determine the amount of homogeneity within clusters as compared to the entire sample before proceeding to the analysis. If there is no within-group homogeneity, then a single-level analysis will not yield incorrect parameter variance estimates. The measure of within-group homogeneity is termed the coefficient of intraclass correlation (ICC), and is the correlation between all possible pairs of elements within clusters (Lee et al., 1989). The ICC ranges from -1/(c-1) to 1 (where c is the common group size). If it is close to zero, it is an indication that the clustering effect is the same as would be found in a simple random sample. If the ICC is close to 1, however, it indicates that nearly all of the variance can be accounted for by the clustering.

One can estimate the intraclass correlation by calculating the total amount of variance in a particular variable that is accounted for by the between-group variance, and this can be accomplished by using parameters from an analysis of variance (ANOVA). The ICC can be estimated as:

\[
\text{ICC} = \frac{(\text{MS}_B - \text{MS}_w)}{1 + \frac{c-1}{\text{MS}_w}}
\]

where \( \text{MS}_B \) is the mean square between (model)
MS\textsubscript{w} is the mean square within (error) 
\( c \) is a measure of group size, calculated as \((n^2 - \sum n_j^2)/[n(G-1)]\) 
where \( n \) is the total sample size and \( G \) is the number of groups and \( n_j \) indicates the size of the \( j \)th group (Muthén, 1994).

Previous research indicates that with geographically-determined clusters, the intraclass correlation is relatively low on demographic variables (such as age and gender) and higher for socioeconomic variables and attitudes (Kalton, 1977). In educational studies, the intraclass correlations have been found to be rather high: between .3 and .4 due to classroom components when examining mathematics achievement for U.S. eighth graders (Muthén, 1996). Note again that if the ICC=0 or if only one element is sampled from each cluster then the parameter variance estimates are not biased. If the ICC=0, then one can safely ignore the sampling design, however, any departures of the ICC from zero should be treated carefully -- even a relatively small positive ICC can have a large effect on the variance, if the size of the clusters is large. For example, if there are 30 faculty in each institution and one of our variables is found to have a (very small) .05 ICC, the proper variance estimate would be more than two and one-half times the estimate one would get assuming simple random sampling. For more information on estimating the effect of positive ICCs, see the 'design effect' information in Lee et al. (1989).

We calculated the ICCs for the variables used in the analysis and they can be found in Table 1. We demonstrate below the calculation of the ICC for the variable, 'satisfaction with research resources' (SATRES). The following SAS syntax was used (note that PROC GLM was utilized for the ANOVA because we needed to include the observation weight, which was scaled to reflect the total sample size):

```
PROC GLM;
  CLASS INSTID;
  MODEL SATRES = INSTID;
  WEIGHT ADJWEIGHT;
RUN;
```

And it produced the following output:

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Value</th>
<th>Pr &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>510</td>
<td>1063.993800</td>
<td>2.086262</td>
<td>5.52</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Error</td>
<td>8456</td>
<td>3193.755567</td>
<td>0.377691</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corrected Total</td>
<td>8966</td>
<td>4257.749367</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Therefore, we can calculate the ICC as:

\[
\text{ICC} = (2.086-0.378)/(2.086+17.542-1)0.378 = 1.708/8.339 = .205
\]

So just over 20 percent of the variance in SATRES can be accounted for by the institutional grouping. This makes intuitive sense; at relatively wealthy institutions, faculty are likely to indicate that they are satisfied with research resources, and the converse would be expected to hold for faculty at less wealthy institutions. Satisfaction with research and computer resources, as well as satisfaction with salary had the highest ICCs. Conversely, satisfaction with workload and our three dependent variables, which are indicators of the latent construct of satisfaction had lower ICCs.

**Single-Level Model without Latent Constructs**

A researcher unfamiliar with the issues of multilevel data and latent constructs might approach the issue of determining how institutional and job characteristics affect faculty satisfaction by using a multiple regression analysis. A single measure, perhaps satisfaction with the job overall, would be
regressed on the independent variables of satisfaction with various resources, salary, and workload. We undertook such an analysis, modeling as indicated in the formula below and in Figure 3.

\[
\text{SATJOB}_i = \beta_0 + \beta_1 \text{SATRES}_i + \beta_2 \text{SATTCH}_i + \beta_3 \text{SATCMP}_i + \beta_4 \text{SATWKL}_i + \beta_5 \text{SATSAL}_i + \epsilon_i
\]

From these standardized estimates (all of which are significant at \( \alpha = 0.05 \)), we would infer that job satisfaction overall is positively related to faculty members' satisfaction with their workload and their salary, followed by their satisfaction with research resources. To a lesser extent, their overall satisfaction is also related to their satisfaction with teaching resources and computing resources. This model exhibits an \( R^2 \) of 39.6%, indicating that just under 40% of the variance in JOBSAT is explained by these five independent variables.

**Latent Construct**

Realistically, one measure of job satisfaction (satisfaction with the job overall) will not be a perfectly reliable indication of true satisfaction; it will contain measurement error. Several measures regarding a faculty member's satisfaction would provide a more complete picture of the construct of satisfaction. For example, we would expect that a faculty member who is truly unhappy in her position would answer negatively to the item regarding overall satisfaction, answer positively about plans to leave, and negatively to the item about entering a position in academe again. We, therefore, hypothesized that a latent construct, which we will call “faculty satisfaction” (FACSAT), could be indicated by those three variables, JOBSAT, LEAVE, and AGAIN. A single-level confirmatory factor analysis shows the significant standardized loadings displayed in Figure 4. Per expectation, JOBSAT and AGAIN loaded positively on the construct, while LEAVE loaded negatively.

**Multilevel Structural Equation Modeling**

In this section, we will present the conceptual underpinnings of multilevel structural equation modeling (ML-SEM). Hox (1994) provides an excellent resource for researchers interested in a step-by-step process to undertake ML-SEM. Several software packages exist for SEM, such as EQS, AMOS, LISREL, and Mplus, and each of these can accommodate multilevel modeling.

The single-level model, as displayed in Figure 5, takes the total covariance matrix for the sample dataset and imposes a covariance structure per the model hypothesized. For each of the subsequent models, we will be hypothesizing that our latent construct of “faculty satisfaction” is affected by SATRES, SATTCH, SATCMP, SATWKL, and SATSAL. In addition, a direct path from SATWKL to LEAVE is modeled, indicating that satisfaction with workload affects intentions to leave, beyond that explained by the indirect effect through the latent factor. This path was added from post hoc tests and was not initially hypothesized. This single level model fits the data very well (CFI = 0.998 and RMSEA = 0.021) and suggests that all five measures of resource/benefit satisfaction positively affect faculty satisfaction. The standardized coefficients suggest that satisfaction with salary and workload have stronger effects (.381 and .340 respectively), while satisfaction with computer and teaching resources have weaker effects. The five independent variables explained approximately 50 percent of the variance in “faculty satisfaction.” Also note that the standardized path from SATWKL to LEAVE was large and positive, .690, indicating a strong relationship between satisfaction with workload and intentions to leave the university for another full-time job. One possible theory to explain this path is...
that it may reflect "upwardly-mobile" faculty who are in the beginning of their careers and feel successful with their workload now but also intend to "move up" to another institution.

---

If the researcher recognizes he multilevel nature of the data and wishes to model the relations within institutions, controlling for institutional effects, a more involved procedure should be undertaken. Instead of modeling the total covariance matrix, as demonstrated above in the single-level model, the analysis models both the pooled within-group covariance matrix (\(S_{pw}\)) and the between-group covariance matrix (\(S_b\)), where

\[
S_{pw} = \frac{\sum (y_{ij} - \bar{y}_j)^2}{(n-G)} \quad \text{and} \quad S_b = \frac{\sum n_i (y_j - \bar{y}_.)^2}{(G-1)}.
\]

Note that the \(S_{pw}\) is an unbiased estimate of the population pooled within covariance matrix, \(\Sigma_{pw}\), however, \(S_b\) is an estimate of not only the population between-group covariance matrix, \(\Sigma_b\), but of the \(\Sigma_{pw}\) as well. \(S_b\) is an estimate of \((\Sigma_{pw} + c \cdot \Sigma_b)\) where c is the common group size (Graybill, 1961, p. 353-354; Muthén, 1994). Therefore, one cannot simply impose an individual-within-institution model on the \(S_{pw}\) and an institutional-level model on \(S_b\). Instead, Muthén (1994) proposes to use a two-group analysis in traditional SEM software, modeling the sample between-group covariance matrix (\(S_b\)) using a between-group and within-group structure in the first "group." The second "group" analyzes the sample pooled-within covariance matrix (\(S_{pw}\)) and models the within-group structure alone. Additionally, constraints are imposed across the two analysis groups for every parameter in the within-group model. The EQS syntax for this model is located in the Appendix. Note that if the ICCs are zero for all variables in the analysis, the two covariance matrices would be equal (\(S_{pw}=S_b\)).

Hox (1994) proposes a four-step process to analyze multilevel data using SEM. First, he suggests that an analyst run a "null" model on the two covariance matrices. This model, depicted in Figure 6, imposes only the within-group model on both the \(S_{pw}\) and \(S_b\) and constrains all parameters to be the same across the two “groups.” If this model fits, then it can be assumed that there was no or negligible between-group variance.

---

If this model is rejected (as ours was, with CFI=.767 and RMSEA=.090), it is an indication that between-group variance does, indeed, exist and should be added to the model. This introduces Hox’s (1994) next step, the “independence” model.

At this step, the researcher adds in “factors” that act as the institution mean level of the variable at the between-group level, when modeling the \(S_b\) only (see Figure 7). Note that no institution “factors” exist when modeling \(S_{pw}\) and therefore constraints are not necessary on these parameters. Note also that the path from the institution “factor” to the individual level variable is set to 4.17, or the square root of c, the “average-like” group size (17.542). This path value is required to properly scale the institution “factor” variance (Hox, 1994; Muthén, 1994). We would expect this model to fit the data better because we know that our variables contain group-level variance (as demonstrated by the positive ICCs). In fact, our model fits quite well, with a CFI of .954 and RMSEA of .044, indicating that there is, indeed, group-level variance, but likely not strong relations at the group level. (For example, a relation at the group level would be: institutions with higher mean levels of satisfaction with salary have higher mean levels of overall job satisfaction).

---

Using Multilevel Structural Equation Modeling with Faculty Data
If the independence model is rejected, Hox (1994) suggests that the “maximal” model, which posits covariance between all of the institution-mean “factors,” be run. This model will examine the best possible fit. If this model holds, the researcher can then posit models to explain the between-group structure as he sees fit. Models hypothesizing between-group structures are then compared to the fit for the “maximal” model to find the most parsimonious model that still exhibits good fit (minimizing the degradation from the fit supplied by the “maximal” model).

Our final model, in this case, was the independence model: institution level variance existed, but there were no significant institution-level relations. Within institutions, the standardized path values from the independent variables to the “faculty satisfaction” factor were very similar to the single-level model, and the interpretations for the institutional administrator remain the same: overall faculty satisfaction is driven strongly by whether the faculty are satisfied with their workload and salary, and less strongly with research, teaching, and computer resources. Note that while the paths from the five independent variables to the latent construct remain similar to that found in the single-level model, the path from SATWKL to LEAVE has dropped drastically from .690 to .063. Partialling out group-level variance changed the nature of this path. Also note that after we partialled out the institution-level variance, we were able to explain slightly less of the within-group variance than with the single-level model (47 versus 50 percent) because the single-level analysis explicitly assumes that all variance in the latent construct is at the within-group level.

Similarly, the results from our multilevel structural equation model do not differ substantially from those obtained with the multiple regression. The JOBSAT variable loaded very heavily on the “faculty satisfaction” construct leading to little difference between modeling just JOBSAT as the dependent variable versus the construct. Also, the ICCs for these three dependent variables were fairly low.

**Summary**

Data used for analysis in higher education contexts often contain intricacies that are not accommodated in research analyses. Of principal interest in this investigation are the multilevel structure of data and the existence of measurement error in key observed variables, as they pertain to faculty issues. The database resulting from the National Study of Postsecondary Faculty has been used for the study of faculty and it also provides a unique opportunity to study problems of nested data, as well as to examine more appropriate methods to analyze data with these attributes. While no substantive differences were shown comparing traditional and more complex modeling techniques, this paper serves two important purposes. First, the results from the analyses contribute to the knowledge base regarding the institutional and job characteristics that can affect faculty satisfaction. Second, and most importantly, the paper educates researchers about multilevel data and the issues to be addressed when analyzing such data, which hopefully will result in improved practice in higher education research.
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Table 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>ICC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SATRES</td>
<td>2.670</td>
<td>0.689</td>
<td>0.205</td>
</tr>
<tr>
<td>SATTCH</td>
<td>2.858</td>
<td>0.655</td>
<td>0.080</td>
</tr>
<tr>
<td>SATCMP</td>
<td>3.038</td>
<td>0.709</td>
<td>0.164</td>
</tr>
<tr>
<td>SATSAL</td>
<td>2.522</td>
<td>0.963</td>
<td>0.127</td>
</tr>
<tr>
<td>SATWKL</td>
<td>2.855</td>
<td>0.921</td>
<td>0.054</td>
</tr>
<tr>
<td>JOBSAT</td>
<td>3.157</td>
<td>0.772</td>
<td>0.063</td>
</tr>
<tr>
<td>LEAVE</td>
<td>2.778</td>
<td>0.998</td>
<td>0.041</td>
</tr>
<tr>
<td>AGAIN</td>
<td>3.499</td>
<td>0.794</td>
<td>0.019</td>
</tr>
<tr>
<td>Variable</td>
<td>SATRES</td>
<td>SATTCH</td>
<td>SATCMP</td>
</tr>
<tr>
<td>----------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>Total Covariance Matrix</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SATRES</td>
<td>0.4749</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SATTCH</td>
<td>0.1960</td>
<td>0.4286</td>
<td></td>
</tr>
<tr>
<td>SATCMP</td>
<td>0.2209</td>
<td>0.1608</td>
<td>0.5021</td>
</tr>
<tr>
<td>SATSAL</td>
<td>0.2171</td>
<td>0.1341</td>
<td>0.1428</td>
</tr>
<tr>
<td>SATWKL</td>
<td>0.1849</td>
<td>0.1277</td>
<td>0.1273</td>
</tr>
<tr>
<td>JOBSAT</td>
<td>0.2015</td>
<td>0.1390</td>
<td>0.1420</td>
</tr>
<tr>
<td>LEAVE</td>
<td>-0.1055</td>
<td>-0.0788</td>
<td>-0.0821</td>
</tr>
<tr>
<td>AGAIN</td>
<td>0.0879</td>
<td>0.0689</td>
<td>0.0622</td>
</tr>
<tr>
<td>Pooled-Within Covariance Matrix</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SATRES</td>
<td>0.3777</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SATTCH</td>
<td>0.1676</td>
<td>0.3943</td>
<td></td>
</tr>
<tr>
<td>SATCMP</td>
<td>0.1678</td>
<td>0.1469</td>
<td>0.4197</td>
</tr>
<tr>
<td>SATSAL</td>
<td>0.1586</td>
<td>0.1080</td>
<td>0.1074</td>
</tr>
<tr>
<td>SATWKL</td>
<td>0.1443</td>
<td>0.1156</td>
<td>0.1038</td>
</tr>
<tr>
<td>JOBSAT</td>
<td>0.1625</td>
<td>0.1190</td>
<td>0.1202</td>
</tr>
<tr>
<td>LEAVE</td>
<td>-0.1020</td>
<td>-0.0687</td>
<td>-0.0781</td>
</tr>
<tr>
<td>AGAIN</td>
<td>0.0782</td>
<td>0.0614</td>
<td>0.0579</td>
</tr>
<tr>
<td>Between-Group Covariance Matrix</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SATRES</td>
<td>2.0863</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SATTCH</td>
<td>0.6677</td>
<td>0.9974</td>
<td></td>
</tr>
<tr>
<td>SATCMP</td>
<td>1.1013</td>
<td>0.3915</td>
<td>1.8674</td>
</tr>
<tr>
<td>SATSAL</td>
<td>1.1877</td>
<td>0.5666</td>
<td>0.7301</td>
</tr>
<tr>
<td>SATWKL</td>
<td>0.8587</td>
<td>0.3279</td>
<td>0.5167</td>
</tr>
<tr>
<td>JOBSAT</td>
<td>0.8479</td>
<td>0.4702</td>
<td>0.5046</td>
</tr>
<tr>
<td>LEAVE</td>
<td>-0.1639</td>
<td>-0.2471</td>
<td>-0.1491</td>
</tr>
<tr>
<td>AGAIN</td>
<td>0.2500</td>
<td>0.1928</td>
<td>0.1339</td>
</tr>
</tbody>
</table>
Figure 1 -- Hypothetical Relation Between % of Time Spent Teaching and Satisfaction with Job Overall
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Figure 2 -- Example graph of within and between relation

Level of agreement with "research rewarded more than teaching"
Figure 3 -- A single-level multiple regression model
Figure 4 -- Single-level confirmatory factor model
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Figure 5 -- The single-level model

Modeling the $S_{TOTAL}$
Figure 6 -- The "null" model
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Figure 7 -- The "independence" model
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Appendix
National Study of Postsecondary Faculty Questionnaire (Selected Items)

34. How would you rate each of the following facilities or resources at this institution that were available for your own use during the 1992 Fall Term? (Possible responses are Not Applicable/Not Available, Very Poor, Poor, Good, and Very Good.)

   a. Basic research equipment/instruments
   b. Laboratory space and supplies
   c. Availability of research assistants
   d. Personal computers
   e. Centralized (main frame) computer facilities
   f. Computer networks with other institutions
   g. Audio-visual equipment
   h. Classroom space
   i. Studio/performance space
   j. Library holdings

40. How satisfied or dissatisfied are you with the following aspects of your job at this institution? (Possible responses are Very Dissatisfied, Somewhat Dissatisfied, Somewhat Satisfied, and Very Satisfied.)

   a. My workload
   f. My salary
   i. My job here, overall

41. During the next three years, how likely is it that you will leave this job to... (Possible responses are Not At All Likely, Somewhat Likely, and Very Likely)

   b. accept a full-time job at a different postsecondary institution?
   d. accept a full-time job not at a postsecondary institution?

59. Please indicate the extent to which you agree or disagree with each of the following statements. (Possible responses are Disagree Strongly, Disagree Somewhat, Agree Somewhat, and Agree Strongly.)

   g. If I had it to do over again, I would still choose an academic career.
Appendix – EQS Syntax for ‘Independence’ Model

/TITLE
AERA 2000 -- HOX'S INDEPENDENCE MODEL
/SPECIFICATIONS
CASES=511; VARIABLES=9; MATRIX=COV; GROUPS=2;
/EQUATIONS
V6= 4.19F6 + *V5 + *F9 + E6;
V7= 4.19F7 + *F9 + E7;
V8= 4.19F8 + 1F9 + E8;
F9= *V1 + *V2 + *V3 + *V4 + *V5 + D9;
V1= 4.19F1 + E1;
V2= 4.19F2 + E2;
V3= 4.19F3 + E3;
V4= 4.19F4 + E4;
V5= 4.19F5 + E5;
/VARIANCES
F1 TO F8=*;
D9=*;
E1 TO E8=*;
/COVARIANCES
E1,E2=*
E1,E3=*
E2,E3=*
E1,E4=*
E2,E4=*
E3,E4=*
E1,E5=*
E2,E5=*
E3,E5=*
E4,E5=*
/MATRIX
2.0863
0.6677
1.1013
1.1877
0.8587
-0.1639
0.8479
0.2500
/TECHNICAL
ITR=500;
/PRINT
FIT=ALL;
(END
/TITLE
AERA 2000 -- HOX'S INDEPENDENCE MODEL
/SPECIFICATIONS
CASES=8456; VARIABLES=9; MATRIX=COV;
/EQUATIONS
V6= *F9 + *V5 + E6;
V7= *F9 + E7;
V8= 1F9 + E8;
F9= *V1 + *V2 + *V3 + *V4 + *V5 + D9;
/VARIANCES
D9=*;
E6 TO E8=*
V1 TO V5=*
/COVARIANCES
V1, V2 = *;
V1, V3 = *;
V2, V3 = *;
V1, V4 = *;
V2, V4 = *;
V3, V4 = *;
V1, V5 = *;
V2, V5 = *;
V3, V5 = *;
V4, V5 = *;
/MATRIX
0.3777
0.1676 0.3943
0.1678 0.1469 0.4197
0.1586 0.1080 0.1074 0.8088
0.1443 0.1156 0.1038 0.2740 0.8031
-0.1020 -0.0678 -0.0781 -0.1851 -0.1923 0.9554
0.1625 0.1190 0.1202 0.3159 0.3327 -0.2799 0.5590
0.0782 0.0614 0.0579 0.1455 0.1456 0.1730 0.2070 0.6189
/TECHNICAL
ITR=500;
/CONSTRAINTS
(1, V6, F9) = (2, V6, F9);
(1, V7, F9) = (2, V7, F9);
(1, F9, V1) = (2, F9, V1);
(1, F9, V2) = (2, F9, V2);
(1, F9, V3) = (2, F9, V3);
(1, F9, V4) = (2, F9, V4);
(1, F9, V5) = (2, F9, V5);
(1, E1, E1) = (2, V1, V1);
(1, E2, E2) = (2, V2, V2);
(1, E3, E3) = (2, V3, V3);
(1, E4, E4) = (2, V4, V4);
(1, E5, E5) = (2, V5, V5);
(1, E6, E6) = (2, E6, E6);
(1, E7, E7) = (2, E7, E7);
(1, E8, E8) = (2, E8, E8);
(1, D9, D9) = (2, D9, D9);
(1, E1, E2) = (2, V1, V2);
(1, E1, E3) = (2, V1, V3);
(1, E2, E3) = (2, V1, V3);
(1, E1, E4) = (2, V1, V4);
(1, E2, E4) = (2, V2, V4);
(1, E3, E4) = (2, V3, V4);
(1, V6, V5) = (2, V6, V5);
(1, E1, E5) = (2, V1, V5);
(1, E2, E5) = (2, V2, V5);
(1, E3, E5) = (2, V3, V5);
(1, E4, E5) = (2, V4, V5);
/PRINT
FIT=ALL;
/END
/END
I. DOCUMENT IDENTIFICATION:

Title: USING MULTILEVEL STRUCTURAL EQUATION MODELING WITH FACULTY DATA

Author(s): LAURA M. STAPLETON GREGORY R. HANCOCK

Corporate Source: Publication Date: APRIL 26, 2000

II. REPRODUCTION RELEASE:

In order to disseminate as widely as possible timely and significant materials of interest to the educational community, documents announced in the monthly abstract journal of the ERIC system, Resources in Education (RIE), are usually made available to users in microfiche, reproduced paper copy, and electronic media, and sold through the ERIC Document Reproduction Service (EDRS). Credit is given to the source of each document, and, if reproduction release is granted, one of the following notices is affixed to the document.

If permission is granted to reproduce and disseminate the identified document, please CHECK ONE of the following three options and sign at the bottom of the page.

The sample sticker shown below will be affixed to all Level 1 documents

PERMISSION TO REPRODUCE AND DISSEMINATE THIS MATERIAL HAS BEEN GRANTED BY

TO THE EDUCATIONAL RESOURCES INFORMATION CENTER (ERIC)

Level 1

Check here for Level 1 release, permitting reproduction and dissemination in microfiche or other ERIC archival media (e.g., electronic) and paper copy.

The sample sticker shown below will be affixed to all Level 2A documents

PERMISSION TO REPRODUCE AND DISSEMINATE THIS MATERIAL IN MICROFICHE, AND IN ELECTRONIC MEDIA FOR ERIC COLLECTION SUBSCRIBERS ONLY, HAS BEEN GRANTED BY

TO THE EDUCATIONAL RESOURCES INFORMATION CENTER (ERIC)

Level 2A

Check here for Level 2A release, permitting reproduction and dissemination in microfiche and in electronic media for ERIC archival collection subscribers only.

The sample sticker shown below will be affixed to all Level 2B documents

PERMISSION TO REPRODUCE AND DISSEMINATE THIS MATERIAL IN MICROFICHE ONLY HAS BEEN GRANTED BY

TO THE EDUCATIONAL RESOURCES INFORMATION CENTER (ERIC)

Level 2B

Check here for Level 2B release, permitting reproduction and dissemination in microfiche only.

Documents will be processed as indicated provided reproduction quality permits. If permission to reproduce is granted, but no box is checked, documents will be processed at Level 1.

I hereby grant to the Educational Resources Information Center (ERIC) nonexclusive permission to reproduce and disseminate this document as indicated above. Reproduction from the ERIC microfiche or electronic media by persons other than ERIC employees and its system contractors requires permission from the copyright holder. Exception is made for non-profit reproduction by libraries and other service agencies to satisfy information needs of educators in response to discrete inquiries.

Signature: LAURA M. STAPLETON

Organization/Address: UNIVERSITY OF MARYLAND

Printed Name/Position/Title: LAURA M. STAPLETON

Telephone: 301/405-5592 FAX: 301/314-9443

E-Mail Address: Date: 10/16/00

Sign here, please

(over)