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Many of us eagerly look forward each year to receiving the October supplement to Academic Medicine (now available online at [http://www.academicmedicine.org]). We know that it will contain research reports and reviews that expand our knowledge and inspire us to encourage others to undertake the study of important questions as well as to continue our own research programs. The proceedings of the 59th annual conference on Research in Medicine Education (RIME) is no exception. The theme of this year's meeting, Making a Difference, is truly the goal of medical education research, and many facets of this goal are reflected in the papers that constitute the program for this meeting.

The purpose of the RIME conference is to provide a forum for the presentation and discussion of research concerning all aspects of medical education. The annual meeting of the Association of American Medical Colleges represents the largest gathering of the academic medicine community in the world. The meeting provides an opportunity for medical education researchers to demonstrate the vigor and diversity of scholarly investigations in medical education.

I am exceptionally pleased that Dr. Whitney Addington, director of the Rush Primary Care Institute and professor of Family Medicine, Internal Medicine, and Nursing, will give the 2000 RIME conference's invited address, entitled "Lifelong Learning: When Are We Going to Practice What We Preach?" Dr. Addington has promised to be provocative in his advocacy for continuous professional development. As the outgoing president of the American College of Physicians, he is in a unique position to reflect on this issue and challenge us to increase our inquiry on how best to accomplish the goals of lifelong learning. Dr. Addington is president of the Chicago Board of Health and has been a strong campaigner for universal health insurance in this country. I am delighted he has agreed to address us and I look forward to his comments.

An increased number of research papers were submitted to the RIME committee this year, another indication of the health of medical education research. Of the 98 research papers submitted, 36 were selected for presentation and inclusion in the proceedings. The topics range from the tried and true, such as standardized patient and OSCE examinations and related measurement issues, to some that have had limited discussion, such as telemedicine and Web-based education, the role of hospitalists, and the impact of the marketplace on academic medicine. Each paper is scheduled, along with one or two other papers on a similar topic, to a session led by a moderator, who has the opportunity to raise pertinent questions and ensure a wide-ranging discussion by the audience. In an effort to highlight topics that may be of special interest, six of the research papers were selected for presentation in two plenary sessions. This year, some of our outstanding researchers will be joined by a number of new faces. Especially gratifying is that several of these new faces are those of resident physicians and medical students, a further indication of the vitality of medical education research.

In addition to the research papers, there were 220 abstract proposals received, 96 of which were selected for presentation as either posters or oral presentations. As in the past, the RIME conference will host a reception to showcase the abstracts in the poster format on Monday evening. The oral abstracts will be presented in sessions organized around specific topics, each guided by a moderator.

This supplement to Academic Medicine includes, in addition to the research papers, two review papers and the invited address from 1999. Dr. Zubair Amin will review issues related to a common occurrence in residency education, the morning report, and point out areas that need to be the focus of research. The other review, presented by Dr. Shilpa Ginsburg, will address the challenge of evaluating professionalism and explore the relationships among context, conflict, and resolution in this endeavor. In 1999, Dr. Charles Friedman, from the University of Pittsburgh, presented a thought-provoking address on the role of informatics and information technology in medical education. His informative presentation, entitled "The Marvelous Medical Education Machine," is published in these proceedings.

This year, for the first time, the supplement also includes the 1999 Jack Maatsch Memorial Presentation, sponsored by the Office of Medical Education Research and Development at Michigan State University. "The Epistemology of Clinical Reasoning: Perspectives from Philosophy, Psychology, and Neuroscience," by Dr. Geoffrey R. Norman of McMaster University, draws on differing disciplines to expand the subject of clinical reasoning and its avenues for further research. It is accompanied by "Clinical Problem Solving and Decision Psychology," by Dr. Arthur Elstein of the University of Illinois at Chicago.

Two excellent symposia were selected for presentation, one, moderated by Dr. Deborah Simpson, on the challenging task of measuring faculty development outcomes, and the other, moderated by Dr. David Newble, on assessing the performances of practicing physicians. The always-popular "RIME wrap-up" session will round out the formal presentations. We are fortunate to have persuaded Dr. John Bligh, of the University of Liverpool, and editor of Medical Education (UK), Dr. Georges Bordage, University of Illinois at Chicago; and Dr. Judy Shea, University of Pennsylvania, to help us put the meeting's presentations in perspective and suggest where we might go from here.

The RIME conference is planned and organized by the RIME committee, a committee of the AAMC's Group on Educational Affairs. On behalf of the committee, we wish to express our appreciation to all researchers who submitted papers for the meeting. It was not an easy task to select those to place on the program, and we are indebted to the essential contribution made by the external reviewers. These individuals provided suggestions and comments that have benefited the authors of the papers, symposia, and abstracts that make up this year's meeting.

The RIME committee wants to recognize the outstanding contribution of Brownie (M. Brownell) Anderson, Associate Vice-President, Division of Medical Education of the AAMC. I know the committee members join me in saying that the process of requesting and reviewing papers and developing the program was made infinitely easier by her guidance and wisdom, over and above her welcome sense of humor. Her staff, as well, eased our task. In addition, we appreciate the support of Addene Caseligh, editor of Academic Medicine, and her able staff for their assistance in publishing these proceedings. We hope you enjoy the meeting.

Beth Dawson
Chair, 2000 RIME Committee
RIME 2006 EXTERNAL REVIEWERS

We acknowledge the assistance of these reviewers for their constructive assessments of the papers submitted for the RIME conference.

Michael Ainsworth
Mark A. Albanese
Jerry H. Alexander
Sharon Allen
Elaine Alpert
Louise Arnold
Sara Axstell
Gwyn E. Barley
Barbara Baransky
Bruce Bernard
Nancy Bennett
Era S. Berner
James G. Boulger
Mary A. Bosynski
Carlos Bralovsky
Robert J. Bulik
Gwendolyn Camp
Sally H. Cavannaugh
Chris C. Cheeseman
Lynn Cleary
Steven G. Clyman
Jannette Collin
Jerry A. Colliver
Malcolm Cox
Louis L. Cregler
Joe E. Crook
Raymond H. Curry
Michael D. Cusimano
Joyce E. Dains
Debra A. DaRou-Creek
W. Dale Dauphinee
Wayne K. Davis
Linda H. Ditchhont
Michael B. Donnelly
Janine C. Edwards
Mike Enicki
Gary Stephen Ferenchuck
Scott A. Fields
Andrew T. Filak Jr.
Rosemarie L. Fisher
James T. Fitzgerald
J. Roland Folsom
Gail E. Furman
Erica Friedman
Alberto Galofre
Craig L. Gjerde
Gerald S. Gutwether
Evelyn C. Granieri
Jean D. Gray
Charles H. Griffith III
Louis Grossman
Paul L. Grover
Cyril M. Grum
Larry D. Gruppen
Hilary Hafel
Carol L. Hampton
Penelope A. Hansen
R. Van Harrison
Leo M. Harvill
Paul A. Henmer
William D. Hendrixson
Rebecca C. Henry
Susan Thompson Hingle
J. Dennis Hoban
Holly J. Humphrey
David M. Irby
Evelyn W. Jackson
Dr. Penny Jennett
Brian Jolly
Dorthea H. Juul
Summers Kalimhan
David M. Kaufman
Daniel J. Klaas
Regina A. Kovalchik
Sharon K. Krackov
Barbara M. Lawrence
Linda S. Lee
Lloyd A. Lewis
John H. Littlefield
John S. Lloyd
Nicole Lurie
Thomas Lynch
William D. Martens
William C. McGaffie
Christine McGuire
James F. McKinney
William P. Metheny
Bruce Z. Morgenstern
Gail Morrison
Harley Myers
John Nolte
John J. Norcini
Geoffrey Norman
Ronald J. Nungester
Mark O’Connell
Curis Olson
Patricia S. O’Sullivan
Rubens J. Panpotes
Louis N. Pangallo
Ivy Paulo
Steven Peitzman
Linda C. Penkowski
Robert P. Perry
Henry S. Pohl
Kyle E. Rarby
Michael M. Ravitch
Glenn Regehr
Boyd F. Richards
Douglas Rippey
Lynne S. Robinson
John Rogers
Jonathan M. Rosen
Arthur I. Rockman
Robert E. Ruback
M. Lynn Russell
Ajit K. Sachdeva
W. Scott Schroth
Thomas L. Schweinfurth
James L. Sebastian
John H. Shear
Judith A. Sheehy
Kent J. Sheets
Benjamin Siegel
Deborah E. Simpson
James M. Shumway
Stuart Slavin
Paula S. Smith
Jeanette E. South-Paul
Alex Stagnaro-Green
David J. Steele
Jeffrey A. Stearns
David T. Stern
David E. Steward
Steven A. Steiner
Barry Stimmel
Gregory N. Strayhorn
Christine A. Stroup-Benthal
Jeffrey L. Susman
David B. Swensson
Rhysy Tamghini
Jeffrey Turnbull
Richard J. Usatine
Steven J. Verhulst
Anthony E. Vorvis
Boyce W. Watrall II
David Warren
Kathleen Watson
Karen J. Wendelberger-Murdock
Alison J. Wielan
Marica Z. Wille
Brent C. Williams
Fredric M. Wolfe
Raymond Y. Wong
Meera K. A. Wood
2000
RESEARCH IN MEDICAL EDUCATION CONFERENCE COMMITTEE

Chair
Beth Dawson, PhD
Southern Illinois University School of Medicine

Past Chair
Ilene Harris, PhD
University of Minnesota Medical School—Minneapolis

Members
Louise Arnold, PhD
University of Missouri–Kansas City School of Medicine

Paul E. Mazmanian, PhD
Virginia Commonwealth University School of Medicine

Fredrick A. McCurdy, MD, PhD
University of Nebraska School of Medicine

S. Scott Obenshain, MD
University of New Mexico School of Medicine

Gordon Page, EdD
University of British Columbia Faculty of Medicine

Richard K. Reznick, MD
University of Toronto Faculty of Medicine

Sarah L. Stone, MD
University of Massachusetts Medical School

Executive Secretary
M. Brownell Anderson
Association of American Medical Colleges
Research in Medical Education
Proceedings of the Thirty-ninth Annual Conference
October 30–November 1, 2000

Chair: Beth Dawson, PhD
Editor: M. Brownell Anderson
Foreword by Beth Dawson, PhD

PAPERS

REVIEW PAPER
Moderator: David Steward, MD

S1  Morning Report: Focus and Methods over the Past Three Decades
    Zubair Amin, Jesús Guajardo, Wlodzimierz Wisniewski, Georges Bordage, Ara Tekian, and
    Leo G. Niederman

REVIEW PAPER
Moderator: Norma Wagone, PhD

S6  Context, Conflict, and Resolution: A New Conceptual Framework for Evaluating Professionalism
    Shihja Ginsburg, Glenn Regehr, Rose Hatala, Nancy McNaughton, Alice Frohna, Brian Hodges,
    Lorelei Lingard, and David Stern

KEEP ON TRACKING
Moderator: Barbara Barzansky, PhD

S12 Tracking Knowledge Growth across an Integrated Nutrition Curriculum
     Carol Hodgson

S15 Following Medical School Graduates into Practice: Residency Directors’ Assessments after the
     First Year of Residency
     Gwen L. Alexander, Wayne K. Davis, Alice C. Yan, and Joseph C. Fantone III

MAKING THE CUT
Moderator: Susan Case, PhD

S18 The Impact of an Alternative Approach to Computing Station Cut Scores in an OSCE
     Jodi McIlroy

S21 An Investigation of the Impacts of Different Generalizability Study Designs on Estimates of
     Variance Components and Generalizability Coefficients
     L. A. Keller, K. M. Mazor, H. Swaminathan, and M. P. Pugnaire

CLOSE BUT NO BANANAS: PREDICTING PERFORMANCE
Moderator: Mark Albancese, PhD

S25 A Validity Study of the Writing Sample Section of the Medical College Admission Test
     Mohamadreza Hojat, James B. Erdmann, J. Jon Veloski, Thomas J. Nasca, Clara A. Callahan,
     Ellen Julian, and Jeremy Peck

S28 Prediction of Students’ Performances on Licensing Examinations Using Age, Race, Sex,
     Undergraduate GPAs, and MCAT Scores
     J. Jon Veloski, Clara A. Callahan, Gang Xu, Mohamadreza Hojat, and David B. Nash
S31  Does Institutional Selectivity Aid in the Prediction of Medical School Performance?
Amy V. Blue, Gregory E. Gilbert, Carol L. Elam, and William T. Basco Jr.

SOMETHING OLD, SOMETHING NEW
Moderator: John Littlefield, PhD

S34  The Presence of Hospitalists in Medical Education
Judy A. Shea, Jasmine S. Wasfi, Kimberly J. Kovath, David A. Asch, and Lisa M. Bellini

S37  Dual-degree MD–MBA Students: A Look at the Future of Medical Leadership
Wendy Westbrook Sherrill

S40  A Preliminary Analysis of Different Approaches to Preparing for the USMLE Step 1
Raj A. Thadani, David B. Swanson, and Robert M. Galbraith

YOU'VE GOT MAIL: DISTANCE EDUCATION
Moderator: Penny Jennett, PhD

S43  Effectiveness of Telehealth for Teaching Specialized Hand-assessment Techniques to Physical Therapists
Wendy Barden, Howard M. Clarke, Nancy L. Young, Nancy McKee, and Glenn Regehr

S47  A Controlled Trial of an Interactive, Web-based Virtual Reality Program for Teaching Physical Diagnosis Skills to Medical Students
Julia A. Grundman, Robert S. Wigon, and Devin Nickol

S50  Evaluation of a CME Problem-based Learning Internet Discussion
Joan M. Sargeant, R. Allan Purdy, Michael J. Allen, Shailesh Nadkarni, Linda Warton, and Pearl O'Brien

PLENARY—OUTSTANDING RESEARCH PAPERS
Moderator: James O. Woolliscroft, MD

S53  Correlates of Physicians' Endorsement of the Legalization of Physician-assisted Suicide
Karen D. Novielli, Mohammadreza Hojat, Thomas J. Naica, James E. Erdmann, and J. Jon Veloski

S56  Learning Adolescent Psychosocial Interviewing Using Simulated Patients
K. Blake, K. V. Mann, D. M. Kaufman, and M. Kappleman

S59  Have Clinical Teaching Effectiveness Ratings Changed with the Medical College of Wisconsin's Entry into the Health Care Marketplace?
Dawn Bragg, Robert Treat, and Deborah E. Simpson

PLENARY—OUTSTANDING RESEARCH PAPERS
Moderator: Karen Mann, PhD

S62  Six-year Documentation of the Association between Excellent Clinical Teaching and Improved Students' Examination Performances
Charles H. Griffith III, John C. Georgesen, and John F. Wilson

S65  When Residents Talk and Teachers Listen: A Communication Analysis
Judy L. Paukert

S68  The Relationship between the Nature of Practice and Performance on a Cognitive Examination
John J. Norcini and Rebecca S. Lipner

SvIII  Academic Medicine, Vol. 75, No 10/October Supplement 2000
TRUTH AND CONSEQUENCES
Moderator: Gwendie Camp, PhD

S71 Validity of Faculty Ratings of Students' Clinical Competence in Core Clerkships in Relation to Scores on Licensing Examinations and Supervisors' Ratings in Residency
Clara A. Callahan, James B. Erdmann, Mohammadrez Hoijat, J. Jon Veloski, Susan Rattner, Thomas J. Nasca, and Joseph S. Gonnella

S74 Do Students' Attitudes during Preclinical Years Predict Their Humanism as Clerkship Students?
John C. Rogers and Louisa Coutts

S78 Early Identification of Students at Risk for Poor Academic Performance in Clinical Clerkships
Scott A. Fields, Cynthia Morris, William L. Toffler, and Edward J. Keenan

THOUGHTS ON THINKING
Moderator: Glenn Regehr, PhD

S81 The Under-weighting of Implicitly Generated Diagnoses
Kevin W. Eva and Lee R. Brooks

S84 The Impact of Structured Student Debates on Critical Thinking and Informatics Skills of Second-year Medical Students
Steven A. Lieberman, Julie M. Trumble, and Edward R. Smith

S87 Critical Appraisal Turkey Shoot: Linking Critical Appraisal to Clinical Decision Making
Alan J. Neville, Harold L. Reiter, Kevin W. Eva, and Geoffrey R. Norman

AN OBJECTIVE LOOK AT OSCEs
Moderator: Sheila Chauvin, PhD

S90 Communication Skills in Medical School: Exposure, Confidence, and Performance
David M. Kaufman, Toni A. Latulip, and Heather MacLeod

S93 Assessment of Residents' Interpersonal Skills by Faculty Proctors and Standardized Patients: A Psychometric Analysis
Michael B. Donnelly, David Sloan, Margaret Flannery, and Richard Schwartz

S96 The Effects of Examiner Background, Station Organization, and Time of Exam on OSCE Scores Assessing Undergraduate Medical Students' Physical Examination Skills
Christopher James Doig, Peter H. Harasym, Gordon H. Fick, and John S. Baumber

THE EYE OF THE BehOLDER
Moderator: Linda Distelhorst, PhD

S99 Content, Culture, and Context: Determinants of Quality in Psychiatry Residency Programs
Rachel Yudkowsky and Alan Schwartz

S102 Gauging the Outcomes of Change in a New Medical Curriculum: Students' Perceptions of Progress toward Educational Goals
Gregory Makoul, Raymond H. Curry, and Jason A. Thompson

S106 An Index of Students' Satisfaction with Instruction
Jay H. Shores, Michael Glenfield, and Jerry Alexander
Modeling the Effects of a Test Security Breach on a Large-scale Standardized Patient Examination with a Sample of International Medical Graduates
André F. De Champlain, Mary K. Macmillan, Melissa J. Margolis, Daniel J. Klass, Ellen Lewis, and Sue Ahearn

Assessing Post-encounter Note Documentation by Examinees in a Field Test of a Nationally Administered Standardized Patient Test
Mary K. Macmillan, Elizabeth A. Fletcher, André F. De Champlain, and Daniel J. Klass

Performance of International Medical Graduates in Techniques of Physical Examination, with a Comparison of U.S. Citizens and Non-U.S. Citizens
Steven J. Peitzman, Danette McKinley, Michael Curtis, William Burdick, and Gerald Whelan

Comparison of Three Parallel, Basic Science Pathways in the Same Medical College
David P. Way, Andy Hudson, and Bruce Biagi

The Health Sciences and Technology Academy: Utilizing Pre-college Enrichment Programming to Minimize Post-secondary Education Barriers for Underserved Youth
Sherron Benson McKendall, Priscah Simoyi, Ann L. Chester, and James A. Rye

The Mount Sinai Humanities and Medicine Program: An Alternative Pathway to Medical School
Mary R. Rifkin, Kenneth D. Smith, Barry D. Stimmel, Alex Stagnaro-Green, and Nathan G. Kase

The Epistemology of Clinical Reasoning: Perspectives from Philosophy, Psychology, and Neuroscience
Geoffrey R. Norman

Clinical Problem Solving and Decision Psychology: Comment on “The Epistemology of Clinical Reasoning”
Arthur S. Elstein

The Marvelous Medical Education Machine or How Medical Education Can Be Unstuck in Time
Charles P. Friedman

Author index appears on page S143
Residents rank morning report as the most important educational activity of their residency training. Although there is a lack of documented evidence as to the educational value of morning report, the practice is ubiquitous across almost all primary care residency programs in North America. The ever-changing practice of medicine and ongoing demands for evidence in medical education force us to examine essential aspects of morning report in order to base future decisions about morning report on sound educational evidence. Thus, a systematic review of the published literature on morning report was done in order to identify the various purposes and modalities of morning report, to find evidence in support of its educational value, and to discuss possible future directions for research on morning report.

The term “morning report” is used to describe case-based conferences where residents, attending physicians, and nurses meet to present and discuss clinical cases. The term includes resident reports, morning or housestaff conferences, and morning sessions but excludes work rounds or teaching rounds. In a typical morning report, the team on duty during the night presents recently admitted patients, followed by a general discussion of the cases and related topics.

Data Collection

Data Identification and Study Selection. Four complementary approaches were used to locate articles about morning report. The goal was to retrieve all published articles. First, Medline, ERIC, and PsycINFO were searched using the key words morning report, morning session, residents’ report, conference, education, and teaching. The key words were used in various combinations and in different search modes (e.g., titles, subject headings).

The search covered articles written between 1966 (start of Medline) and December 1999. No limitation was set on the search parameters. All journals, languages, and types of articles, including original articles, surveys, opinions, and letters to the editor, were included. Second, a manual search was conducted through non-indexed medical education journals. All relevant articles not previously identified by computerized searches were included. Third, the reference section of each article was reviewed and all pertinent articles not previously found were also retrieved and included for review. Finally, knowledgeable educators in the field were consulted in an effort to locate any additional articles not previously detected. As a result, 48 articles were found related to morning report. Although the search began with articles dating back to 1966, the oldest article on morning report was published in 1979. Most articles (80%) were published after 1990. Forty-one articles are discussed; seven other articles, mostly letters to the editor, addressed issues already covered elsewhere.

Data Extraction. The selected articles were reviewed according to a three-step method as described by Gorden, namely identification of key issues for review, selection of relevant information from various articles related to each issue, and critical synthesis and generalizations. The focus was primarily on the educational aspects of morning report and areas of possible improvement. We identified four major areas for review: purpose of morning report, organization, instructional methods, and educational outcomes. Each topic area is presented, followed by an overall discussion at the end.

Purpose of Morning Report

Historically, morning report probably was created to meet the demands of the hierarchical systems of public hospitals. In many cases, there were no ward attendings, and the chief of service had to ensure the health and safety of all the patients. Morning report provided the chief of service with the information needed to achieve this level of oversight. Both the purpose and the audience of morning report have evolved over the years, and morning report is now conducted for diverse purposes with a wide variety of audiences. The various purposes were evident in the literature reviewed, with education becoming the main objective. Other purposes were also mentioned, such as evaluating residents and the quality of services, detecting adverse events, and social interaction. The multiple purposes were evident in Parrino and Villanueva’s survey of faculty and chief residents from 124 departments of medicine. Half of the respondents considered morning report “an important case-oriented teaching session” and a fifth believed that morning report “allowed the chief of medicine or program director to keep tabs on medical services.” The importance of education was also reiterated in a recent survey where the majority of internal medicine residents indicated that education should be the primary purpose of morning report. The various purposes of morning report are presented according to five subheadings: education, evaluation of residents and quality of services, detection and reporting of adverse events, non-medical issues, and social interaction.

Education. The educational goals pursued during morning report varied widely, ranging from case-based teaching to reviewing and planning patient management, fostering presentation skills, highlighting the unique approach of the generalist physician, developing intellectual curiosity and research, promoting decision-making skills, and self-directed learning. Morning report was also used to teach residents selected topics that are not usually part of the curriculum, such as ethics. Case-oriented teaching was the most frequently cited educational purpose of morning reports.

Evaluation of Residents and Quality of Services. Most of the programs surveyed used morning report as a mean of evaluating residents’ performances. In Parrino and Villanueva’s survey, faculty in many programs used morning report to evaluate residents’ attitudes (64%), clinical skills (63%), and quality of care (93%). A majority of respondents (62%) reported that morning report was also an effective means of case management. Although morning report was used to evaluate residents and quality of care, no structured instrument or rating scale to conduct such evaluations was reported.

Detection and Reporting of Adverse Events. Morning report was sometimes used to detect and report adverse events. Kaufmann reported that a pharmacy intern regularly attended morning report and considered whether admissions were related to medication
problems.24 Sivaram et al. reported that adverse drug reactions were discussed in the business portion of morning report and were later reviewed by the Pharmacy and Therapeutic Committee.25 Welsh et al. explored the effect of prompting residents to report adverse events.26 All three studies concluded that morning report can be an effective means to detect and report adverse events such as drug reactions.

Non-medical issues. Although the discussion of non-medical issues during morning report was seldom reported, most programs addressed these issues on a regular basis. Schiffman et al. found that 85% of programs addressed a variety of non-medical issues such as social, personal, ethical, political, and economic topics, as well as cost-effectiveness and administrative matters.27 Actual time spent on these issues during morning report was not reported.

Social Interaction. Although social interaction was not an explicitly stated goal, morning report provided an opportunity for residents and faculty to socialize. Eighty-five percent of the respondents in Parring and Villanueva’s survey indicated that morning report was an important social event for both residents and faculty.11 Two-thirds of the programs in Schiffman’s study served food and drinks during morning report and conducted business in an informal atmosphere that fostered social interaction.20

In summary, residency programs used morning report for multiple purposes, including education and a variety of other goals. Residents favor morning report as an educational activity. The relative importance of each purpose of morning report depends on individual programs, and in turn, may determine the way morning report will be organized and conducted.

Organization of Morning Report

Most of the articles that addressed the organizational aspects of morning report came from internal medicine residency programs. Other programs included pediatrics, family medicine, and neurology. The organization of morning report is presented according to five subheadings: frequency, time, and duration; participation, leadership, and tone; case selection and presentation; record keeping; and patient follow-up.

Frequency, Time, and Duration. The frequency of morning report was fairly uniform across programs. Most were held on a regularly scheduled basis, with 80% of internal medicine programs holding morning report five times or more a week. Only a handful of programs held morning report less than three times a week.27 Morning report usually began before 9 AM and lasted for an hour.27 Some programs (4%) actually held “morning report” during the afternoon.27 In most programs, work rounds preceded morning report to facilitate data collection prior to morning report. Schiffman et al. argued that conducting morning report after ward rounds may be more useful because attending physicians can contribute significantly to the quality of the session.20

Participation, Leadership, and Tone. The mix of participants and leaders varied greatly across programs. The chief of medicine or the director of medical education was present in more than half of the sessions.27 Third-year service residents were the most regular participants, while the presence of first-year residents varied, with about 60% of the programs requiring their participation on a regular basis.27 Gross et al. reported that internal medicine residents prefer the presence of generalist physicians at morning report, possibly because of the renewed interest in general internal medicine.11 Carnuthers described an Australian program where general practitioners from the community regularly attended morning report. She argued that a more widespread participation of general practitioners during morning report would lead to a better understanding of the strengths and weaknesses of general practice.28 Finally, the presence of non-physician participants helped to broaden the scope of knowledge and experience of the residents. For example, pharmacists increased the detection of adverse drug reactions.24,25 and librarians increased the use of online searches by residents.1 Some have argued against the presence of non-service personnel, junior residents, or medical students at morning report because their presence might inhibit the spontaneity of case presentation and discussion.12

Studies of verbal interactions during morning report consistently showed that participants tend to be rigid in their roles and in their ways of asking for or providing information. Most of the information exchanged was low-level factual information. Few questions were asked that required synthesis of patient information and medical knowledge.24,25

The person leading morning report was either a faculty member (70%) or a chief resident (30%).25 Many openly criticized the role of the leaders and the tone they set during morning report.20,29-31 Comments such as “morning retor or morning distort,” “where bottom line is style above substance,” and “secretive closed-door session” were reported frequently. McGaghie et al. described the menacing atmosphere that prevailed in one institution as “... houseoff redefining and defending mishaps using mechanisms such as denials, discounting, and distancing.”24

Case Selection and Presentation. The selection and mode of presentation of cases also varied greatly among programs, reflecting most often the chief resident’s or attending physician’s preferences.27 Case presentations varied from brief presentations of all cases with equal emphasis on each case to elaborate presentations of one or two “interesting” cases. Accordingly, times allotted for each case presentation varied widely. Westman prospectively compared the nature of the cases presented in internal medicine at a university center with those at an affiliated Veterans Administration hospital. The case mixes were similar in the two institutions; most cases (88%) were those of inpatients.27 Gerard et al. reported that pediatrics residents were more likely to select cases whose diagnosis changed during hospitalization.24 Other unorthodox methods of case selection and presentation included the selection of cases one to two days in advance,27 the selection of simple cases at the beginning of the academic year and more complex ones later in the year,27 and the presentation of cases prior to discharge.20

Record Keeping. Record keeping was done for different purposes during morning report.15,17,16,22,27,32 Records were kept for educational purposes, such as the evaluation of content coverage and patient follow-up, or as data sources for research.27 The availability of computers enabled many programs to use the data from morning report for a variety of purposes. Rouan et al. described a computer program to generate information from hospital admissions. They used the information for patient follow-up, patient distribution among housestaff, residents’ evaluation, and quality assurance.32 Recht et al. described a computerized data management program and its use in clinical research and quality assurance.27

Patient Follow-Up. Most internal medicine programs allowed for patient follow-up.27 Wegner and Shipner showed that a final diagnosis was not always available at the time of discharge.27 Similarly, Barton et al. compared pediatrics morning reports from a community hospital and a university hospital. In both settings, significant numbers of patients, 28% and 58%, respectively, were not diagnosed at the time of presentation at morning report.27 Both investigators concluded that provision of patient follow-up in morning report was important to maximize education.

In summary, there was a fair amount of regularity and similarity among programs in the frequency, time, and duration of morning report. There was more variability in the mix of participants and leaders, case selection, record keeping, and patient follow-up. Many openly criticized the role of leadership used in conducting morning report. There was a lack of evidence in the literature on how the different purposes of morning report might affect its organization and the educational and clinical outcomes.
Instructional Methods

The most frequent instructional method used during morning report was case-based presentation, followed by discussion. Over three fourths of the programs surveyed by Malone and Jackson used such an approach. Variations of case-based presentations were also used in an effort to improve educational effectiveness. For example, the chairman and chief resident would meet prior to morning report to review cases and preselect critical points for discussion. The limitations of case-based presentations were also discussed in the literature, most notably by Parrino and Villanueva, Mehlert et al., and Hill et al. Mehlert et al. argued that the "standard format of case presentation may be less than optimal and can become a hackneyed experience." Some shortcomings of case-based presentations have been addressed through innovative methods such as the presentation of prepared topics, photographic materials, and learner-centered learning approaches. In learner-centered approaches, the residents would determine the goals of the session once the cases were presented and then formulate questions based on these goals. Parrino and Villanueva further proposed that "new techniques at morning report could be based on existing models of problem-based learning." Battistelli echoed this view and advised learners to be creative and try new approaches.

Like medical education, morning report faces a dilemma over its educational focus. Two main orientations emerged from the review. One focused on the need to increase the residents' knowledge level, the other on the need to improve their problem-solving and data-gathering skills. DeGroot and Siegler described the dilemma by using the analogy of the retentive "spaghetti" versus the inquisitive "search mode." Years later, Richardson and Smith revisited this issue and reemphasized the importance of learning the process of information gathering and analysis rather than simply acquiring content knowledge. Reilly and Lemon described a four-phase (similar to evidence-based medicine) morning report to foster active learning. The first phase was devoted to the discussion of assigned questions from the previous day. Next, residents briefly presented all admission cases and the chief resident used didactic methods to emphasize important teaching issues. The participants then discussed in detail one particular case chosen for its educational value. Finally, the last five minutes were spent on formulating questions and assigning them to residents for presentation the next day. Reilly and Lemon reported a department-wide, positive impact following the introduction of this format. In addition, residents learned the principles and procedures of evidence-based medicine and how to formulate precise and clinically relevant questions.

Educational Outcomes

In an era of evidence-based medicine, evidence is also needed in education to enlighten existing educational practices and to plan new ones. Half of the 48 articles on morning report (52%) were based on studies. Surveys and questionnaires were used most often to collect data (nine studies); other data-gathering methods were observations, video recordings, quizzes, logbooks, and hospital records. Most studies were based on single programs; only four were conducted with multiple programs. Similarly, some articles were based on anecdotal reports without any detailed data presented. Wrotnow stated that detailed discussions, chart reviews, and analysis of hospital bills of selected discharged patients resulted in subsequent reductions in lengths of stay and controllable costs. Similarly, Mehlert et al. described a model of morning report that resulted in less test ordering and fewer requests for consultations. They reported that the participants' level of enthusiasm declined during the academic year and that more in-depth discussion of single cases became more attractive as time went on. Bassiri et al. introduced changes in morning report—such as presentation of articles, comments by specialists, a computer database, and regular followups—that improved the level of discussion and generated data for research. Potyk et al. reported that both quizzes and mini-lectures increased learning, as measured by a true-false test administered later, although the quiz format resulted in better information retention. D'Allessandro and D'Allessandro reported the use of radiology slides at pediatrics morning report as a means of increasing residents' interest. Finally, several authors reported that morning report covered a broad range of topics included in published curricula (e.g., Pediatrics Review and Education Program by the American Academy of Pediatrics) and in major medical references (e.g., internal medicine textbooks). All programs that implemented innovations reported positive results as measured by increases in residents' knowledge or desired behaviors.

Discussion

Some key findings emerged from the diverse, albeit limited number of, publications on morning report (48 articles over 20 years). First, the purposes of morning report varied widely, although education was most frequently cited and favored by residents. Other important purposes were also mentioned, such as patient management and program and resident evaluation. Second, characteristics of the organization of morning report, such as frequency, timing, and duration, were fairly similar across programs. On the other hand, mix of participants, case selection and presentation, leadership, record keeping, and patient followup varied widely across programs. Tone, leadership, and the learning environment were often criticized. Third, various interventions that were implemented to improve the educational and clinical outcomes of morning report generally resulted in positive and promising results, although further validation of these findings is needed. Fourth, most of the published studies were from single programs, especially in internal medicine. There were very few studies on medical students and morning report. Encouragingly, there is renewed interest in morning report as an educational activity, as evidenced by the steady growth of published articles during the past decade. The limited evidence available on morning report makes it difficult to make grounded recommendations, but some of the models used to plan and implement morning report were based on sound educational principles. For example, Reilly and Lemon's model of morning report is unique in that it encourages active learning, maintains continuity, and improves research activities in the program. Such theory-based models can serve as the foundation on which to develop sound educational interventions that can be submitted to the scrutiny of the educational researchers. There is a clear lack of studies to document the effectiveness of morning report. This paucity may be due to the difficulties of doing research in the context of a multifaceted and multifactorial situation such as the multiple purposes, organizations, and audiences involved in morning report. It is also difficult to isolate the effects of morning report from those of other formal and informal educational activities. Finally, the lack of validated assessment instruments also adds to the difficulty of doing research on morning report. These difficulties should not be seen as insurmountable obstacles but as challenges to be met.

Future research is needed in four key areas. First, there is a need to characterize the types of learning and teaching that go on during morning report. What are the unique teaching and learning characteristics of morning report compared with other educational activities such as work rounds or teaching rounds? Second, little is known about the satisfaction levels of participants and the motivational factors that are operative during morning report. Although residents value morning report as their most important day-to-day learning activity, they also harbor strong negative feelings about the atmosphere that prevails. Could the quality of morning report be enhanced by analyzing more closely the positive and negative
feelings of the residents and the faculty? Research is also needed to document the effects of morning report on residents’ knowledge, behaviors, and attitudes, as well as on patients’ health care outcomes. Finally, there is a need for multi-institutional research on the effectiveness of new strategies to conduct morning report in order to verify the robustness of the interventions and thus move beyond program-specific effects.

Although the main focus of morning report has been on inpatient topics, there is a need to address the specifics of morning report in the context of ambulatory care. The pioneering work by Maline and Jackson indicated that the educational characteristics of ambulatory morning reports are significantly different from those of inpatient morning reports. Consequently, simple generalization of results from inpatient modalities to ambulatory care is not recommended. Ambulatory morning report is relatively new and offers ample opportunities for high-quality research, including the identification of the specific learning needs of the participants. What are the unique components of the residents’ education that should and can be addressed during ambulatory morning report? What are the unique educational attributes of ambulatory morning report? How can the continuity between ambulatory morning report and inpatient morning report best be ensured? Other priority research areas include studies of the nature of the cases presented and their relationships to educational and clinical outcomes.

The majority of studies on morning report came from internal medicine programs, with only a handful of reports from pediatrics, family medicine, and surgery. There is a need to plan studies across specialties to inform one another about the effectiveness of the innovations. Although morning report is primarily focused on residents, there are other important participants present during morning report, such as medical students, ethicists, and pharmacists. There was little focus in the literature on the participation of these types of participants during morning report. The educational needs and learning characteristics of this diverse audience are different from those of residents and need to be studied as well.

Morning report is a time-honored tradition. It is not just a ritual of early morning social gathering or a one-stop opportunity for program directors to keep tabs on the program. It is a valued time for residents, an uninterrupted flow of priceless minutes set aside from the hectic morning schedule for learning. Morning report an opportunity for residents to exercise and improve their knowledge and their leadership, presentation, and problem-solving skills. Yet reports of its educational effectiveness are mostly anecdotal and its purpose often implicit or not explicitly defined. Each individual program must decide what it wants to achieve with morning report and structure the activity accordingly, distinguishing it from sitting rounds or patient-management rounds. Research is needed to document the educational and clinical effectiveness of morning report and to assess the relative merits of various ways of conducting morning report such that evidence and tradition can go hand in hand.
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During medical school, students are taught the knowledge, skills, and attitudes required to become competent physicians. Knowledge and skills are rigorously evaluated by written and oral exams, standardized patient scenarios, and ward evaluations. However, evaluation of behaviors, including professionalism, is often implicit, unsystematic and, therefore, inadequate. This is problematic for several reasons. First, medical schools are doing a disservice to future postgraduate training programs, as well as to society, by not explicitly and accurately evaluating this area during medical school. It is recognized that more complaints against physicians to medical societies relate to unprofessional conduct than to lack of knowledge or poor technical skills. Yet students who display unprofessional behavior may not be identified in the current system, and will be promoted academically on the basis of adequate performance on tests of knowledge and skills alone.

Second, we are doing a disservice to our students by not providing explicit feedback in this domain, thereby missing valuable opportunities to bring about awareness and improvement. The American Board of Internal Medicine, in its report "Project Professionalism," discussed the problem of erosion of professionalism during medical training. While knowledge and skills improve markedly over the four years of medical school, there is ample anecdotal evidence, and substantial quantitative evidence, that professional behaviors can diminish over this period. There appears to be an unrealistic expectation that students will arrive at medical school lacking in knowledge and skills, but with a full complement of appropriate behaviors that require no further attention. However, all students are vulnerable to lapses in professional behavior and can benefit from explicit, systematic attention in this domain. The focus of medical education in the past century was on knowledge and skills. For the future of medicine, attention to the teaching and evaluation of professionalism is vital.

While this need to evaluate professionalism effectively has been recognized for some time, traditional methods of addressing the problem have not been particularly successful, for several reasons. The traditional approach to this issue has involved the identification and definition of the attitudes and concepts that comprise the concept of professionalism (such as altruism, accountability, excellence, duty, honor, integrity, and respect). Evaluation methods that rely on such abstract and idealized definitions lead us to discuss people, rather than their behaviors, as being honest or dishonest, professional or unprofessional. This implies that professionalism represents a set of stable traits.

Interestingly, a large literature exists that suggests the opposite. Many studies in personality psychology have shown that the presence of specific personality traits does not predict behavior. For example, in one study of psychiatry residents, Minnesota Multiphasic Personality Inventory testing revealed serious personality disorders in the two individuals who eventually lost their licenses for professional misconduct. However, several other participants showed the same personality traits, yet had no difficulty reported in 15 years of follow up. Thus, evidence suggests that the identification of specific traits does not allow us to predict an individual's behavior.

There are several reasons why this issue is important when discussing the evaluation of professionalism. Stable trait measures do not take into account a recognition that behaviors enacted over time involve an effort at resolving a conflict between two (or more) equally worthy professional or personal values. For example, it is easy to say that one must always tell the truth, and that one must always protect patient confidentiality. However, these values may occasionally come into conflict, and the ultimate choice the student makes will depend on the specifics of the situation.

In addition, professional behaviors are known to be highly context-dependent. One can imagine a basically honest person lying to a patient given a particular context. This does not automatically mean that that person is dishonest, and therefore unprofessional. Certainly in social situations, a decision to always tell the full truth would be considered highly inappropriate.

Although the issues of conflict and context are separate at a theoretical level, in day-to-day practice they are likely to interact. One study has shown that 87% of physicians surveyed indicated that deception is acceptable on rare occasions, for example, if the patient would be harmed by knowing the truth, in order to circumvent "ridiculous rules," or to protect confidentiality. Yet, when two specific professional values are in conflict, it is not always predictable which of the two values will take precedence. For example, while it is sometimes appropriate to lie in order to protect patient confidentiality, there are circumstances in which it would be considered more appropriate to break confidentiality rather than tell a lie. As one participant stated, honesty is "usually" the best policy, but everything is taken on a case-by-case basis, and any actions taken depend on the specifics of the people and the situation.

Traditional ways of evaluating professionalism do not make allowances for these gray areas.

Another element of evaluating professionalism involves the process of resolving the conflict. The ultimate choice an individual makes, manifested as the behavior witnessed, does not tell us how he or she arrived at the decision. We know nothing of whether the student recognized the professional "values" that were in conflict, or why the student chose to act in that particular way. So while focusing on behaviors rather than personality or character traits is important, we must also attempt to understand the process that led to the behavior.

Thus, if we do not include conflict, context, and the process of resolution in our evaluation methods, we might not be able to conduct the most reliable, valid, and appropriate evaluation of these behaviors.

Another reason for the lack of success of traditional approaches is that evaluators have not been willing to identify an individual as unprofessional for actions that appear to be relatively minor. Thus, lapses in professional behavior tend to be ignored or suppressed, due to an understandable reluctance to apply the broad, harsh label of "unprofessional." In one study, clinician supervisors admitted and demonstrated their reluctance to give negative feedback regarding unprofessional behavior, even though in interviews they had stated strongly that they would do so. Even if faculty have this willingness, they have been found to have "difficulty in identifying problems, an inability to verify problems, and fear of litigation" that inhibit their reporting of behavioral problems.

This outcome arises, in part, from the fact that educators and researchers have traditionally focused on this problem from an abstract perspective. The definitions and subcategories of the broader concept of professionalism describe the idealized person, the "con-
summate professional," with no room for mistakes. With this theoretical basis, if someone tells a lie, even for a "good" reason, he or she could be suddenly labeled "dishonest," and therefore, "unprofessional." The only thing left for the evaluator to decide, then, is how unprofessional the individual is. This top-down focus on professionalism as an abstraction rather than a bottom-up focus on professionalism as a set of actions in context, therefore, is flawed.

This paper elaborates on the issues around this problem. First, we review the literature on the types of evaluation instruments used for measuring professionalism in medical education. We then outline fundamental conceptual deficiencies that exist in this literature. We argue that the three most important missing components are: consideration of the contexts in which unprofessional behaviors occur, the conflicts that lead to these lapses, and the reasons students make the choices they make. We then propose strategies for resolving these issues.

Method

We conducted searches through Medline, Psychlit, and ERIC for literature published over the past 20 years. We included studies that contained original research on the topic of assessment or evaluation of professionalism in medical education, or included instruments to measure professional behavior, professionalism, humanism, behaviors, values, and attitudes. After initial articles were identified, bibliographies were used to identify additional references, and experts in the field were consulted for missing but relevant papers. This process uncovered few studies addressing specific efforts to evaluate professionalism. There was an abundance of articles calling for new and better methods of evaluation, and arguments for why this is so important and neglected. Some papers dealt with certain aspects of professionalism, for example, ethics, communication skills, interpersonal skills, and humanistic behavior, but they did so without extrapolation to the larger notion of professionalism. These studies were included if they highlighted difficulties in evaluating professionalism or provided new insights or solutions, and contained original research.

Results

Evaluations by Faculty Supervisors. In 1979, the AAMC interviewed approximately 500 clerkship directors about "problem students." They identified 21 types of problem students, and then asked how often each type of problem was seen, and how difficult the problem was. Among the results from the University of Washington School of Medicine, researchers found that "nonognitive" issues (e.g., bright but poor interpersonal skills) were "frequent and difficult," but that the very disturbing ones (e.g., cannot be trusted, manipulative) were seen only infrequently. Though this survey was done many years ago, it provides an early glimpse of faculty's concerns about the professional behaviors of students. Since then, various other studies have analyzed approaches used by faculty in the evaluation of professionalism, including global rating scales, in-training evaluations, and encounter cards.

Ward rating forms, completed by the physician-supervisor, are the most commonly used instruments. In addition to assessing medical knowledge and clinical skills, many of these forms have a single global item to assess professional behavior, which may be subject to extensive rat bias. A study by Woolliscroft et al. highlights some of the problems of using this type of assessment. The authors found that using a questionnaire, faculty could assess the humanistic qualities of internal medicine residents, at least for the item "doctor-patient relationships." However, it would take 20-50 faculty members per resident to achieve acceptable reproducibility, which calls into question the utility of this instrument. This also suggests that the trait doctor-patient relationships is probably not stable, but rather may be subject to context bias. Different evaluators might see different behaviors or make different interpretations. In a related study, Johnson found that physicians' and nurses' evaluations of intensive care unit residents correlated highly with respect to all criteria except the assessment of humanistic qualities, further highlighting the importance of context.

To compensate for the problem of infrequent observations, systems have been developed that encourage the repeated observation and documentation of the performances of medical trainees (often on a daily or weekly basis). This allows for the assessment of knowledge, skills, or professional behaviors with reasonable inter-rater reliability and construct validity. Such real-time evaluations permit early intervention, facilitate feedback, and guide remediation. However, in a study of encounter cards in the evaluation of anesthesiology residents, despite numerous negative comments by supervisors, only 1% of the comments were found to be about unprofessional behaviors.

Further, those residents who received these negative comments were only rarely rated overall as "performing below level" by their supervisors, despite their all having had critical incident reports and scoring lower on objective testing. This, again, highlights the difficulties faculty have in documenting unprofessional behavior.

Faculty can, in fact, be trained to accurately observe and assess specific behaviors. One group developed a reliable assessment of a very specific set of humanistic skills (e.g., introduced self to the patient; acknowledged the agenda from the last visit) by asking faculty to view videotapes of residents' interactions with patients.

However, even if faculty can identify problematic behavior in a reliable way, they are often reluctant to record it. Burack, using a rigorous qualitative method, demonstrated that faculty have a marked reluctance to respond unambiguously to behaviors that indicate negative attitudes towards patients. In interviews, faculty stated that they would not tolerate "this sort of behavior" and would "definitely lay down the law" if such behavior were observed. However, in practice they usually did not respond at all, or did so in such a way as to require interpretation by the learner. The feedback can then be misinterpreted to be permissive. As explained for this dichotomy, clinicians have sympathy for the learners' stress, as well as the possible penalties educators can face for giving negative feedback, such as receiving bad teaching evaluations and being open to personal and legal risks. They felt that if the observed behavior is only a lapse, and the learner is fundamentally "good," corrective feedback might discourage or frustrate the resident. Conversely, for fundamentally "bad" residents, corrective feedback is seen as futile.

Therefore, methods that exist for faculty evaluation of professional behavior are problematic. Evaluations cannot be kept on theoretical, abstract, or definitional levels; thus, these scales have poor reliability. Numerous observations in various contexts need to be made, but attending physicians are present for only a small proportion of the time. In addition, even when lapses in professional behavior are identified, there is great reluctance to report them.

Nurses and Patients. Some of the reluctance faculty have in evaluating professional behavior results from potential conflict in their roles as teacher, mentor, and evaluator. Other groups, such as patients or nurses, may not be subject to these conflicts. In addition, these other groups may see the students and residents more often and in different contexts. Woolliscroft's study included groups of nurses and patients; unfortunately, the patients' ratings were not reliable, and it would have required up to 50 patients' assessments to achieve a reproducible estimate of professional behavior. Nurses achieved good reproducibility with ten to 20 assessments per resident, but this amount may still be impractical. Because professional behavior is so context-specific, it is not surprising that only low to modest correlations exist between ratings by these different assessors. Also, nurses and patients may face different kinds of pressures that could deter their unbiased reporting of unprofessional behaviors; for example, a patient may be reluctant to jeopardize the continuity of a relationship with a physician even though it is problematic. In addition to highlighting some of the
difficulties in evaluating professional behavior, Wooliscroft et al.'s study provides a good example of an attempt to triangulate results as a measure of validity.

**Peer Evaluation.** Peers are in a good position to evaluate each other's professional behaviors because of frequent, close, and varied contact. Thus, the use of peer assessment of professional behaviors may solve many of the problems described for faculty's assessment. However, several problems remain and some new problems may arise through the use of peer assessment.

On a positive note, there is some suggestion that medical students' peer evaluations may be the best measures of interpersonal skills available. Thomas et al. reported a pilot study of peer review in residency training using a ten-item questionnaire. The items on the form clustered into two domains: "technical skills" and "interpersonal skills," which included humanistic behaviors. Of particular interest is this study's finding that intern peer evaluations of a composite "professionalism" domain correlated well with faculty evaluations of the same dimension ($r = 0.77, p < 0.05$). An interesting modification of a ranking system that forces students to discriminate among their peers based on certain dimensions of professionalism has been described. The authors suggest that such a system enables identification of the top 10-15% of the class, but it is not helpful in discriminating among the rest, perhaps because the students were asked for only positive nominations on the peer-evaluation form.

On the other hand, peers, like faculty, seem to have a difficult time discriminating the abstract dimensions of professionalism from each other and from other skills. For example, in a study of peer assessment of professional dimensions, Arnold found very high internal consistency (coefficient alpha) across the dimensions, suggesting a strong halo effect in the ratings of the separate dimensions. Further, scores were highly correlated with more knowledge-based measures such as National Board of Medical Examiners' exams (Parts I and II) and grade-point average, suggesting that dimensions other than professionalism were also contributing to the scores. Also, as with faculty ratings, it would appear that a fairly large number of ratings are necessary to obtain stable measures across raters. Interestingly, the numbers of negative peer evaluations generated in the small groups depended upon the kind of faculty leadership exercised in each group. This constitutes yet another example of the importance of context and social climate in peer (and other) assessment methods.

In fact, the social climate of peers assessing peers may have negative consequences. That is, while some studies report positive reception of peer feedback, others report marked resistance to peer evaluation even though the evaluations were anonymous and for research purposes only. Hefer found that senior medical students were more accepting of peer evaluations than were junior students, who lacked confidence in the usefulness of the system. Van Rosendaal found that residents worried that the process would undermine their work and personal interrelationships.

**Self Evaluation.** Several early studies were conducted that involved self-reports of attitude changes during medical training. To varying degrees, these students reported increases in certain attitudes, such as cynicism; were more concerned about making money; or felt that their ethical principles had become eroded or lost. Some positive attitudes increased as well, for example, concern for patients, and helpfulness. More recently, Clack studied gender differences in medical graduates' self-assessments of professional attributes and found that men generally felt more confident than women in possessing nine of the 16 "ideal" attributes listed. These studies indicate that our understanding of students' attitudes, some of which may reflect aspects of "professionalism," can benefit from self-report questionnaires. However, these studies are comparing groups and trends, not assessing the qualities of individuals. The utility of self-reporting for these purposes might be much more severely limited.

Most studies of self-assessment in medicine focus on the assessment of knowledge and skills rather than on professional behavior, but they generally conclude that self-assessment is quite inaccurate. If physicians are inaccurate at self-assessment in relatively concrete domains (e.g., knowledge), they are likely to have even greater difficulty in a domain such as professionalism, which is less well defined and more socially valued. A recent line of research, for example, introduced a model of self-assessment described as the relative ranking technique, in which each participant ranks a set of skills relative to each other from the skill that needs the most work to the one that needs the least. Despite some success as a self-assessment tool in the relatively constrained domain of interviewing skills, the technique was far less useful when applied to residents' self-assessments of the standard components of a ward assessment form. In this context, the authors discovered that although residents were quite willing to say they need "the most work" with their surgical skills, to improve their knowledge base, all residents responded that they needed "the least work" in college and/or team relationships. It appears that when statements are value-laden and abstract (as in issues of professionalism), the bias of social desirability is strong, and self-assessment becomes distorted and potentially misleading.

It is apparent that the use of self-assessment in the evaluation of professionalism is difficult. The methods used do not take context into account, making them somewhat threatening. Perhaps a relative ranking system could be attempted that included only elements of professionalism, such as interpersonal skills, communication skills, respect, and integrity. However, it would still be unlikely for a student to say he or she needs more work with honesty. Again, behaviors rather than abstract definitions would need to be incorporated to overcome this limitation. Until further research is done to better understand the nature of self-assessment, its utility for assessing professional behaviors is likely to be limited to formative evaluations and the setting of personal goals.

**Standardized Patients.** There is an extensive body of literature on objective structured clinical examinations (OSCEs) and standardized patients (SPs) and their importance in the evaluation of clinical skills. There is no literature specific to the role of either in the evaluation of professionalism or professional behaviors within medicine; however, there are areas in which issues of professionalism and professional behaviors are touched on indirectly.

Using an adaptation of the American Board of Internal Medicine's Physician Satisfaction Questionnaire, Klamen et al. found that SPs could reliably identify some of the professional characteristics of the doctor-patient interaction, including using understandable language and encouraging patients to ask questions. By contrast, Schnabel et al. asked SPs to assess empathy, interpersonal skills, and patient satisfaction on a 13-item checklist used in a senior medical-student OSCE, and found that up to 20 ratings were needed to generate reliable measures. At the extreme, research conducted using OSCE stations to assess students' skills in dealing with ethical issues concluded that 41 stations would be required to achieve good reliability, even if the content domain were narrowed down to one specific ethical dilemma.

At least in part, the difficulty with using OSCE scenarios is the ambiguity with which the concepts are defined on the evaluation form. For example, one set of forms used such anchors as "major problems in demeanor or ethical standards resulting in inadequate ability to deal with the patient's problems" and "actions taken may harm the patient." In both instances, unacceptable behaviors are not specified and judgment is left up to the examiner. On a related note, Arnold suggests that the OSCE, as it now exists, does not discriminate between ethical analysis of a problem and communication skills.
Another issue with SPs' assessment is the problem of artificiality. Norman, for example, reported on the experience with a physicians' remediation program that uses standardized patient scenarios.35 SPs in a simulated office practice, as well as in standard OSCE stations, were asked to rate physicians' interpersonal skills during each encounter. Compared with the office simulations, the OSCE stations had a low reliability and were felt to be "artificial." This may increase the likelihood that students in this setting might act as they should rather than as they would. On the other hand, one study has reported several professional lapses in the context of a psychiatry OSCE (the most extreme case involving a student's placing a leash on a student in a headlock for the purpose of restraint).36 Hodges et al. argue that if stations are more demanding, they may very well discriminate effectively in terms of professional dimensions. Similarly, Vu et al. suggested that SPs' ratings were highly reliable and valid when compared with comments real patients would be expected to make regarding the behaviors they witnessed.37

Again, it is apparent that context is important. Methods of assessment that are more true to life may be more useful than those that involve obviously artificial situations. Students may be aware that there is a professionalism assessment and respond with actions they assume are on the checklists. It would be interesting to include values conflicts in SP scenarios to specifically assess the students' awareness of the professional values that are involved, and to evaluate their responses. In such a case, there may be more than one right answer, so the students' thought-processes about their actions may be more important than the behaviors they actually display. The low reliability of OSCEs, even when limited to specific dimensions of professionalism, is concerning, and many authors have concluded that the greatest utility of this type of assessment may be in the formative evaluation of students.

Longitudinal observations. More recently, researchers have developed systems for assessing students' professionalism that are triggered by the observation of problematic student behaviors.38 The evaluation instrument is a specific form that is completed by a clerkship director or faculty member when a student exhibits unprofessional behavior during a rotation. When more than one form has been completed for a specific student, a meeting between an academic committee and the student occurs and remediation is instituted. These systems are based on the concept that students' professional behaviors must be assessed longitudinally, across numerous clinical rotations. Both studies describing this evaluation tool have been qualitative descriptions of systems that are in place, and further reliability and validity studies are anticipated. Such systems are very promising, despite a lack of rigorous evaluation, and may work well for identifying those students with significant lapses in professional behavior. However, in their present state, they may not prove as useful as a method of evaluating all students. The important advance these authors have made is their acknowledgment that labeling a student as "unprofessional" carries a greater negative connotation than simply recording examples of unprofessional behavior.

Discussion: Future Directions in the Evaluation of Professional Behavior

It should be apparent from the preceding discussion that evaluating professionalism in medical students and residents has proved to be a difficult task. The definition-driven abstract way of thinking about professionalism creates a dichotomy for faculty: either apply a harsh label, or let the lapse go. We know from previous research that faculty are much more likely to let the lapse go, which effectively suppresses discussion, feedback, and attempts at remediation.39

On the other hand, evaluation methods that consider behaviors, rather than individuals, as professional or unprofessional become much less threatening and would be more likely to gain acceptance by faculty and students. The studies reported by Papadakis et al. and Phelan et al. provide two good examples of such systems.12 Perhaps these methods will decrease faculty's reluctance to report behaviors that should lead to remediation; this can only help in promoting students' professional development. As developed, these evaluation forms are intended to identify and document these lapses in professional behavior, which unfortunately occur in only a few students. Future research might focus on ways to make these forms useful in the evaluation of all students. However, it is likely that some barriers to their use would still exist; for example, faculty would still have to decide what constitutes a major or minor infraction. These limitations might be minimized if the behavior is placed in a context (of the person, the situation, the harm caused to others), a fair process of review is used, and reasonable judgment is applied.32 Then, any decision made would be justifiable and well supported. Arnold and colleagues use a hybrid of the behavioral and abstract in their measurement tool by attaching behavioral descriptors (such as "I have seen residents refer to patients in derogatory terms") to abstract dimensions of professionalism (such as "respectfulness"). This is an interesting potential step in this direction.44

We have also argued that professional behavior is much more context-dependent than has usually been acknowledged. All physicians are exposed to situations that challenge their abilities to act professionally, and medical students and residents are no different. In fact, they may be more vulnerable to lapses in professional behavior because of the nature of their training and environment. It is crucial to be aware of the specific context in which a behavior occurs before attempting to evaluate it. For example, Christakis et al. found that the teaching students had received on ethical dilemmas seemed to lack real-life relevance and related more to the context of a practicing physician.40 Focus groups described different dilemmas, which were unique to a third-year student's experience. They highlighted the conflicts between education, patient care, wanting to be a team player, and fear of a poor evaluation. One overriding feature was the construct of authority: students were left and are wary of challenging it, which often puts them into conflict.

It may be necessary to study these behaviors in context more closely to determine their frequency and severity. Since we know that faculty, nurses, students, and residents all see different aspects of professionalism in students, it would be important to gain the perspectives of each of these groups in order to be comprehensive. One way could be to involve each of these groups in focus-group discussions, to determine what they consider to be professional and unprofessional behaviors. Their unique perspectives would help in the design of instruments used in all forms of student assessment. Another technique could be to use an anonymous encounter card system to collect information from students, residents, faculty, and nurses about what behaviors are actually occurring. This may provide us with a more comprehensive set of behaviors on which to base future evaluation methods.

Conflict has also long been identified as a critical component of professional development, and is found as a dominant element in some measures of professional behavior.41 Although such paper-and-pencil instruments are limited by their artificial nature, some researchers have found that professional behavior can best be identified at the time that students are grappling with these conflicts. One potential implication of this finding is that students could be placed in a situation that involves a conflict of values, for example, with a standardized patient. The behaviors the students display, based on the choices they make, could be evaluated. What might even be more informative is an evaluation of the thought process a student goes through to arrive at his or her ultimate choice.

Alternatively, students could be asked to write about professional conflicts they have encountered.8 The literature or text from these experiences could be subjected to linguistic or rhetorical analysis to uncover the underlying values of individual students and explore how these values affect the resolution of professional conflicts.
gard and Haber's studies use a rhetorical framework to explore how the structural patterns of case presentations inform medical students' developing attitudes towards patients and colleagues. The authors demonstrate that a rhetorical analysis of discourse patterns can reveal critical relationships between the stories novices learn to tell about patients and the decisions they make about how to act on behalf of and in relation to them. Other studies in a similar vein reinforce the potential usefulness of this method. However, the texts that students generate may suffer from the same sense of artificiality that affects OSCE stations, and research in this area would have to be designed to take this issue into account.

It is unrealistic to think that one evaluation instrument could capture all that is important in the complex domain of professionalism. As with all high-stakes evaluations, reliability, which depends in part on sample size, is important. No student should receive a grade on his or her knowledge of cardiology from a single-item test; similarly, no student should receive a grade on professionalism without adequate sampling of the domain. Some of the measures outlined above have large sample sizes and are likely to be more useful (peer evaluation, encounter cards), while others rely on a single report or a few reports (SP scenarios, ward evaluations). While the latter may be useful for outliers, the former are more useful for the larger group of students who experience only occasional lapses in professional behavior. It is certain that more than one measurement technique would need to be used, and the greatest validity may result from triangulating results from different sources.

Future efforts at understanding professionalism, and future methods of evaluating professionalism, must focus on behaviors rather than personality traits or vague concepts of character. Our understanding and evaluation must include context and conflict in order to be relevant and valid. Ideally, methods of evaluation should include elements of peer assessment and self-assessment, which are becoming required elements in the continuing professional development of all practicing physicians. Finally, we should attempt to understand what drives students to demonstrate occasional lapses in professional behavior, in order to develop effective teaching and remediation in this domain.

Correspondence: Shiphra Ginberg, MD, Mt Sinai Hospital, 600 University Avenue, Toronto, Ontario, M5G 1X5, Canada.
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Tracking Knowledge Growth across an Integrated Nutrition Curriculum

CAROL S. HODGSON

Both the academic literature and the popular press continually report the importance of nutrition for health. One example is the increasing prevalence of obesity in the United States and the concomitant popularity of diet books and untested remedies. A 1985 National Academy of Sciences report warned of the lack of nutrition education and the need for a required curriculum for all medical students in U.S. medical schools. Results from annual Association of American Medical Colleges (AAMC) Graduation Questionnaires reinforce this conclusion. In 1995, 63% of students reported that they had received inadequate nutrition in their medical school curriculum. In 1998, nothing had changed; 64% of students still reported inadequate nutrition education.

Following the 1985 National Academy of Sciences report, funding from the National Cancer Institute (NCI) stimulated development of nutrition curricula at a number of medical schools. In one study, the use of a multimedia program to teach nutritional assessment and counseling was evaluated. The authors found that, following exposure to the multimedia nutrition program, first-year students were more likely to use a food-frequency form while interviewing a standardized patient compared with previous students who had not received the intervention. A majority of students (51%) who completed the curriculum reported that observing a physician model nutritional assessment and counseling in the multimedia program had been helpful. In another study, the evaluation of a two-year integrated nutrition curriculum implemented during the basic sciences indicated increased knowledge for those students who had completed the curriculum. Although limited in scope, these studies are promising. They imply that, even when nutrition is not a major aspect of the medical school curriculum, first- and second-year students' knowledge can increase and they may apply their knowledge to patient care.

The increase of nutrition knowledge following exposure to the clinical curriculum is potentially of greater importance than is the nutritional content of the basic science curriculum, since clinical exposure may be more likely to lead to application in practice. Many studies report physicians' lack of knowledge and confidence in using nutritional concepts in their practices. The paucity of physicians who model the use of nutrition concepts in their practices could have a negative effect on students' acquisition of knowledge and their application of that knowledge to patient care.

At our institution, cognitive learning theory (i.e., actively engaging students in learning) guided the development of a new nutrition curriculum. The curriculum's goals were to increase students' (1) learning and retention of nutritional concepts; (2) skills, such as diet-assessment methods; and (3) application of content to patients' care. To accomplish this, we planned to increase opportunities for practice with nutritional concepts throughout the four-year curriculum using active learning methods such as laboratory exercises, a dietary self-assessment, interviews with standardized patients, and discussions in small-group problem-based learning (PBL) sessions.

In 1992, we started the curricular planning process by conducting a nutrition needs assessment. We received funding of an NCI R25 grant (NCI PAR 94-005) in 1994, and a Nutrition Education Committee was formed to develop and implement the new nutrition curriculum. The Committee established goals and objectives (outlined on our Web site [http://apps.mdch.uelu.edu/nutrition/objectives.html]), reviewed existing courses and clerkships, and implemented changes in years one, two, and three of the curriculum. New instructional and examination materials were developed to foster accomplishment of nutrition proficiency outlined on the Web site above. The development of ongoing curricular review and evaluation processes tracked growth of nutritional knowledge in those students exposed to the revised curriculum.

Modification of targeted courses to emphasize proficiency with nutritional concepts was the primary strategy of the curricular change. The nutrition curriculum is concentrated in the first-year course, Human Biochemistry and Nutrition Laboratory. A number of nutrition-related cases are also included in two first-year PBL courses. Nutrition is included in approximately ten lectures of the second-year course, Pathophysiology of Disease. New curricular material was incorporated into the required third-year family medicine clerkship and the Doctoring 3 curriculum, where students interview standardized patients. Numerous fourth-year nutrition electives are offered, but their impact is limited because very few students take these electives.

In this study, we examined the effect of changes in the nutrition curriculum on students' knowledge over four years of medical school. Based on earlier findings, and further development and implementation of nutritional content in the clinical curriculum, we hypothesized that students completing an integrated four-year nutrition curriculum would demonstrate, on a Nutrition Progress Survey, a continual increase in their nutrition knowledge over time. We also hypothesized that they would demonstrate more confidence in their response through a decrease in their use of "don't know" as a response to survey questions.

Method

We used a pre/post-test intact-group design to evaluate changes in the nutrition knowledge of a cohort of medical students as they progressed from their first to fourth years (class of 1998). Test items that originally had been developed at the University of Alabama and had been demonstrated to be valid and reliable measures for assessing the nutritional knowledge of medical students formed the basis of our 90-item Nutrition Knowledge Progress Survey. In order to decrease the use of guessing, students were given an additional response option, "don't know," for all questions. The students were informed that the test items would be scored (correct = +1, incorrect = -1, and don't know = 0). All students completed an informed consent form prior to entering the study.

The nutrition survey was administered as a pre-test to the first-year class in January 1995. A 45-item subset of the survey (30 items expected by first-year course chair to be initially covered in the first-year curriculum and 15 randomly selected items) was administered in May 1995 (post-test 1) to the same cohort of students. Delayed post-test exams were given to third-year students in August 1996 (post-test 2) and to fourth-year students in August 1997 (post-test 3). Two forms of post-test 2 were administered to third-year students: the full 90-item and the 45-item subsets of the survey. Earlier we reported no significant difference between the scores on the 45 items in common on the two forms of the test. The 90-item exam was given at the start of the fourth year to a randomly selected half of the cohort (n = 76). Those students who completed all four previous surveys were asked to complete one more at the end of the fourth year (post-test 4). Each fourth-year
student who participated received a $100 gift certificate as an incentive.

Total scores were calculated by summing the scores for the items in each exam (correct = +1, incorrect = -1, and don’t know = 0). The 45 items in common for each test were summed to form a total score for each administration of the survey. Additionally, the 30 items in the survey covered in the first-year curriculum and used in subsequent years were summed to create a total score for the first-year curriculum in order to test for learning and retention of material. In order to test whether the total numbers of correct, incorrect, and “don’t know” answers changed over time, total scores for these answers were calculated by summing the number of responses for each category. A repeated-measures analysis of variance (ANOVA) was used to examine changes between the time points. The difference method was used to compare each time point with the previous one.

It was possible that those students who completed the survey every time it was given differed from those students who did not (i.e., were more knowledgeable about nutrition). In order to test this, a sample was randomly selected (equaling the sample size of those who completed all four surveys) from those students who had not completed all four exams. Pre-test, post-test 1, and post-test 2 total scores were compared for these two groups.

Results
Approximately 90% of the cohort completed at least one of the four exams: 88% at pre-test (n = 130), 93% at post-test 1 (n = 136), 72% at post-test 2 (n = 89), and 70% at post-test 3 (53 of 76 students recruited to complete the nutrition survey). Fifty-three percent of the students (n = 78) completed the first three exams. Twenty of the 24 students (83%) who filled out the first four surveys completed post-test 4.

The first set of data reported includes all students who completed the nutrition survey at the first four test administrations except for the comparison group. The second set of data reported includes only those students who completed the survey at all five administrations.

There was a significant increase in knowledge over the four test administrations (see Table 1). Results of the repeated-measures ANOVA showed a significant increase in knowledge over the three-year time period using the 45-item subset. The number of correct answers increased; the numbers of incorrect and “don’t know” responses decreased. Within-subject comparisons between each time period and the previous time period were also significant (see Table 1), indicating a significant increase in knowledge from one time point to the next. In addition, knowledge relative to the content covered in the first-year curriculum (30-item subset) increased over time (see Figure 1).

Students who completed the first four nutrition surveys (n = 24) were compared with randomly selected groups of students who did not complete all four surveys on pre-test 1 and post-test 2 mean scores. There was no significant difference between the two groups on any of these measures, indicating that there was no bias in terms of nutrition knowledge as to who completed all of the four nutrition surveys.

Discussion
Results from this study indicate that the goals of the curriculum were met; medical students who received the longitudinal integrated nutrition curriculum did increase their knowledge over time and retained the knowledge learned in the first year through the third year (see Figure 1). In addition, students appeared to be more confident in their responses, since they decreased their use of the “don’t know” response, even though they risked losing points for an incorrect answer. These results, however, do not mean that students are more able to apply their knowledge in the clinical setting. In contrast, anecdotally, we know from speaking informally with fourth-year medical students that they felt very uncomfortable being alone in an exam room with a patient who asked about diet or supplements. Results from the AAMC Graduation Questionnaire confirmed this. Even though our students clearly increased their knowledge over time, 68% of this cohort still reported inadequate education in nutrition in their curriculum, compared with 64% nationally. This finding might reflect the students’ greater understanding of the importance of nutrition in clinical practice based on the curriculum. On the other hand, it may be that their own clinical experience, although limited, had informed them of their need to know.
There are a number of limitations to this study. First, only one school was studied, so results might not be comparable in another school. There may have been a test effect from using the same survey over time, although given the time lag between administrations and the lack of grading associated with it, this seems unlikely. There may have been sample bias if those students who completed the survey all five times were more interested in nutrition. Again, this is unlikely given the comparison of those students who took all five tests with those who took only the pre-test, post-test 1, or post-test 2. Finally, it is possible that the results are purely from a maturation effect. This is not likely, however, given our earlier study results indicating no significant difference in a comparison of scores on post-test 2 of a control group (those not completing the nutrition curriculum) with scores of students who had completed the nutrition curriculum.

Results from this study are promising, but there is still a way to go—one of the biggest hurdles remaining is incorporating nutrition into the clinical curriculum. The average number of items answered correctly by those graduating students who completed the survey was 32 of 45, indicating a marginally passing score of 71%. This denotes an increase of only 13% from their scores at the end of the first year. However, these results are similar to those of a multi-school study conducted in the late 1980s, in which fourth-year students at 11 southeastern U.S. medical schools scored an average of 69% on a similar survey. Scores were related to the amount of required nutrition curriculum the students had experienced. Although knowledge scores increased, students' attitudes with respect to the importance of nutrition for their careers deteriorated from year one to the end of the clinical curriculum. At our institution, nutritional content increased in the third-year curriculum, but little advancement was made into any clerkship except family medicine. Given the general lack of nutrition knowledge of clinicians, it is likely that there were few preceptor role models who demonstrated or reinforced nutritional assessment or dietary counseling of patients. Consistent with this are the results of a study comparing the nutrition knowledge of our fourth-year students with that of physicians attending a local nutrition continuing medical education course. The students significantly outscored the physicians in nutrition knowledge (68% versus 52%).

Last, although a case with nutritional content was inserted into our senior clinical performance examination, this occurred after this cohort of students had graduated. Therefore, the only change observed, (an increase of students' knowledge of nutrition concepts) provides no evidence that students will apply this information in clinical practice—our ultimate goal. Further studies are needed to examine this potential effect of the curriculum.

This work was supported by a National Cancer Institute RO1 grant (NCI P20 CR 54025).

Correspondence: Carol S. Hodgson, PhD, UCLA School of Medicine, 10813 Le Conte, 60-611 CHS, Los Angeles, CA 90095-1722.

References
Extensive resources are devoted to preparing medical students to practice in the demanding world of medicine. While students' progress is extensively monitored during medical school, very few medical schools have reported research showing the relationship of medical school preparation to performance during residency education. There is growing recognition of the need for measurable outcomes of medical education. Performances of graduates in their residency programs provide one outcome that could be used to assess the quality of medical school educational programs. The purpose of this study was to consider information about the performances of our graduates assessed early in their residency education by residency program directors, and to explore the relationship between those ratings and our graduates' performance evaluations during medical school.

In the spring of 1997, the University of Michigan Medical School (UMMS), in Ann Arbor, Michigan, began a longitudinal follow-up program designed to collect residency directors' assessments of the performances of our graduates at the end of their first year of residency. This investigation was, in part, inspired by the Liaison Committee on Medical Education (LCME) statement that medical schools must evaluate the effectiveness of educational programs and document graduates' achievement, showing the extent to which institutional and program purposes are met. Initiation of this study coincided with the completion of an extensive and incremental curricular change. The goals of the curricular change, reflecting changes in educational goals, included more opportunities for clinical applications of medical science and hands-on, active learning in the first two years. Extensive efforts were made to encourage collegiality and professionalism among students, and more frequent and earlier patient encounters to promote a more humanistic, patient-centered approach to medical decision making. The evaluation system was also revised to pass/fail grading in the first year, with additional mechanisms implemented to ensure earlier and increased feedback to students from objective measures throughout the first two years of medical school.

An important goal of this research project was to validate the system used to assess students' performances in medical school by comparing the medical school's assessments with performance assessments of UMMS graduates early in their residency education. In particular, we wanted to assess the contributions of academic assessments at various intervals during medical school to ratings of residency performance across all students and by subgroups based on academic achievement, gender, and ethnicity.

Method

To collect residency directors' ratings of our graduates' skills and abilities, we developed an instrument representing various domains of medical practice and aligned with the key goals of our revised curriculum. The seven domains included in the instrument were clinical judgment, patient management, clinical skills, professional qualities, humanistic qualities, oral and written presentation skills, and a final overall performance assessment question. The survey instrument used a five-point Likert-type response format (1 = poor, 2 = fair, 3 = good, 4 = very good, and 5 = excellent). Residency directors were also asked to make written narrative comments on the instrument. Our intention was to construct an instrument that would be self-explanatory and that could be completed in five minutes or less. Curriculum committee members approved the finalized survey.

The survey was mailed to the residency directors of the UMMS graduating classes of 1996, 1997, and 1998 in May of the graduates' first year of residency. Responses were categorized by each graduate's residency specialty type and by his or her program's affiliation with either a community-based or a university-based hospital.

Medical school assessments considered in the analyses included overall grade-point average (GPA) of the second medical science year (M2), U.S. Medical Licensing Examination (USMLE) Step 1 scores, overall grade-point average of the seven required clerkships in the third (clinical) year (M3), USMLE Step 2 scores, and a cumulative composite score at graduation. This composite score at graduation was composed of a grade-point average computed over all second-, third-, and fourth-year courses, with a small fraction representing USMLE Step 1 and Step 2 scores, using the formula of medical school cumulative grade-point average (GPA) + [USMLE 1 + USMLE 2]/4,000.

The structure of the instrument was assessed using principal-components factor analysis. Cronbach's alpha was used to determine the instrument's internal consistency. Responses were initially analyzed by graduating class. Demographic, program, and academic achievement variables were compared to determine representativeness of responses. Descriptive statistics for the individual items on the survey were compared based on the residency program's affiliation, specialty subgroup, and the gender of the graduate. A lack of differences among individual graduation years allowed the combination of data from all three years. Correlations were computed between measures of medical school performance and directors' ratings. A one-way analysis of variance (ANOVA) was used to compare subgroup means, utilizing post-hoc tests for mean differences.

Results

A single mailing of the survey instrument was sent to residency directors of 498 graduates of three consecutive graduating classes, and 338 (68%) were returned. The graduates represented by directors' responses were 61% men and 39% women. The residents' racial-ethnic subgroups were Asian (16%), underrepresented minority (15%), and white and all others (69%). The residents' specialty subgroups were primary care (50%), surgery and surgery subspecialties (27%), and all other specialties (23%). The 136 graduates not represented by directors' responses were statistically similar in distribution: by gender, ethnicity group, average overall M2 GPA, average overall M3 clerkship performance GPA, and average USMLE Step 1 scores. The return rate from directors of surgery subspecialties was lower than that of other residency specialty groups (chi-square = 10.2, p < .002).

Across all responses, the average ratings for individual survey items were above 4.0 (very good), with the highest average ratings given for the items assessing humanistic and professional qualities. Although several content areas were included in the instrument, factor analysis of the domains represented by the instrument's seven items demonstrated a single factor, explaining 74% of the variance in scores. Internal consistency of the items in the single factor was high (Cronbach alpha of .94). These findings suggested that the
### Table 1. Pearson Correlations* between University of Michigan Medical School Performance Evaluations and Overall Performance Assessed by Residency Directors for the Graduating Classes of 1996, 1997, and 1998

<table>
<thead>
<tr>
<th>Overall Graduation Composite Score</th>
<th>USMLE GPA</th>
<th>Step 1 GPA</th>
<th>USMLE GPA</th>
<th>Step 2 GPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>USMLE Step 1</td>
<td>.82</td>
<td>.69</td>
<td>.63</td>
<td>.69</td>
</tr>
<tr>
<td>M3 GPA</td>
<td>.58</td>
<td>.81</td>
<td>.64</td>
<td></td>
</tr>
<tr>
<td>USMLE Step 2</td>
<td>.69</td>
<td>.84</td>
<td>.72</td>
<td>.85</td>
</tr>
<tr>
<td>Overall graduation composite score</td>
<td>.69</td>
<td>.72</td>
<td>.85</td>
<td>.70</td>
</tr>
</tbody>
</table>

*All Pearson correlations significant (p < .001), n = 338.
† Overall graduation composite score is computed as the grade-point average computed over all second, third, and fourth-year courses with a small fraction representing USMLE Step 1 and Step 2 scores, using the formula of medical school cumulative GPA + (USMLE Step 1 + USMLE Step 2)/4.00.
‡ Overall performance is a single item representing the seven domains included in the survey completed by residency program directors.

### Table 2. Comparisons of Residency Directors’ Mean Assessments of Overall Performance by University of Michigan Medical School Grading Components, Classes of 1996, 1997, 1998

<table>
<thead>
<tr>
<th>Performance Level and Directors’ Ratings</th>
<th>Undergraduate Performance</th>
<th>Top Third</th>
<th>Middle Third</th>
<th>Lowest Third</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Undergraduate GPA</td>
<td>M2 grade-point average</td>
<td></td>
<td>4.08 (0.81)</td>
<td>4.14 (0.79)</td>
</tr>
<tr>
<td></td>
<td>n = 107</td>
<td>n = 98</td>
<td>n = 112</td>
<td>n = 117</td>
</tr>
<tr>
<td>USMLE Step 1 score</td>
<td>3.97 (0.78)</td>
<td>4.34 (0.68)</td>
<td>4.32 (0.84)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>n = 107</td>
<td>n = 104</td>
<td>n = 111</td>
<td></td>
</tr>
<tr>
<td>M3 grade-point average</td>
<td>3.80 (0.92)</td>
<td>4.12 (0.73)</td>
<td>4.61 (0.58)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>n = 98</td>
<td>n = 125</td>
<td>n = 111</td>
<td></td>
</tr>
<tr>
<td>USMLE Step 2 score</td>
<td>4.04 (0.81)</td>
<td>4.17 (0.75)</td>
<td>4.39 (0.75)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>n = 114</td>
<td>n = 110</td>
<td>n = 113</td>
<td></td>
</tr>
<tr>
<td>Overall graduation composite score</td>
<td>3.94 (0.88)</td>
<td>4.15 (0.74)</td>
<td>4.50 (0.73)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>n = 107</td>
<td>n = 118</td>
<td>n = 112</td>
<td></td>
</tr>
</tbody>
</table>

* Using this table, for example, students whose medical school GPA were in the lowest third received mean ratings of 4.08 from their residency directors, those receiving GPA in the middle third received mean ratings of 4.14, and those with the highest GPA received mean ratings of 4.42. Mean ratings from residency directors were based on answers to a summary item “overall performance” on an 8-item questionnaire using a 5-point Likert-type rating scale (1 = poor, 5 = excellent).
† Top third differs from lower third and middle third, p < .05.
‡ Lowest third differs from middle and top third, p < .05.
§ All groups differ, p < .05.

Asian students, and all other students, no difference was found in the comparison of program directors' ratings of overall residency performance with cumulative composite scores at graduation. Regardless of their racial-ethnic subgroups, the students in the top third of the class, based on the cumulative composite score, were rated higher by program directors than were the students in the lowest third.

### Discussion

Concerns expressed about the participation rates of residency directors at the onset of this project were dispelled. Our relatively high response rate without follow-up is consistent with other researchers' efforts14 and provides evidence that residency directors are willing to provide assessments of graduates' performances and feedback to medical schools regarding graduates.

Finding that the survey measured essentially one dimension of our graduates' early residency performance was consistent with findings of other studies.12 Unlike our medical school's composite index, which was computed from many individual measures, the program directors were providing ratings on single items. It is possible that the residency directors based their ratings on a single overarching impression of our graduates that spilled over into ratings of performance in all domains, rather than making distinctions of the strengths and weaknesses of individuals.12 Just as our medical school combined performance measures across multiple courses and learning experiences in an overall percentage of GPA index for our students, the residency directors in our study tended to make global assessments of the residents' performances rather than distinctions among the items in the survey.

We were encouraged that our graduates were rated, on average, as "very good" or higher by residency directors. The consistency of our graduates' ratings, across specialty areas and regardless of university- or community-based program affiliation, provided confirmation that our graduates are prepared and adaptable to medical practice in a variety of settings.

As expected, positive and relatively high correlations were found among the grading components during medical school (M2 GPA, M3 composite scores, cumulative composite score, and USMLE GPA).
Step 1 and Step 2 scores). While low in magnitude, the correlations between residents' medical school grades and their residency directors' assessments were statistically significant. Although these findings support the relationship between medical school achievement and later performance, academic performance in this study explained less than 20% of the variance in overall residency performance. Academic assessments of this type in medical school do not appear to be capturing other important factors contributing to directors' assessments after graduation. The strength of the correlation between the M3 GPA and the residency directors' assessments may have been due to a "method effect" of the ratings provided. Just as the residency directors made largely subjective assessments of our graduates, the majority of the overall clerkship grades for the required clerkships are provided by attending's ratings of students' clinical performances. It is possible that the number of students in a residency program and the degree of familiarity between the residency director and the graduate may have contributed to the rating patterns.

Combining data across three years achieved an "n" large enough to compare a variety of subgroups. We found that the students represented in the top third of their classes, for all academic measures in this study except the USMLE Step 1 scores, were rated higher by residency directors, on average, when compared with the students in the middle and lower thirds of their classes. Average ratings based on third of the class by clerkship performance in the M3 year proved to be the most consistent with the residency directors' average ratings of our graduates' performances. Further, subgroup analyses showed that medical school performance accounted for the difference in program directors' ratings, regardless of a graduate's gender or race–ethnicity.

While it may be intuitive that quality of performance after medical school relies on quality of achievement before graduation, our findings provide evidence to support this. We were able to demonstrate a correspondence between students' performances in components of our school's evaluation system and residency directors' ratings of their subsequent performances. The relationship we found between academic achievement during medical school and performance in residency lends validity to the evaluation system utilized by our medical school, and supports the use of these postgraduate outcomes as measurements of educational programs. Identifying standardized, objective measures that could be utilized as an index of residency performance, similar to those used by our medical school evaluation system, might enhance the value of residency performance ratings as an educational outcome.

The findings of this study are additionally important in increasing our understanding of factors that do not contribute to performance ratings in graduate education. Based on our data, specialty type, gender, and race–ethnicity of graduates, when academic achievement was taken into account, were not contributing factors in residency performance ratings. Discovering and measuring contributing factors other than those included in our evaluation system is our challenge in medical education.

Correspondence: Gwen L. Alexander, PhD, University of Michigan Medical School, Department of Medical Education, G1211 Towsley Center, Ann Arbor, MI 48109-0701.
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The Impact of an Alternative Approach to Computing Station Cut Scores in an OSCE

JODI HEROLD McILROY

The OSCE is gaining widespread recognition as a valid means of assessing entry-to-practice competence, or eligibility for licensure, of physicians, physiotherapists, and other health professionals. Given the high-stakes nature of these licensure OSCEs, robust psychometric properties of the exams are essential. One of these properties is the resistance of cut scores used in determining pass-fail decisions to such sources of error as differences in examiner perceptions of competence and examiner stringency in judging competence.

A number of standard-setting methods have been described in the literature on performance-based assessment. Methods are typically categorized as relative or absolute, with most administrators responsible for high-stakes examinations preferring absolute or criterion-referenced methods. Absolute standard-setting methods compare candidates' performances with an externally determined or defined measure (criterion) and are typically categorized as test-centered or examinee-centered. These categories distinguish methods according to whether judgments about competence are based primarily on inspection of test items (e.g., Angoff, Ebel, and similar methods) or on judgments about examinees (e.g., contrast groups, borderline group). The common elements for all methods include (1) use of expert judges and (2) reference to a hypothetical "minimally competent" person or a hypothetical "borderline competent" performance. Descriptions and classifications of standard-setting methods can be found in review articles by Cizek, Berk, and Cusimano.

A modification of the mean-borderline-group method that is now being employed by a number of credentialing agencies entails identification of a subgroup of candidates actually performing the exam who are identified by the examiners as having a level of clinical competence that is just on the borderline between being competent and not being competent. The station scores for this borderline group are averaged to generate the station cut score. In this approach, the rating of candidates' performances as competent, borderline, or not competent is concurrent with completion of checklists and/or other scoring rubrics by these same examiners. This modified mean-borderline-group method has potentially interesting implications for the determination of cut scores when large-scale, multi-site examinations are employed. The cut score is calculated as the mean of the scores of all candidates who receive borderline ratings, regardless of site of administration (or examiner). Thus, in a multi-site examination where examiners are nested within sites, an examiner who identifies a greater number of "borderline competent" candidates during the exam has a greater influence than other examiners on the resultant cut score for that station. The inequality of examiners' influence over station cut scores is inconsistent with other standard-setting methods described, such as the Angoff and Ebel methods, and could be problematic when combined with the potential for examiners' differing perceptions of what constitutes a borderline performance.

The proposed alternative to this current approach is one in which every examiner's opinion of concept of borderline competence is weighted the same. In other words, the mean of each examiner's borderline group is calculated first, then the mean across examiners evaluating the same station is calculated to determine the cut score. The impacts of individual examiners on the resultant cut score are thus equalized. The effect of the alternative method on cut scores and the practical impact on pass-fail decisions was explored in order to determine whether further investigation of cut score validity is required.

Method

Data for 1,373 candidates who participated in four administrations (years) of an OSCE used in a national physiotherapy examination were used in the study. Each administration of the OSCE consisted of 20 stations in which candidates were required to perform a clinical skill in the context of a clinical scenario. Results from two stations had been removed for administrative reasons, so these results were not included in the data set provided. Therefore, the scores for a total of 78 stations were used in the study.

Candidates rotated through circuits of ten ten-minute stations and ten five-minute stations. Each site consisted of two ten-minute circuits per five-minute circuit, or two examiners of each ten-minute station, and one examiner of each five-minute station. Each year had a median of 40 candidates per site. (Therefore, as a rule, ten-minute station examiner evaluated 20 candidates and five-minute station examiners evaluated 40 candidates.)

There were seven, five, 12, and 14 sites of administration in the four respective years of the exam. Each candidate was allowed to choose the site at which he or she participated, so assignment of candidates to sites was not a random process and will likely have been influenced by location of training. The examiners were clinicians from the local community. They were assigned to stations according to their self-identified areas of clinical expertise. They attended a training session where they oriented to the examination procedures and scoring processes before the exam.

Scoring of the OSCE. The candidates' performances were rated using a task-specific dichotomous checklist where clinician examinees record whether key behaviors are demonstrated correctly. In addition, overall performance was rated on a six-point rating scale. The two midlevel anchors (3 of 6 and 4 of 6) on this scale were "borderline unsatisfactory" and "borderline satisfactory." The borderline group used in computation of cut scores is considered to include all candidates assigned either of these two scores. The overall rating of performance was considered for the sole purpose of identifying borderline candidates to calculate cut scores.

Computation of Cut Scores. The traditional approach entailed finding the mean checklist score for all candidates identified as borderline, regardless of site or examiner. The alternative approach entailed finding the task-specific mean checklist score for the borderline group, then computing the average of these means across examiners. This second method, in effect, weighs all examiners' opinions equally. These two checklist-based cut scores were compared for the 78 stations used over the four examinations.

In addition to the overall examination score, candidates are required to perform satisfactorily in a criterion number of stations to pass. The number of stations required to pass an examination fluctuates from year to year, depending on the level of difficulty of the examination. In the hypothetical situation constructed for the purpose of these analyses, I used 12- and 13-station cri-

*The cut score is, in practice, applied to a station score that is a composite of a number of scores assigned to different aspects of candidate performance. For the sake of simplicity, the study considered only checklist scores in the analyses.
teria to examine two different scenarios for the impact of using the alternative method of computation on exam-level pass-fail decisions.

Results

When I examined descriptive data for examiner patterns with regard to use of the "borderline competent" rating, the findings were very consistent for the five-minute and ten-minute stations. For all analyses presented, the results are pooled across the 78 stations to maximize power.

There were observed differences in the proportions of candidates deemed borderline by different examiners examining the same station. The mean discrepancy (the range in the proportions of candidates identified as borderline by different examiners of a given station) across the 78 stations was 48%, with the lowest discrepancy being 11% (where an examiner at one site identified no candidate as borderline, and an examiner at another site identified 11% as borderline) and the highest discrepancy being 90% (with one examiner identifying no borderline candidate and another identifying 90% of candidates as borderline). Clearly, in the computation of cut scores, some examiners are contributing substantially more borderline candidates than others.

The examiner-specific cut scores (the mean checklist score for borderline candidates at a site) also displayed within-station ranges. For example, there was a cut-score discrepancy of 56% (of total possible checklist points) between two examiners of a given station on two of the 78 stations examined. Thirty-five of the 78 stations (45%) had cut score ranges of 30% or more across examiners.

Thus, when discrepancies in examiner-specific cut scores were considered in conjunction with discrepancies in the proportions of candidates rated by individual examiners as borderline there was high potential that, in this hypothetical case based on checklist scores only, use of the proposed alternative method of computation could lead to very different results, at least at the level of station cut scores and pass-fail decisions. The remaining analyses assessed the impact of the observed variability among examiners in their applications of the borderline rating on exam results.

Impact on Raw Cut Scores. The two computation methods generated very similar ranges of station cut scores across the 78 stations. The traditional method resulted in cut scores ranging from 37.03% for the most difficult station to 87.13% for the easiest, while the alternative method resulted in cut scores ranging from 35.37% to 86.93%. At the level of station, differences between the two cut scores were strikingly small, with the maximum difference in cut scores between the two methods being 4.73%. Differences between cut scores were relatively normally distributed around a mean difference of 0.31. There was no significant difference between the cut scores using the two different approaches (paired t = 1.66, p = .10).

Also worth noting is the fact that of the 78 stations, 22 were used on more than one occasion. From these stations, it was possible to assess the stability of cut scores over time. The absolute difference in cut scores for the two iterations of each station was calculated for each method. The two methods showed equal levels of cut-score stability of the 22 stations over multiple occasions, in that there was no significant difference in the absolute difference score (reflective of cut score change over time) between methods (paired t = 1.01, p = .33).

Impact on Station-level Pass-Fail Decisions. There was an equally small effect on pass-fail decisions made at the level of station. For 58 of the 78 stations (74%) there was perfect concordance of pass-fail decisions made using the two methods (i.e., failure rates were unaffected by use of the alternative method). For the 20 stations that were affected, the alternative method increased failure rates at 13 stations while decreasing rates at seven stations. Changes in failure rates for the 20 affected stations ranged from 2% to 18% of candidates examined. There was, however, no significant difference in station failure rates between methods (paired t = 0.78, p = .44).

When the 22 repeat-use stations were examined for stability of station-level pass-fail decisions, the alternative computation method did not result in a substantial practical effect. The absolute differences between failure rates at two occasions of station use were no different when compared for the two methods (paired t = 0.24, p = .82).

Impact on Exam-level Pass-Fail Decisions. The examination-level pass-fail decisions are made on the basis of the number of stations passed. In other words, their station scores must be above the station cut score on, say, 12 of 20 stations. In the hypothetical situation created for the study, candidates were required to meet a criterion of passing 12 or 13 stations (both scenarios were examined), based on historical precedent at this and other similar testing organizations. When candidate performance data were used to examine whether the effect of using the alternative cut-score computation method on station-level decisions would translate into an effect at the level of the entire examination, very little impact was seen. The exam-level agreement rates for the two methods (i.e., the proportion of candidates where the exam-level pass-fail decision was unaffected) ranged from 95% to 98% for the four exams, with kappa coefficients ranging from 0.88 to 0.96. Pooled across all four years of administration, the agreement rates were 96% for a 13-station criterion and 97% for a 12-station criterion.

Discussion

There are a number of standard-setting methods described in the OSCE and performance-based-assessment literature. The currently used modification of the mean-borderline-group method of computing station cut scores in multi-site examinations is the only method that gives unequal weighting to judges (examiners) as a result of the practicalities of implementation. The observed ranges of examiner-specific cut scores, combined with the differences in proportions of borderline candidates identified by different examiners of the same station, open up the potential for individual examiner(s) to influence the cut score in a manner inconsistent with the opinions of the other examiners. This is a sharp contrast with most other standard-setting models, where all experts’ judgments are weighted equally. This study proposed an alternative method that attempts to correct for this imbalance and examined the practical implications of using this alternative.

Given the observed variability of examiners in the application of the borderline rating, there was surprisingly little impact when empirical data were subjected to the alternative computation method. There was remarkable consistency between the cut scores generated by the two methods within stations, with the largest observed difference being only 5%, or the equivalent of no more than two checklist items. The small differences translated to similarly consistent pass-fail decisions at the level of individual stations. Of the 78 stations on which the two methods were compared, decisions were unaffected at 58 (74%). Furthermore, neither raw cut scores nor station-level failure rates were systematically affected by use of the alternative method. That is, equal weighting of examiner opinions did not consistently result in more or less stringent cut scores.

The already small effect was further attenuated at the level of pass-fail decisions for the four 19- or 20-station examinations. Concorodance rates between the two methods were very high, with final decisions being unaffected for 97% of all candidates included in the analyses. It appears that because there is no systematic effect of the alternative method at the station level, increases in failure rates at one station are being counteracted by decreases at another station in the same examination.

Further, equal weighting of examiner opinions does not influence
the reproducibility of station cut scores (and the resultant failure rates) across testing occasions. The degree to which failure rates changed from one use of a given station to the next was not systematically altered by introduction of the new computation method.

It should be noted that this study examined only the effect of the alternative computation method on checklist-based ratings of candidate performance. Station composite scores, which the literature suggests are more reliable, often form the basis for both station-level and exam-level decisions. The station composite scores were not examined in this study due to the complicating effects of measuring multiple constructs with multiple scoring rubrics. The extent to which the findings on checklist scores would be replicated on station composites is still untested but may be of interest to test developers and administrative bodies that use composite scores to assess performances on multidimensional examinations.

The extent to which the observed differences in borderline ratings are related to differences in the candidates' abilities across sites or differences among examiners in their use of the "borderline competent" rating may be of interest to some but is essentially an academic argument. Reasons for observed variations in the frequencies of borderline ratings used by examiners have not been studied to date, and could not be determined through the study design used in this project. Variability in applying the borderline rating was in fact observed in the data set used for the study. For these data, despite differences among examiners, the practical implications of weighting their opinions according to liberality of use of the "borderline" rating do not suggest a need to change current practices in large-scale, multi-site OSCEs. Given the equivocal psychometric benefits of one approach versus the other, a decision about which computation method should be employed when using the mean borderline group technique should be based on philosophical and practical rationales.

The author acknowledges the Canadian Alliance of Physiotherapy Regulators for providing data used in the study, and thanks Drs. Susan A. Kochman and Glenn Roy for their helpful comments throughout the study.
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An Investigation of the Impacts of Different Generalizability Study Designs on Estimates of Variance Components and Generalizability Coefficients

L. A. Keller, K. M. Mazor, H. Swaminathan, and M. P. Pugnaire

In recent years, performance assessments have become increasingly popular in medical education. While the term "performance assessment" can be applied to many different types of assessments, in medical education this term usually refers to some sort of simulated patient encounter, such as an objective structured clinical examination (OSCE) or a computer simulation of an encounter. These types of assessments appeal to many educators because the tasks or items used are often seen as more realistic than items on multiple-choice examinations. However, this increased "realism" or apparent authenticity comes at a cost—performance examinations are typically more time-consuming and expensive both to administer and to score. On an OSCE, each encounter with a standardized patient is typically scored as a single item, often resulting in an examinee's completing only four to eight items in a two-hour testing period. In contrast, an examinee might complete 100 to 150 items during a two-hour multiple-choice examination.

The fact that performance examinations are typically relatively short means that test users must pay particular attention to the reliability and validity of test scores. In general, other things being equal, a shorter test will result in scores that are less reliable than a longer test. Lower reliability reflects greater error. Adding more items is one way that test developers may increase reliability. On a multiple-choice test, it is relatively inexpensive to write and administer additional items. However, on a performance test both the development and administration of even a single new item can be expensive, and often must be justified in terms of expected gains in score precision.

A second consideration in performance examinations is that scoring is typically more difficult and expensive than scoring of multiple-choice examinations. Expert or trained raters are generally required to review each performance or sample of performances. Such ratings may be used to score specific performances or to develop scoring criteria or weighting schemes. In either case, raters are a potential source of error.

Generalizability theory provides a framework for estimating the relative magnitudes of various sources of error in a set of scores. In most performance assessments, both items and raters are potential sources of error. Generalizability theory allows estimation of the error associated with each of these sources separately, as well as the relevant interaction effects. In a generalizability study (G study), the variance in a set of scores is partitioned in a manner similar to that used in the analysis of variance. However, in a G study the emphasis is not on testing for statistical significance, but rather on assessing the relative magnitudes of the variance components. Depending on the study design, different variance components can be estimated. Once the variance components are estimated, additional analyses can be conducted. In the framework of generalizability theory, the second stage of analysis is referred to as a decision study (D study). In a D study, the estimated variance components are used to estimate generalizability coefficients (comparable to reliability coefficients) under various measurement conditions. Thus, using the results from a single test administration, it is possible to estimate the impacts of changing both the number of raters and the number of items. This is an important benefit of conducting analyses based on generalizability theory. However, it must be stressed that the variance components and G coefficients are estimates, and as such will vary depending on the specific sample used.

Given that the results of generalizability analyses are often used to make practical decisions about test implementation, it is important to collect the data for a G study in a way that will maximize the precision of the variance-components estimates. Given also that performance assessments are costly to administer and score, and that resources (time, raters, and money) are typically limited, the question of how available resources should be allocated for a G study is an important one. Is it preferable to collect data from 100 examinees on 16 items, or 200 examinees on eight items? Should four raters score 50 examinee performances, or should two raters score 100 performances? Decision studies may help to inform these types of decisions after the data are collected and analyzed, but D studies are based on G studies. To date there is no research we are aware of to help in planning data collection for a G study, especially under constraints.

The purpose of the present study was to examine the impacts of different G-study designs. All of the designs simulated here contain the same number of data points, but the distributions of the data points over examinees, items, and raters are varied. By starting with a relatively large data set (200 medical student examinees, completing 16 items each, scored by four raters each for a total of 12,800 data points), we were able to conduct repeated sampling of different data-collection conditions and to construct empirical confidence intervals for variance components estimates. Computed confidence intervals were also constructed and compared with the empirically constructed intervals. A series of D studies was then conducted to illustrate how different sampling strategies and different samples within those strategies could have substantial impacts on the decisions that would be likely to be made based on such analyses. It should be stressed that the focus of this study was to illustrate the impacts of various sampling strategies, rather than to make decisions about this particular data set. We hope to inform and remind test developers and users that estimates are based on samples, and as such contain variability, and to illustrate the extent to which that variability is greatly affected by the data-collection procedure used.

Method

Data. The data set used here, hereafter referred to as the "full sample," consisted of four expert ratings of 200 medical students on 16 performance items related to a computer simulation. Each examinee’s performance was rated by each of the four independent raters on a holistic nine-point rating scale. From this data set, samples were selected to five data-collection designs or conditions. The numbers of persons or examinees (P), items (I), and raters (R) for each condition were as follows: condition 1, P = 25, I = 16, R = 4; condition 2, P = 50, I = 8, R = 4; condition 3, P = 50, I = 16, R = 2; condition 4, P = 100, I = 4, R = 4; condition 5, P = 100, I = 8, R = 2. These five conditions were chosen so that all samples contained the same total number of observations (1,600). While many other possible combinations were possible, it was beyond the scope of the present study to investigate every possible design. These five conditions were considered representative and realistic. One hundred replications were conducted for each condition in constructing the empirical confidence intervals. For the computed confidence intervals for conditions 1 through 5, one sample was
selected at random, and computations were based on that single sample.

Analysis. For each of the 500 samples, and for the full data set, a person × item × rater (p × i × r) G study was performed, and variance components were estimated using GENOVA. The 100 replications of each sampling condition provided an empirical sampling distribution for each of the variance components and allowed empirical estimation of means, standard deviations, and 95% confidence intervals for each variance component. The percentage of variance due to each variance component was also calculated, along with the appropriate 95% confidence intervals for these percentages. These empirical confidence intervals were compared with the confidence intervals obtained using Satterthwaite's technique.

To assess the practical implications of the differences in the variance components, a series of D studies was conducted. Because the results of the G studies suggested that only a small percentage of the variance was associated with the rater facet, the number of raters was fixed at four for all D studies, while the number of items varied from one to 30. Two sets of D studies were conducted for each of the five simulated conditions. This was done in order to illustrate how results could differ even under the same data-collection design. The specific samples were chosen so that the person variance component was at the 10th and 90th percentiles of the distribution for that condition. A D study was also conducted on the full data set.

Results

The results of the G studies using the full data set and the five different conditions are summarized in Table 1. For conditions 1 through 5, the percentages associated with each variance component represent the averages across the 100 replications. The confidence intervals reported here are based on the empirical distributions of these percentages in the 100 replications. The confidence intervals obtained using Satterthwaite's technique are reported below the empirical confidence intervals. Comparing the average percentage of variance associated with each of the facets across the five sampled conditions, it appears that differences between conditions are minimal. The average percentages are also very similar to the variance-components estimates obtained using the full data set. However, because the results for the various sampling conditions were based on the variance components averaged across 100 samples, it is important to consider the associated confidence intervals, which indicate the variability in the sampling distributions. A review of the empirical confidence intervals suggests differences in the stability of the estimates obtained under various conditions. For example, the widths of the empirical confidence intervals for the item component range from about 9% (condition 3) to 36% (condition 4), suggesting that condition 3 provides a more stable estimate of the item-variance component. Considering all five sampling conditions, condition 1 provides the most stable estimates of four of the seven variance components. By contrast, condition 4 provides the least stable estimates of five of the seven components.

The computed confidence intervals show considerable variability across conditions in the widths of the intervals and the values of the lower and upper limits. Sixteen of the 35 computed confidence intervals for conditions 1 through 5 were wider than the empirical intervals; the remaining 19 were not. Twelve of the 35 computed confidence intervals did not contain the value of percentage
Table 2. Estimates of G Coefficients from D studies Based on Variance Components from the 10th and 90th Percentiles of the Five Conditions and the Full Data (No. of Raters = 4). University of Massachusetts Medical School, 1999–2000

<table>
<thead>
<tr>
<th></th>
<th>Condition 1</th>
<th>Condition 2</th>
<th>Condition 3</th>
<th>Condition 4</th>
<th>Condition 5</th>
<th>Full Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of examinees:</td>
<td>25</td>
<td>50</td>
<td>8</td>
<td>16</td>
<td></td>
<td>200</td>
</tr>
<tr>
<td>No. of items:</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of raters:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of items</td>
<td>10th %</td>
<td>90th %</td>
<td>10th %</td>
<td>90th %</td>
<td>10th %</td>
<td>90th %</td>
</tr>
<tr>
<td>1</td>
<td>.14</td>
<td>.25</td>
<td>.15</td>
<td>.28</td>
<td>.17</td>
<td>.24</td>
</tr>
<tr>
<td>2</td>
<td>.25</td>
<td>.40</td>
<td>.27</td>
<td>.43</td>
<td>.30</td>
<td>.39</td>
</tr>
<tr>
<td>3</td>
<td>.33</td>
<td>.50</td>
<td>.35</td>
<td>.54</td>
<td>.38</td>
<td>.49</td>
</tr>
<tr>
<td>4</td>
<td>.40</td>
<td>.57</td>
<td>.42</td>
<td>.61</td>
<td>.46</td>
<td>.56</td>
</tr>
<tr>
<td>5</td>
<td>.46</td>
<td>.63</td>
<td>.48</td>
<td>.66</td>
<td>.51</td>
<td>.62</td>
</tr>
<tr>
<td>6</td>
<td>.50</td>
<td>.67</td>
<td>.52</td>
<td>.70</td>
<td>.56</td>
<td>.66</td>
</tr>
<tr>
<td>7</td>
<td>.54</td>
<td>.70</td>
<td>.56</td>
<td>.73</td>
<td>.60</td>
<td>.69</td>
</tr>
<tr>
<td>8</td>
<td>.57</td>
<td>.73</td>
<td>.59</td>
<td>.75</td>
<td>.63</td>
<td>.72</td>
</tr>
<tr>
<td>9</td>
<td>.60</td>
<td>.75</td>
<td>.62</td>
<td>.77</td>
<td>.66</td>
<td>.74</td>
</tr>
<tr>
<td>10</td>
<td>.63</td>
<td>.77</td>
<td>.64</td>
<td>.79</td>
<td>.68</td>
<td>.76</td>
</tr>
<tr>
<td>11</td>
<td>.65</td>
<td>.79</td>
<td>.66</td>
<td>.81</td>
<td>.70</td>
<td>.78</td>
</tr>
<tr>
<td>12</td>
<td>.67</td>
<td>.81</td>
<td>.68</td>
<td>.82</td>
<td>.72</td>
<td>.80</td>
</tr>
<tr>
<td>13</td>
<td>.69</td>
<td>.81</td>
<td>.70</td>
<td>.83</td>
<td>.73</td>
<td>.81</td>
</tr>
<tr>
<td>14</td>
<td>.70</td>
<td>.82</td>
<td>.72</td>
<td>.84</td>
<td>.75</td>
<td>.82</td>
</tr>
<tr>
<td>15</td>
<td>.72</td>
<td>.83</td>
<td>.73</td>
<td>.85</td>
<td>.76</td>
<td>.83</td>
</tr>
<tr>
<td>16</td>
<td>.73</td>
<td>.84</td>
<td>.74</td>
<td>.86</td>
<td>.77</td>
<td>.84</td>
</tr>
<tr>
<td>17</td>
<td>.74</td>
<td>.85</td>
<td>.75</td>
<td>.87</td>
<td>.78</td>
<td>.85</td>
</tr>
<tr>
<td>18</td>
<td>.75</td>
<td>.86</td>
<td>.76</td>
<td>.87</td>
<td>.79</td>
<td>.85</td>
</tr>
<tr>
<td>19</td>
<td>.76</td>
<td>.86</td>
<td>.77</td>
<td>.88</td>
<td>.80</td>
<td>.86</td>
</tr>
<tr>
<td>20</td>
<td>.77</td>
<td>.87</td>
<td>.78</td>
<td>.89</td>
<td>.81</td>
<td>.87</td>
</tr>
<tr>
<td>21</td>
<td>.78</td>
<td>.88</td>
<td>.79</td>
<td>.90</td>
<td>.82</td>
<td>.87</td>
</tr>
<tr>
<td>22</td>
<td>.79</td>
<td>.88</td>
<td>.80</td>
<td>.89</td>
<td>.82</td>
<td>.88</td>
</tr>
<tr>
<td>23</td>
<td>.80</td>
<td>.89</td>
<td>.80</td>
<td>.90</td>
<td>.83</td>
<td>.88</td>
</tr>
<tr>
<td>24</td>
<td>.81</td>
<td>.89</td>
<td>.81</td>
<td>.90</td>
<td>.83</td>
<td>.89</td>
</tr>
<tr>
<td>25</td>
<td>.81</td>
<td>.89</td>
<td>.82</td>
<td>.90</td>
<td>.84</td>
<td>.89</td>
</tr>
</tbody>
</table>

Note: Numbers of items estimated to be needed to obtain a G coefficient of .80 are shown in bold.

Variance estimated from the full sample, and 12 did not contain the value of the mean percentage of variance estimated from the 100 samples of the specified condition.

As noted above, a series of D studies was conducted to illustrate how estimates of G coefficients might vary depending on the sampling design and the specific sample used in the G study. Because such decision studies are often used to determine a minimal number of items to be administered to obtain a specified G coefficient (much as the Spearman–Brown prophecy formula is used in classical test theory), the number of items was varied from 1 to 25. These results are presented in Table 2. One result of interest is the number of items estimated to be needed to obtain a G coefficient of .80. This value is bold in each column.

Considering the 90th percentile samples for all five conditions, it can be seen that for four of the five conditions the estimate of the number of items needed to achieve a G of .80 is 12; for the second condition the estimate is 11. The estimate based on the full sample is 15 items. Considering the 10th percentile samples for the five sampling conditions, the estimated numbers of items needed range from 19 to 24. Comparing the 10th and 90th percentile samples within conditions, substantial differences in estimates are apparent. For instance, for condition 5 (N6 = 100, N8 = 8, N6 = 2) the number of items estimated to be necessary at the 10th percentile is 24, versus only 12 items if the sample at the 90th percentile is used.

Discussion and Implications

The results presented above suggest that, at least for the data set used here, different data-collection designs would have had little impact on average on the variance-components estimates obtained. In other words, collecting ratings of 25 examinees on 16 items using four raters would have resulted in approximately the same variance-components estimates as collecting ratings of 100 examinees on eight items using two raters. In all the conditions studied here, including the full sample, it was clear that a far higher percentage of the variability in scores was related to the item facet, and the associated interactions, compared with that associated with the rater facet and associated interactions. Thus, conclusions as to the relative impacts of item and rater would have been similar regardless of which data-collection design was used.

While the average percentages of variance associated with the individual facets were very similar across the five conditions, the widths of the associated confidence intervals (both empirical and computed) did vary across conditions. In addition, for all of the five conditions, estimates of the numbers of items needed to obtain a given level of generalizability varied considerably depending on whether the 10th percentile or the 90th percentile sample was used. Since in practice investigators have only one sample, and no knowledge of where their sample falls in the distribution, it is important to be aware of the fact that substantially different estimates might have resulted if a different sample had been used. The results of the D studies reported here highlight this. Depending on the condition, the numbers of items required to obtain a G of .80 differed by as much as 100% depending on the specific sample used in the G study. This is particularly important given the time and expense associated with most performance assessments. In this case, analysis of the full data set suggests that 15 items would be needed.
to achieve a G coefficient of .80. While this is also, of course, a sample, it can be considered our best estimate of the true number of items needed. If, instead of the full data set, we had had only one of the samples investigated here, we might have come to the conclusion that a test of only 11 or 12 items would result in a G coefficient of .80. Were we then to administer a 12-item test based on these results, it is likely that the results would be less generalizable than expected, a result with potentially serious consequences for test developers and users. In contrast, using a different sample we might conclude that 24 items were needed to obtain sufficiently generalizable results. While this overestimation would not be a problem from a psychometric perspective, the costs associated with administering more items than are in fact needed to achieve a specified G could be. In fact, in some circumstances, an overestimation error could result in a decision that a particular testing format is not feasible given cost and time constraints.

It is difficult to interpret the results found for the computed confidence intervals, particularly since these were calculated based on a single sample and would be expected to differ if a different sample was selected. In comparing the computed confidence intervals with the empirical confidence intervals, substantial discrepancies were found, especially for the components that accounted for higher percentages of the variance. In some cases discrepancies were found not only in the width of the interval but also between the values within the interval—at times the intervals were not even overlapping. These findings raise questions as to the usefulness of Sattathwaite’s technique in this instance.

Conclusions

It is important for test developers, psychometricians, and test users to remember that generalizability coefficients and other reliability coefficients are estimates based on samples, and as such may be expected to vary depending on the specific sample used in estimation. The results of the study reported here highlight how different samples may produce different results, which can in turn lead to very different decisions. The fact that the computed confidence intervals differed substantially from the empirical confidence intervals, and in some cases did not even contain the appropriate percentage, suggests that computing confidence intervals from a single sample will not necessarily improve decision making. This study does not allow us to make specific recommendations regarding the number or distribution of data points required when conducting a G study. Which design provides the most stable estimates will depend on the nature of the data collected. It is ideal, naturally, to obtain the largest sample possible; but when smaller samples are used, it is crucial that the stability of the estimate be taken into consideration before decisions are made based on a specific sample, as was illustrated in this study.

Correspondence: Lisa Keller, 152 Hills South, University of Massachusetts, Amherst, MA 01003; e-mail (Lisa@pumpingstation.com).
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CLOSE BUT NO BANANAS: PREDICTING PERFORMANCE

A Validity Study of the Writing Sample Section of the Medical College Admission Test

MOHAMMADREZA HOJAT, JAMES B. ERDMANN, J. JON VELOSKI, THOMAS J. NASCA, CLARA A. CALLAHAN, ELLEN JULIAN, and JEREMY PECK

The current version of the Medical College Admission Test (MCAT), introduced in 1991, includes four sections: Biological Sciences, Physical Sciences, Verbal Reasoning, and Writing Sample. The Writing Sample assesses skills in organizing thoughts and presenting ideas in a cohesive manner, and provides evidence of analytic thinking and writing skills. Scoring is based on two 30-minute essays about general topics. An example of an essay prompt is: “In a free society, individuals must be allowed to do as they choose.”

Each essay is holistically scored by two trained reviewers on a six-point scale with regard to specific criteria such as developing a central idea, synthesizing concepts logically, and writing clearly with good grammar, syntax, and punctuation. Essays receiving scores that differ by more than one point are re-evaluated by a third expert reviewer. The scores for the essays completed by each examinee are summed to create an 11-point alphabetized scale ranging from A to E. According to reports by the Association of American Medical Colleges (AAMC), 90% of the essays are given identical scores or scores within one scale point of each other by the independent reviewers.

The results of multi-institutional studies, conducted by the MCAT Validity Study Advisory Group, have been published and presented at professional meetings. However, while the need for additional studies of the psychometric properties of the MCAT continues, there is a particular need for study of the predictive power of the Writing Sample. The unique alphabetic scores of the Writing Sample are used in the correlational analyses used in validity studies. Although it is possible to convert the alphabetic scores to the integers from 1 to 11 by assuming that the letters constitute an interval scale, such an assumption might not be widely accepted.

We designed the present study to examine the validity of the Writing Sample section of the MCAT for students at Jefferson Medical College in Philadelphia, Pennsylvania. We speculated that the ability to organize and express ideas effectively in writing could have relevance to the analytic and problem-solving skills demanded in clinical performance. Furthermore, such skills might also be related to a better presentation of one's self, and to effective verbal expression of ideas, both of which are critical in promoting interpersonal relationships. Therefore, we hypothesized that scores on the Writing Sample would be associated more closely with indicators of clinical competence than with measures of achievement in basic sciences.

Method

Data for 1,776 matriculants (1,086 men, 690 women) at Jefferson Medical College between 1992 and 1999 were retrieved from the database of the Jefferson Longitudinal Study of Medical Education. The students were classified into three groups (top, middle, and bottom) based on their scores on the Writing Sample. The “top” group included 314 (18% of the sample) who scored A, A-, or A-. The “middle” group consisted of 1,115 (65%) who scored B, B+, or B-. The 307 (17%) students who scored J, K, L, or M comprised the “bottom” group.

Three sets of criteria were used:

- Admission measures. The first set included the measures typically used for screening applicants, such as undergraduate grade-point averages (UGPAs) in science and non-science courses, admission interview scores, and MCAT scores on Biological Sciences, Physical Sciences, and Verbal Reasoning.
- Performance in the basic sciences. The second set consisted of achievement measures in the basic science disciplines, including grade-point averages (GPAs) in first- and second-year medical school courses. Scores on Step 1 of the United States Medical Licensing Examinations (USMLE) were also included.
- Performance in clinical sciences and ratings of clinical competence. Included in this set were scores on written examinations in six core clerkships (family medicine, internal medicine, obstetrics-gynecology, pediatrics, psychiatry, and surgery) in the third year of medical school. Written examinations in basic and clinical sciences are in either multiple-choice or uncued formats, with reliability estimates usually over r = .75.

Combined global ratings of clinical competence in the six core clerkships, on a 100-point scale, and scores on Step 2 of the USMLE were also included. In addition, medical school class rank (percentile), a composite measure with two thirds weight for clinical competence in the core clerkships and one third weight for the combined first- and second-year GPAs, was used, as were the ratings of graduates’ clinical competence from a 33-item rating form measuring clinical competence areas of “data-gathering and processing skills” (16 items), “interpersonal skills and attitudes” (ten items), and “socioeconomic aspects of patient care” (seven items). These ratings were made on a four-point Likert scale by program directors near the end of the first postgraduate year. Data have been reported in support of the measurement properties of this rating form, including construct validity (factor structure), the internal consistency aspect of reliability, and criterion-related validity.

Continuous measures were transformed to a distribution with a mean of 100 and a standard deviation of 10 to facilitate comparisons of the magnitudes of differences on a scale with a uniform mean and standard deviation. This transformation was used to mitigate the issue of scale incompatibility within each class and between classes. The numbers of observations vary for different analyses because data were not yet available for the entire sample at the time of this study.

The three groups were compared with respect to the criterion measures by using analysis of variance for continuous measures, followed by the Duncan test and the Kruskal-Wallis test for class rank. Analysis of covariance was also employed to make statistical adjustments for baseline differences in the scores of other MCAT sections.

Results

Admission Variables. The means and sample sizes for the criterion measures and a summary of the statistical analyses are presented in Table 1. Comparisons of the top, middle, and bottom groups on the Writing Sample showed no significant differences for undergraduate science GPA, or for the Biological and Physical Sciences
Table 1. Means of Selected Admission Measures and Performances in Basic and Clinical Sciences by Scores on the Writing Sample Section of the Medical College Admission Test (MCAT)*

<table>
<thead>
<tr>
<th>Criterion Measure‡</th>
<th>Top (n = 314)</th>
<th>Middle (n = 1,155)</th>
<th>Bottom (n = 307)</th>
<th>Effective n§</th>
<th>F-ratio</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Admission</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undergraduate GPAs; science</td>
<td>100.2</td>
<td>100.0</td>
<td>99.7</td>
<td>1,166</td>
<td>.21</td>
<td>.61</td>
</tr>
<tr>
<td>Undergraduate GPAs; non-science</td>
<td>101.3</td>
<td>99.9</td>
<td>98.1</td>
<td>1,166</td>
<td>4.3</td>
<td>.02</td>
</tr>
<tr>
<td>Admission interview</td>
<td>100.2</td>
<td>100.0</td>
<td>99.6</td>
<td>1,160</td>
<td>.30</td>
<td>.74</td>
</tr>
<tr>
<td>MCAT: Biological Sciences</td>
<td>100.2</td>
<td>99.6</td>
<td>99.0</td>
<td>1,176</td>
<td>1.3</td>
<td>.28</td>
</tr>
<tr>
<td>MCAT: Physical Sciences</td>
<td>100.2</td>
<td>99.4</td>
<td>98.1</td>
<td>1,176</td>
<td>1.2</td>
<td>.28</td>
</tr>
<tr>
<td>MCAT: Verbal Reasoning</td>
<td>103.1</td>
<td>98.5</td>
<td>95.8</td>
<td>1,176</td>
<td>31.9</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Basic sciences</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical school: 1st &amp; 2nd-year GPAs</td>
<td>100.9</td>
<td>100.0</td>
<td>99.2</td>
<td>1,535</td>
<td>1.8</td>
<td>.17</td>
</tr>
<tr>
<td>USMLE: Step 1</td>
<td>100.8</td>
<td>99.9</td>
<td>99.7</td>
<td>1,271</td>
<td>.97</td>
<td>.38</td>
</tr>
<tr>
<td>Clinical sciences and ratings of clinical competence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical school: 3rd year (objective tests)</td>
<td>101.9</td>
<td>100.0</td>
<td>98.0</td>
<td>1,036</td>
<td>6.0</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Medical school: 3rd year (clinical ratings)</td>
<td>101.9</td>
<td>100.0</td>
<td>98.6</td>
<td>1,036</td>
<td>5.9</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Medical school class rank</td>
<td>85.0</td>
<td>85.5</td>
<td>84.8</td>
<td>1,036</td>
<td>6.1</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>USMLE: Step 2</td>
<td>100.6</td>
<td>99.9</td>
<td>98.7</td>
<td>1,006</td>
<td>3.1</td>
<td>.04</td>
</tr>
<tr>
<td>Postgraduate ratings: data gathering</td>
<td>103.1</td>
<td>100.0</td>
<td>97.9</td>
<td>433</td>
<td>2.7</td>
<td>.07</td>
</tr>
<tr>
<td>Postgraduate ratings: interpersonal &amp; attitudes</td>
<td>102.8</td>
<td>100.0</td>
<td>97.1</td>
<td>433</td>
<td>3.2</td>
<td>.04</td>
</tr>
<tr>
<td>Postgraduate ratings: socioeconomics of patient care</td>
<td>102.8</td>
<td>100.0</td>
<td>97.7</td>
<td>433</td>
<td>2.5</td>
<td>.08</td>
</tr>
<tr>
<td>Postgraduate ratings: physician as a clinician</td>
<td>103.2</td>
<td>99.6</td>
<td>98.5</td>
<td>423</td>
<td>2.4</td>
<td>.09</td>
</tr>
<tr>
<td>Postgraduate ratings: physician as an educator</td>
<td>103.4</td>
<td>99.0</td>
<td>97.8</td>
<td>364</td>
<td>2.8</td>
<td>.06</td>
</tr>
<tr>
<td>Postgraduate ratings: physician as a manager</td>
<td>101.5</td>
<td>99.5</td>
<td>96.4</td>
<td>359</td>
<td>.71</td>
<td>.49</td>
</tr>
</tbody>
</table>

* Participants were 1,717 students who entered Jefferson Medical College between 1992 and 1999.
† Top category includes A, S, T; middle category includes B, O, P, C; and bottom category includes J, K, L, or M alphabetic scores.
‡ With the exception of medical school class rank, all other criterion measures for each entering class were transformed to a distribution with a uniform mean of 100 and a standard deviation of 16 to facilitate comparisons of mean differences.
§ Numbers of observations may be due to unavailability of data at the time of the study.

sections of the MCAT. However, significant differences were observed for undergraduate non-science GPA (p < .05), and the Verbal Reasoning test (p < .01). Duncan tests indicated that the top group's undergraduate non-science GPA was significantly higher than those of the middle and bottom groups (p < .05). As expected, the top group also obtained the highest mean score in Verbal Reasoning, followed by the middle and bottom groups (p < .01).

Performances in Basic Sciences Disciplines in Medical School. Data reported in Table 1 indicate that although the top group consistently outperformed the bottom group in first and second-year basic science courses, as well as on USMLE Step 1, the differences were not statistically significant.

Performances in Clinical Science Disciplines and Ratings of Clinical Competence. Statistically significant differences were observed among the top, middle, and bottom groups on a number of performance measures in clinical disciplines. Both the top and the middle groups obtained significantly higher mean grades (p < .01) than did the low group on written examinations in the six core clerkships. A similar pattern of findings was observed for medical school class rank.

The top group was also rated significantly higher than the middle and bottom groups in global ratings of clinical competence in the third-year core clerkships (p < .01). The difference between the top and bottom groups' Step 2 scores was also statistically significant (p < .05).

Results for the six measures of clinical competence in residency showed that the differences for ratings in interpersonal skills and attitudes were statistically significant (p < .05), where the top group was rated significantly higher than the bottom group. Although the differences in other areas of postgraduate competence did not reach the conventional level of statistical significance (p < .05), a consistent pattern was observed in which the highest average ratings were obtained by the top group, and the lowest by the bottom group.

In additional analyses, the two extreme groups (top and bottom) were compared regarding the ratings in other areas of clinical competence in residency, and standardized effect-size estimates (d) were calculated for the significant pairwise differences. The top group was rated higher than the bottom group in data-gathering and processing skills (p < .05, estimated effect size = .52), socioeconomic aspects of patient care (p < .05, effect size = .51), and physician as a patient educator (p < .05, effect size = .56). Effect-size estimates of this order of magnitude are not small according to Cohen's definition. These differences are not only statistically significant, but also of practical significance.

Controlling for Differences on the Other Sections of the MCAT. Statistical adjustments were made for baseline differences using both the Biological Sciences and the Physical Sciences sections of the MCAT as covariates through analysis of covariance. Each of the previously-reported differences among the three groups remained unchanged. This confirms that the previous findings were not confounded by score differences in these two sections of the MCAT.

Further statistical adjustments were made by adding scores on the Verbal Reasoning section of the MCAT to the other two covariates (scores on the Biological and Physical Sciences sections). The differences remained unchanged for the following criterion measures: clinical clerkship examinations (adjusted p = .02), clinical clerkship ratings (adjusted p = .02), and medical school class rank (adjusted p = .008). However, changes in statistical significance levels were observed in the undergraduate non-science GPAs (adjusted p = .10), Step 2 scores (adjusted p = .31), and postgrad-
ute ratings of data-gathering and data-processing skills (adjusted p = .1).  

Discussion  

The findings of the present study confirm the research hypothesis that scores on the Writing Section of the MCAT yield a closer association with measures of clinical competence than with achievement in the basic sciences.  

These findings provide support for the validity of the Writing Sample from a number of perspectives. We hypothesized that high scorers on the Writing Sample would outperform others in clinical sciences evaluations and in ratings of clinical competence. The hypothesis was confirmed, providing support for the predictive validity of the test.  

The fact that scores on the Writing Sample were significantly associated with performance in the clinical areas in medical school and residency provides evidence in support of concurrent validity, whereas their lack of associations with measures of achievement in science prior to and during medical school supports the discriminant validity of the test. In addition, concurrent validity was demonstrated by the relationships between the Writing Sample and Verbal Reasoning scores.  

Clinical grades in medical school are based on the observations of faculty and supervising residents during the actual provision of clinical care to patients, and reflect the ability of students to relate well to knowledge, which may be predicted on the basis of MCAT science scores. However, while necessary, medical knowledge is not sufficient for effective clinical decision making. The significant relationship between the Writing Sample scores and clinical ratings during residency for MCAT science scores confirms that the associations between Writing Sample scores and measures of clinical performance are beyond those that would be expected from attainment of knowledge only. Therefore, it can be concluded that the Writing Sample measures a unique skill, different from those measured by the other sections of the MCAT, including the Verbal Reasoning section. It can be speculated that such a unique skill might be attributed more to factors that are not associated with achievement in sciences. Such speculation needs to be verified further by empirical evidence.  

The results generally suggest that, for a sample of students at one medical school, Writing Sample scores of J, K, L, or M predicted better clinical performance during and after medical school. This particular grouping of the Writing Sample scores should be studied further in samples from other medical schools before implementation in decision making.  

Certain aspects of this study could be questioned and deserve comment. It may be argued that the statistically significant findings of this study could have been due to chance as a result of the large number of statistical comparisons that were performed. However, this argument can be refuted based on the findings for the 18 criterion measures reported in Table 1. While only one statistically significant finding would be expected by chance alone at p < .05, seven were reported in this table. Similarly, the internal validity of the findings could be questioned by arguing that the statistically significant findings could be attributed to the large sample size, rather than underlying relationships among the variables. This argument can also be refuted based on the findings that the significant associations were observed only for the conceptually relevant scores, such as Verbal Reasoning, whereas there was no relationship with the less relevant scores such as the Biological and Physical Sciences, despite the fact that the sample size was equally large (n = 1,770) in all analyses. Furthermore, the magnitudes of the effect size estimates between top and bottom scorers suggest that the obtained differences are of practical importance to decision makers.  

These findings, coupled with the relatively large sample size and the longitudinal design of this study, provide assurance for the internal validity of the results. However, more data from other medical schools are needed to assure the external validity and the generalization of the findings.  

In earlier studies we found that validity coefficients for the MCAT varied for students who graduated from different colleges and universities, 11 that the validity of the MCAT varied for different sets of scorers when applicants repeated the examination, 12 and that different sections of the MCAT have different predictive validity depending upon the criterion measures. 13 Empirical evidence also suggests that validity coefficients for the MCAT vary among medical schools. 14 It will be essential to consider these factors in future studies of the validity of the MCAT.  

Correspondence: Mohammadreza Hajat, PhD, Jefferson Medical College, Philadelphia, PA 19107; e-mail: Mohammadreza.Hajat@jeff.edu.
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CLOSE BUT NO BANANAS: PREDICTING PERFORMANCE

Prediction of Students’ Performances on Licensing Examinations Using Age, Race, Sex, Undergraduate GPAs, and MCAT Scores

J. Jon Veloski, Clara A. Callahan, Gang Xu, Mohammadreza Hojjat, and David B. Nash

The annual selection of new students is one of the most important activities of medical school faculty. They face the challenge of selecting those who can perform well not only in the preclinical years, but also in the clinical arena of medical school, in graduate medical education, and beyond. To make sound, evidence-based decisions, faculty involved in the admission process depend on empirical studies that examine the relationship of an applicant’s academic performance before medical school to that individual’s academic performance during medical school and afterwards.

Studies have consistently shown that Medical College Admission Test (MCAT) scores and undergraduate grade-point averages (GPAs) are the most important indicators of students’ future academic performances.

Specifically, MCAT science scores and undergraduate science GPAs have been associated with preclinical academic performance. However, verbal scores on the MCAT and non-science GPAs have been more closely associated with performance in the clinical years, such as on the United States Medical Licensing Examination (USMLE) Steps 2 and 3. Correspondingly, the combination of GPAs and MCAT scores has been shown to be the best predictor of preclinical academic performance.

The predictive strength of MCAT scores and GPAs is less clear when students’ race and sex have been considered, and when performance has been followed longitudinally beyond the preclinical years. Men on average have outperformed women on the USMLE Step 1. The differences were moderated, but not eliminated, by statistical control for differences in prematriculation measures. Conversely, women have outperformed men on the National Board of Medical Examiners (NBME) Part II, though the differences were not as great as those observed between the scores of men and women on Part I, where men outperformed women.

Control for differences in prematriculation measures and Part I performances increased the magnitude of differences between women and men on Part II. This phenomenon had been noted several decades earlier. Finally, the findings related to students’ ages have been equivocal, often because age has been confounded with sex or undergraduate academic performance.

Studies among racial groups have revealed substantial differences in performances on Part I. Although white students on average have scored highest, followed by Asian Americans, Hispanics, and African Americans, these gaps become narrower after controlling for MCAT scores and undergraduate GPAs. One might expect Asian Americans, who as a group have had the highest mean MCAT scores, to outperform other racial groups during medical school. However, two major studies across time and across medical schools have reported lower mean performance for Asian American than for white students in medical school.

In summary, previous admission-prediction studies have looked at the predictive value of MCAT scores and GPAs for USMLE Step 1 performances among racial groups, clerkship performance during medical school, and a combination of Step I and clerkship performances. Other studies have ignored either students’ age, race, or sex when examining the correlation between prematriculation measures and students’ performances during medical school, or have studied characteristics such as race without controlling for GPAs and MCAT scores.

We designed the present study to evaluate simultaneously the relative importance of MCAT scores, undergraduate GPAs, age, race, and sex in predicting performances on the three-step sequence of preclinical, clinical, and postgraduate licensing examinations.

Method

The sample consisted of 6,239 matriculants who entered Jefferson Medical College during the 30 years between 1968 and 1997, inclusive. The dependent variables were total scores on Parts I, II, and III of the licensing examinations of the NBME and total scores on Steps 1, 2, and 3 of the USMLE (the latter three examinations replaced the former three several years ago). Although scores on either of the preclinical examinations (Part I, Step 1) were available for every individual studied, scores on the second, clinical tests (Part II, Step 2) were available for only 5,887, because the others had either left medical school or not yet taken the test. Scores on the Part III and Step 3 examinations were collected prospectively for the 3,884 graduates (62%) who had given written permission and completed the examination at the time of the study.

A separate multivariate linear regression model was generated for each of the six dependent variables. NBME scores were transformed from a mean and standard deviation of 500 and 100 to the USMLE scale of 200 and 20 to allow comparisons across the two time periods. Repeated scores were averaged. MCAT scores in earlier time periods were transformed to the current scale and repeated scores averaged using methods reported previously. Scores on science subtests were averaged to estimate an overall science score. Sex was coded 0 for men and 1 for women, who were 26% of the entire cohort. Students who were more than 23 years old at the time of matriculation (also 26% of the cohort) were coded 1 and others were coded 0. An earlier study of a portion of the cohort confirmed that age cut-off serves as a proxy for nontraditional students.

Racial-ethnic backgrounds, as defined by the Association of American Medical Colleges, consisted of the Asian, Oriental, or Pacific Islander groups (the Asian American group in this study); Hispanic (not white); black; and white. Students in each of the first three race categories were coded as either 1 for those in the group, or 0 for those not. The percentages for Asian American, Hispanic, and black were 8.2%, 1.4%, and 2.8%, respectively. The other students, who included 85.9% white and 1.7% in other racial groups with very small sample sizes, were not coded separately.

Results

Each of the six linear regression models shown in Table 1 was statistically significant (F test, p < .05). The proportions of variance explained ranged from a high for Step 1 of .26 to a low for Part III of .15. We report only the linear regression weights for the independent variables that were significant (t-test, p < .05). The b-coefficients for independent variables provide information about the absolute contribution of each variable as a predictor of the dependent variable. The beta-coefficients, which are transformations of the b-coefficients to a uniform scale across all independent variables, enable comparisons of the relative importance among the independent variables. For example, the b-coefficient of 4.26 for
Table 1. B- and Beta-coefficients, Sample Sizes, and Proportions of Variance for Regressions Predicting Performances on NBME and USMLE Examinations from Applicant Data for Multicollines from 1968 through 1991*

<table>
<thead>
<tr>
<th>Variable</th>
<th>NBME</th>
<th>USMLE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Part I</td>
<td>Part II</td>
</tr>
<tr>
<td></td>
<td>B Beta</td>
<td>B Beta</td>
</tr>
<tr>
<td>MCAT Science</td>
<td>3.13 0.31</td>
<td>2.56 0.23</td>
</tr>
<tr>
<td>MCAT Verbal</td>
<td>1.32 0.14</td>
<td>2.38 0.21</td>
</tr>
<tr>
<td>Science GPA</td>
<td>7.40 0.18</td>
<td>7.70 0.18</td>
</tr>
<tr>
<td>Non-science GPA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian American</td>
<td>-5.52 -0.06</td>
<td>-7.96 -0.09</td>
</tr>
<tr>
<td>African American</td>
<td>-4.00 -0.04</td>
<td>-8.35 -0.05</td>
</tr>
<tr>
<td>Hispanic</td>
<td>-6.50 -0.03</td>
<td></td>
</tr>
<tr>
<td>Woman</td>
<td>-3.63 -0.09</td>
<td></td>
</tr>
<tr>
<td>Older</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>139.48</td>
<td>133.39</td>
</tr>
<tr>
<td>n</td>
<td>4,209</td>
<td>4,227</td>
</tr>
<tr>
<td>R2</td>
<td>0.22</td>
<td>0.21</td>
</tr>
</tbody>
</table>

*NBME scores, which were rescaled to a mean of 200 and standard deviation of 20, were available for students who entered before 1986. USMLE scores were used thereafter. Only b-coefficients and beta-coefficients that were significant at p < .05 by a t-test that b = 0 are reported. Blank values were not significant.

the MCAT science score in the USMLE Step 1 model indicates that a one-point increment in a student's MCAT science score raises his or her predicted Step 1 score by 4.26 points. Comparison of the beta-coefficient of .34 for the MCAT science score with the beta-coefficient of .21 for science GPA indicates that the unique contribution of the MCAT science score as a predictor of Step 1 is about one and a half times that of the science GPA. The validity of these interpretations of beta-coefficients assumes equivalent variability across independent variables, which has been documented in other published studies of portions of this cohort.
consider that the sample used in the present study included a heterogeneous mix of Asian American students from families that left diverse cultures in Asia at different points in time. Further studies are needed to evaluate these subgroups, to investigate other measures of academic and clinical performance, and to better understand the factors that may influence Asian American students' performances in medical school and beyond.
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Does Institutional Selectivity Aid in the Prediction of Medical School Performance?

AMY V. BLUE, GREGORY E. GILBERT, CAROL L. ELAM, and WILLIAM T. BASCO JR.

Various factors are considered in the decision to offer an admission interview to a medical school applicant, including Medical College Admission Test (MCAT) scores, undergraduate grade-point average (GPA), and the selectivity of the degree-granting undergraduate institution. Admission officers view MCAT scores, undergraduate GPA, and institutional selectivity as having high or moderate importance. Research has indicated that these factors, most notably the MCAT scores and the undergraduate GPA, are reliable in helping predict medical school performance. The strongest association has been shown between MCAT scores and performance on the United States Medical Licensing Examination, Step 1.

Institutional selectivity data are used to help control for differences in grading stringency across undergraduate institutions. Previous reports have examined the role of institutional selectivity, or a specific undergraduate institution, as a predictor of performance in the first two years of medical school. With the exception of the study of Zelenik et al., which examined ten specific undergraduate institutions, these reports have used the Higher Education Research Institute (HERI) Index, called the "Astin Index," as a measure of institutional selectivity. Other measures of institutional selectivity or categorization that schools of medicine may employ include the Barron's Profiles of American Colleges Admissions Selectors Rating and the Carnegie Classification from the Carnegie Foundation for the Advancement of Teaching. These measures are explained in the next section.

Institutional validity studies of admission decision-making data help to determine which characteristics should be accorded highest importance in applicant selection. Given the reliance upon institutional selectivity as an important admission characteristic and the different types of selectivity classifications available for medical schools to use, the purpose of this study was to examine how well three measures of institutional selectivity could predict medical student performance, specifically their performance on the USMLE Step 1 and Step 2 and their final medical school GPAs.

Method

Admission and medical school performance data were obtained for the 1992–1995 matriculants at the study institution, the Medical University of South Carolina (MUSC). Admission data for each student consisted of his or her MCAT scores, undergraduate GPA, undergraduate institution, three institutional selectivity categorization indices (the 1983 HERI index, Barron's Admissions Selectors Rating, and the Carnegie Classification), age, gender, and underrepresented minority (URM) status. The 1983 HERI index consists of the mean total SAT score for all students admitted in 1983 to U.S. undergraduate institutions. The Barron's Profile of American Colleges Admissions Selectors Rating indicates the degree of competitiveness of admission to a college. The Carnegie Classification includes most colleges and universities in the United States that are degree-granting and accredited by an agency recognized by the U.S. Secretary of Education. The Carnegie Classification is not meant to be a measure of selectivity but is a classification of institutions into 19 categories based on the ranges and types of degree-granting programs at the institutions (doctoral through associate of arts) and the amount of federal support annually received by each institution.

Medical school performance data consisted of USMLE Step 1 and 2 scores and final GPA. Students admitted under the institution's existing Early Assurance Program (EAP) were excluded from analysis because an MCAT score was not required for their admission. The EAP offered admission to exceptional applicants during their undergraduate education based on the applicants' SAT scores, undergraduate GPAs, medical school admission interview ratings, and the understanding that the applicants would not apply to another medical school. This program stopped selecting applicants for admission to MUSC in 1996.

To avoid having insufficient subgroup size, we dichotomized the Barron's Admissions Selectors Rating and the Carnegie Classification categories based upon logical breakpoints in the categories. Calculated frequency distributions indicated that these breakpoints separated into approximately equal numbers of matriculants in each selectivity index or categorization grouping, thus confirming the breakpoints. The Barron's Admissions Selectors Ratings were dichotomized into "most/highly competitive" (includes Barron's categories "most competitive," "highly competitive," and "highly competitive") versus "not highly competitive" ("very competitive," "very competitive," "competitive," "less competitive," and "not competitive"). The Carnegie Classification categories were dichotomized into: "research-doctoral" (includes Carnegie Classification Research i and ill and Doctoral i and ill institutions) and "not research-doctoral.

Descriptive statistics were performed for all variables. Stepwise linear regression (adjusted r-square method) was used to assess which control variables (undergraduate GPA, gender, URMs status, age) contributed significantly to predicting USMLE Step 1 and Step 2 scores and final GPA. Age was the only control variable that did not contribute significantly to predicting any of the dependent variables. Multiple linear regression was then performed with each of the institutional selectivity or categorization indices controlling for URMs status and gender. The powers of the multiple regression equations ranged from 88.2% to 96.0% for an alpha of 0.05 and with estimating of small effects sizes.

Results

For the 1992–1995 academic years, 545 applications matriculated at MUSC. Of these, 112 were admitted under MUSC's Early Assurance Program (therefore missing MCAT scores) and were thus excluded from the study. Institutional selectivity index or categorization data were incomplete for an additional 28 matriculants, leaving complete data for 405 matriculants (73.3%).

Two hundred and sixty of the matriculants (64%) were men; 70 of the matriculants (17%) were from URMs groups. The mean age was 24.0 years (SD = 4.0). The average total of MCAT subscores was 27 (SD = 4.2) and the average undergraduate GPA was 3.4 (SD = 0.40). Based upon the dichotomized Barron's Admissions Selectors Rating, 235 of the matriculants (58%) had gone to undergraduate institutions that were classified as "not highly competitive." Using the dichotomized Carnegie classification, 233 of the matriculants (58%) had gone to undergraduate institutions that were classified as "not highly competitive." The mean USMLE Step 1 score was 205 (SD = 21), and the mean USMLE Step 2 score was 202 (SD = 21). The mean final medical school GPA was 3.3 (SD = 0.38).
Table 1 presents adjusted $r^2$ values for eight multiple regression models computed for the three dependent variables. All models predicted statistically significant variations in the dependent variables. Uniformly, the worst-fitting model was that which consisted of only the three control variables GPA, gender, and URM status. The amounts of explained variation ranged from 17% to 32%. Addition to the model of any institutional selectivity index or categorization slightly improved prediction (as measured by proportion of variation explained) above the prediction provided with GPA and demographic characteristics alone. When the MCAT score was added to the model involving the control variables and the GPA, it improved predictive ability of the equation by 6–15%. The addition of the institutional selectivity indices or categorization after the MCAT score was in the model added nothing to the predictive ability. Control variables plus MCAT score accounted for 38% of the variation in USMLE Step 1 scores, 38% of the variation in final GPA, and 28% of the variation in USMLE Step 2 scores.

Discussion

During the medical school admission process, the selectivity of the degree-granting undergraduate institution is used to help control for grading differences across undergraduate institutions. Our results show that none of the three institutional selectivity indices or categorizations (i.e., HERI, Barron’s, or Carnegie) and any GPA adjustment that would follow will improve correlation with performances on USMLE Step 1 and Step 2 and final GPA if MCAT scores and unadjusted GPA are used in conjunction. While the Barron’s and HERI indices are meant to be measures of institutional selectivity, the Carnegie classification is a description of the degree spectrum offered. Even evaluating schools by the type of degree offered produced no added benefit to prediction.

Previous studies have shown that selectivity measures and prediction of the USMLE Step 1 score and the GPAs in medical school years one and two if used in a model without the MCAT scores. However, those studies used only one measure of institutional selectivity, the HERI, or a sampling of undergraduate institutions. Our study evaluated three different methods of classifying the selectivity or type of undergraduate institution, and none improved prediction in models that included the MCAT score. Furthermore, our study examined performance on USMLE Step 2 and final medical school GPA, performance indicators beyond the first two years of medical school.

Our findings suggest that using institutional selectivity indices or categorizations as an admission characteristic may not be necessary. In addition, use of institutional selectivity indices or categorizations may discriminate against applicants with other desirable characteristics from less selective undergraduate institutions. For example, use of the average SAT score might unfairly discriminate against applicants who graduated from large, state-sponsored universities. The lack of correlation with the Carnegie classification also indicates that the size or academic comprehensiveness of the degree-granting institution has little bearing on individual performance in medical school. Our results should reassure admission officers that the performances of students who attend smaller undergraduate institutions or community colleges are predictable when using their MCAT scores and undergraduate GPAs.

One limitation of this study is that it relied upon data from only one, state-supported, medical school. However, participants at the school came from diverse undergraduate institutions, 116 for the individuals in this study. Additional research should examine this issue at other medical schools, both state-supported and private and in various regions of the United States. Another limitation is that because multiple linear regression was used, correlations with USMLE scores and final GPAs cannot be adjusted for restriction in range. Thus, the adjusted $r^2$-square values presented in Table 1 are, in all likelihood, underestimates of the relationships between the models and the dependent variables for the applicant pool. In addition, the dichotomization of the Barron’s Admissions Selector Ratings and the Carnegie Classification categories may also have had some impact on our results. However, any contributed bias would likely have strengthened the ability of institutional selectivity to influence the performances of students. Another limitation is that the HERI index, although the most recent currently available, is quite dated (1983); hence, the HERI index may not be representative of today’s undergraduate institutions. Finally, this study focused on primarily cognitive measures of academic achievement in medical school. The predictive value of institutional selectivity indices or categorization on performance in clinical settings also should be explored.

In summary, our results indicate that the characteristics of the degree-granting undergraduate institution, as measured by three different types of institutional selectivity or categorization, do not add to the ability to predict performances on USMLE Steps 1 and 2 and overall medical school GPA if the MCAT score and unadjusted undergraduate GPA are available. The results also further support the predictive validity of the scores on the MCAT examination for medical school performance.

Correspondence: Amy V. Jane, PhD, College of Medicine, Davis Office, Medical University of South Carolina, 16 Jonathan Lucas Street, Suite 681, Charleston, SC 29425, e-mail: (bluea@musc.edu).
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The Presence of Hospitalists in Medical Education

JUDY A. SHEA, YASMIN S. WASIF, KIMBERLY J. KOVATH, DAVID A. ASCH, and LISA M. BELLINI

Over the past few years, the care of medical inpatients increasingly has been turned over to an emerging group of professionals called hospitalists. Typically, hospitalists are internists who devote the majority of their clinical effort to caring for inpatients. Outpatient responsibilities, if they exist, are minimal. The defining characteristic of hospitalists is the "hand-off" cycle: a primary care provider admits the patient to the designated hospitalist, who provides inpatient care and then sends the patient back to the primary care provider upon discharge.

Many early arguments for hospitalists centered on the positive impact that this model of care would have on resource utilization and patient outcomes. Indeed, early data suggest that care by hospitalists is associated with reductions in length of stay, lower readmission rates, and improved resource utilization, and there seems to be little negative impact on patients' satisfaction. Among the issues that have not been fully addressed is the role that hospitalists play in medical education. Potential issues have been discussed, such as a diminished sense of autonomy among residents, perhaps counterbalanced by increased satisfaction and better supervision of patients. For other issues, such as the presence of hospitalists in academic medical centers and their teaching responsibilities, few data have been presented. Historically, the cornerstone of both undergraduate and graduate medical education has been inpatient-based. Though ambulatory care training has been emphasized in recent years, the inpatient wards remain the major site of clinical teaching. If beds and/or wards are being turned over to hospitalists, it is important to determine the impact this may have on educational programs.

The purpose of this study was to address such educational issues. Separate questionnaires were mailed to the chairs and program directors of all internal medicine training programs in the United States to learn (1) how many programs have hospitalists on staff, and to gain information about related census issues (e.g., number hired, plans for future hires); (2) the role of hospitalists in teaching activities, and (3) attitudes regarding the roles hospitalists play in general and their role in teaching, specifically.

Method

The questionnaire was sent to all chairs and program directors of accredited internal medicine training programs who were identified in the spring of 1999 using the 1998-1999 AMA Graduate Medical Education Directory. This process resulted in a roster of 105 chairs, 382 program directors, and 22 individuals who filled both roles. Three separate questionnaires were developed. Content was defined by the study team, taking ideas from current literature as well as discussions that had taken place locally in the course of developing a hospitalist service in 1998. Draft instruments were revised numerous times to improve clarity and breadth, after piloting them with faculty.

The questionnaire for chairs was brief (eight questions) and focused on asking whether hospitalists were employed at the sites and, if so, defining how long they had been there and their training backgrounds and responsibilities. A more extensive questionnaire was developed for program directors. In addition to general program descriptions, directors were asked whether hospitalists were employed and provided 12 attitude statements about hospitalists to be answered on a five-point Likert scale from "strongly disagree" to "strongly agree."

For programs that had hospitalists on staff, a set of questions focused on teaching responsibilities, participation in other educational activities, and 13 more attitude statements about hospitalists' roles and their impact upon teaching. The questionnaire for the few individuals who were both chairs and program directors was a collection of the unique items from the other two versions. The first mailings were sent in April 1999. A second mailing with a new copy of the instrument was sent in June 1999. Because the response rate for program directors was low, for the second mailing, items asking about activities at each training site were omitted to reduce the respondents' burden, thus shortening the questionnaire from four to two pages. The second mailing was sent in August 1999. The final response rates were 78.3% (n = 83) for chairs and 57.6% (n = 220) for program directors. The eight responses from the 22 chairs-program directors were added to both data files, for analytic sample sizes of 91 and 228.

Analyses of the responses focus on description. We used standard univariate statistics (frequencies and percentages) to characterize the sample. To test for differences between programs that did and did not respond, between responses to the long and short survey forms, and between programs that did and did not employ hospitalists, we used chi-square, t-tests, and the Wilcoxon two-sample test.

Results

Respondents and Non-respondents. Program characteristics available from the 1998-1999 AMA Graduate Medical Education Directory allowed limited comparison of non-respondents with respondents. Overall, the program sizes were the same for respondents (mean = 52.9, SD = 33.2) and non-respondents (mean = 55.8, SD = 36.9, p = .40). The respondents and the non-respondents did not come from different regions of the country (p = .86).

There were few significant differences between the responses of the 103 program directors who responded to the long form of the program directors' questionnaire and the 50 who responded to the short one. For example, there was no difference in numbers of inpatient training sites (p = .63) or numbers of categorical residents at the PGY 1 level (p = .35). There was no difference in the percentages who had hospitalists (p = .80), were planning to hire hospitalists (p = .59), or had rejected the idea of having hospitalists (p = .47). Those responding to the short form had more favorable attitudes with respect to one of the 13 attitude items.

Chairs. Overall, 50 of the chairs (55.6%) reported that hospitalists were employed at one or more of their training sites. The numbers of hospitalists per institution ranged from one to 15, with a median of four. (The total number of hospitalists employed by the 44 programs that reported having them was 226.5.) Twenty-nine (64.4%) planned to hire more hospitalists. The tenure of hospitalist programs was a median of two years, with a range of 0.5 to 7.5 years. Nearly three fourths of the hospitalists (71.9%) had completed residencies in internal medicine, 4-4% had completed general internal medicine fellowships, and 14-4% had completed sub-specialty fellowships.

The reported duties of the hospitalists were quite variable. The numbers of months of inpatient responsibilities ranged from one to 12, with a median of eight. The percentages of the responding department chairs reporting other responsibilities for hospitalists
<table>
<thead>
<tr>
<th>Questionnaire Statement</th>
<th>All Program Directors* (N = 217)</th>
<th>Comparison of Two Groups of Program Directors†</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% Disagree</td>
<td>% Neutral</td>
</tr>
<tr>
<td>Hospitalists are more familiar with practical aspects of inpatient care than other physicians attending on inpatient services.</td>
<td>23.9</td>
<td>17.7</td>
</tr>
<tr>
<td>Hospitalists need additional training beyond standard internal medicine residency.</td>
<td>53.1</td>
<td>27.1</td>
</tr>
<tr>
<td>Hospitalists provide better inpatient care than other general internists attending on inpatient services.</td>
<td>33.3</td>
<td>33.3</td>
</tr>
<tr>
<td>Hospitalists provide better inpatient care than subspecialists attending on inpatient services.</td>
<td>33.0</td>
<td>27.3</td>
</tr>
<tr>
<td>Patients of hospitalists are satisfied with the inpatient care they receive.</td>
<td>3.5</td>
<td>42.6</td>
</tr>
<tr>
<td>Patients of hospitalists are satisfied with the outpatient care they receive.</td>
<td>4.5</td>
<td>61.6</td>
</tr>
<tr>
<td>The use of hospitalists disrupts continuity of patient care.</td>
<td>25.8</td>
<td>20.1</td>
</tr>
<tr>
<td>The use of hospitalists improves patient care.</td>
<td>11.1</td>
<td>47.1</td>
</tr>
<tr>
<td>The use of hospitalists is good for hospitals financially.</td>
<td>2.4</td>
<td>40.1</td>
</tr>
<tr>
<td>The use of hospitalists improves the training of residents.</td>
<td>17.7</td>
<td>45.5</td>
</tr>
<tr>
<td>The use of hospitalists improves the training of medical students.</td>
<td>18.8</td>
<td>46.6</td>
</tr>
<tr>
<td>I expect that use of hospitalists will increase over the next few years.</td>
<td>3.8</td>
<td>11.0</td>
</tr>
</tbody>
</table>

* Responses were made on a five-point scale: 1 = strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, and 5 = strongly agree. In reporting the overall responses, the 1 and 2 categories were collapsed, as were the 4 and 5 categories.

† Group comparisons were made between program directors from programs with and without hospitalists. Scores on the five-point scale were compared with the Wilcoxon two-sample test.

were: 55.3% reporting hospitalists with outpatient practices (with a median of 10% full-time equivalent); 77.8%, medicine consultation; 46.8%, clinical pathways/disease management development or implementation; 31.9%, quality assurance; 27.7%, medical directorships; and 17.4%, insurance company or managed care liaisons. Of note, 53.2% required academic productivity for promotion.

Of the programs that did not have hospitalists, 37.1% planned to hire them in the future and 16.1% had considered but rejected the idea.

Program Directors. Overall, 50.5% of the responding programs employed hospitalists. As shown in Table 1, many program directors' attitudes about hospitalists were positive. For example, the majority agreed that hospitalists are more familiar with practical aspects of inpatient care, that they are good for the hospital financially, and that patients of hospitalists are satisfied with their inpatient care. Most disagreed that they needed more training beyond that gained in an internal medicine residency. On the other hand, most also thought that use of hospitalists disrupted the continuity of patient care, and only one third agreed that hospitalists provide better inpatient care than other general internists.

The last three columns of Table 1 show the means of the Likert-scale responses of the program directors with and without hospitalists. Differences were significant, and in the anticipated direction, for seven of the 12 attitude statements.

In addition, respondents of the 109 programs with hospitalists were asked whether the hospitalists participated in a number of different activities related to education. Nearly all participated in the teaching of medical students (80.2%) and residents (84.5%). Other educational activities in which they participated included attending physicians' rounds (74.7%); residents' reports (58.6%); management conferences (53.5%); curriculum development (55.6%), and journal club (48.5%). Specific topics taught by the hospitalists included cost-effective care (57.1%); resource utilization (57.1%); health economics (42.9%); clinical pathways/disease management (38.8%); and insurance principles (26.5%). In nearly all programs (78.1%), students and housestaff evaluated the hospitalists.

Table 2 lists additional attitudes of the program directors who employed hospitalists, especially their perceptions of hospitalists' role in and impact on teaching activities. Over 70% agreed that hospitalists are viewed as good educators and are respected. The majority thought that hospitalists have led to improved housestaff supervision and are more accessible to housestaff than other teaching faculty. They were less certain that hospitalists had an impact on housestaff's considerations of lengths of stay and costs of tests and procedures, or that the housestaff had learned to order fewer tests and procedures.

**Discussion**

The results of the surveys reported above show that hospitalists have a presence in both undergraduate and graduate medical education: at least half of the responding training programs employed hospitalists, who in most cases played roles in teaching students and/and residents. Attitudes expressed by the total sample of program directors were generally positive; naturally more so for those representing programs with hospitalists. In particular, program directors from programs with hospitalists were especially complimentary about the hospitalists' familiarity with practical aspects of care, their positive financial impact on the hospitals, their positive impact on patients' satisfaction, and the improvements in residency training. On the other hand, most programs had only a few hospitalists, they had had them for only one or two years, the numbers of months in inpatient responsibility ranged from one to 12, and their involvement in a variety of specific teaching activities varied. Given this variation, it might not be feasible to characterize "the" teaching role of hospitalists.

This study has some limitations. The response rate for program directors was relatively low, although we found no evidence of bias. Second, we are able to create a composite picture of what hospitalists do, but we did not collect parallel data regarding non-hospitalist attending physicians. Thus, we are missing a piece of the total picture. Third, we did not ask for detailed data regarding the teaching activities of the hospitalists, e.g., what does participation
<table>
<thead>
<tr>
<th>Questionnaire Statement</th>
<th>% Disagree</th>
<th>% Neutral</th>
<th>% Agree*</th>
</tr>
</thead>
<tbody>
<tr>
<td>The hospitalists at any institution are viewed as good educators.</td>
<td>3.2</td>
<td>18.3</td>
<td>78.5</td>
</tr>
<tr>
<td>Housestaff supervision has improved with the addition of hospitalists.</td>
<td>17.8</td>
<td>30.0</td>
<td>52.2</td>
</tr>
<tr>
<td>Housestaff have adequate exposure to physician-scientist faculty.</td>
<td>21.1</td>
<td>25.0</td>
<td>53.5</td>
</tr>
<tr>
<td>Hospitalists are more accessible to housestaff than other teaching faculty.</td>
<td>21.1</td>
<td>16.7</td>
<td>62.2</td>
</tr>
<tr>
<td>Housestaff are more comfortable managing inpatients with hospitalists than with other general medical attendings.</td>
<td>27.8</td>
<td>31.1</td>
<td>41.1</td>
</tr>
<tr>
<td>Housestaff are more comfortable managing inpatients with hospitalists than with subspecialist attendings.</td>
<td>35.6</td>
<td>36.7</td>
<td>27.8</td>
</tr>
<tr>
<td>Hospitalists are respected at my institution.</td>
<td>6.4</td>
<td>21.3</td>
<td>72.3</td>
</tr>
<tr>
<td>Housestaff who have worked with hospitalists consider length of stay in their management plans more than they did previously.</td>
<td>20.0</td>
<td>42.2</td>
<td>37.8</td>
</tr>
<tr>
<td>Housestaff who have worked with hospitalists consider cost of tests and procedures when determining their management plans more than they did previously.</td>
<td>18.7</td>
<td>44.0</td>
<td>37.4</td>
</tr>
<tr>
<td>Housestaff-perceived autonomy has been reduced by the use of hospitalists.</td>
<td>47.3</td>
<td>29.7</td>
<td>23.1</td>
</tr>
<tr>
<td>The use of hospitalists has reduced the inpatient teaching responsibilities of the other faculty physicians.</td>
<td>31.9</td>
<td>12.1</td>
<td>56.0</td>
</tr>
<tr>
<td>The use of hospitalists as teaching attendings has resulted in less interaction between housestaff and primary care providers.</td>
<td>44.9</td>
<td>25.8</td>
<td>29.2</td>
</tr>
<tr>
<td>Housestaff who have worked with hospitalists have learned to order fewer tests and procedures than they did previously.</td>
<td>22.5</td>
<td>52.8</td>
<td>24.7</td>
</tr>
</tbody>
</table>

* Responses were made on a five-point scale: 1 = strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, and 5 = strongly agree. The 1 and 2 categories were collapsed, as were the 4 and 5 categories.

in curriculum development mean? Nevertheless, to our knowledge this is the first study to detail the presence of hospitalists and provide an overview of their teaching activities in teaching institutions.

Overall, even though their numbers were small, in at least half of the U.S. internal medicine training programs that responded, hospitalists were present and played roles in teaching. Given the amount of time they spend in inpatient services, they have widespread exposure to learners on all levels. This visibility makes hospitalists as a group an ideal target for faculty development focused on teaching methods and feedback skills. Although the respondents generally viewed hospitalists as excellent teachers who had led to improved training for residents, hospitalists as teaching faculty should be evaluated compared with faculty involved in teaching on traditional services.

Much of the justification for hospitalists draws on arguments that they should be able to save money by reducing test ordering and lengths of stay. If they are really succeeding in these areas, as current data suggest they might be, it is logical to assume they could affect residents' behaviors via modeling and/or direct teaching of optimal management strategies. The fact that so few program directors believe hospitalists will have an effect on residents' future behaviors in the areas of ordering and effective management is somewhat surprising and deserves more study. Examining residents' behaviors and attitudes in terms of the relative amounts of exposure they have to services led by hospitalists would yield useful insights. An additional contribution would be an understanding of how, as a group, hospitalists' teaching activities and outcomes differ from those of their peers, and whether there is observable variation in the reasons hospitalists' services were developed (e.g., cost efficiency, excellence in inpatient teaching, as a "safety valve" for overburdened teaching services). Future studies will be most helpful if they are aimed at defining the unique contributions attributable to hospitalists.

Correspondence: Judy A. Shen, MD, University of Pennsylvania, 1232 Blockley Hall, 423 Guardian Drive, Philadelphia, PA 19104-6011; e-mail: (jshen@mail.med.upenn.edu).
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Dual-degree MD–MBA Students: A Look at the Future of Medical Leadership

WINDSOR WESTBROOK SHERRILL

In an increasingly turbulent medical care system, business training is one way doctors and medical students are seeking to redefine their ability to lead and wield influence. Changes in the health care system have fostered the need for physician executives with business training who can serve as liaisons between administrative and clinical personnel. As the development of integrated delivery systems has combined clinical and administrative functions, the roles of physician executives have increased, as well as the demand for related training of physician leaders. Growth in the number of physician executives is expected to continue as such individuals demonstrate their ability to facilitate provider–physician relations and lend unique expertise and perspective in the health care delivery system.1

The transition from clinical roles to administrative functions can be challenging for physician executives.2–5 Moving into administrative roles presents challenges different from those inherent in medical training and practice. If the physician manager is to be considered an effective asset to an organization, the new role requires distinct shifts in thinking, philosophy, attitudes, and behavior.4 Because traditional clinical training of physicians contrasts with management training and functions, few physicians are prepared for the requirements of management roles.6

Several studies of leadership and management have found that leaders' personality and behavioral characteristics are reliably predictive of group performance.7,8 Leadership success is associated with interpersonal ability, group-oriented behaviors, empathy, boldness in times of uncertainty, internal locus of control, and confidence.9,10 Leadership theory suggests that effective leaders are able to identify and actively respond to changes in a profession, organization, or situation.11

Although a growing number of practicing physicians have obtained business (MBA) degrees, relatively few educational initiatives have been focused on business and management training within the medical school program.12 In response to this demand, a limited number of medical schools are offering dual-degree programs in medicine and business. Established through cooperative agreements between medical and business schools, these programs offer a variety of arrangements through which medical students can obtain business and clinical training concurrently.

Students enrolled in dual-degree programs make up an important group for exploratory research. If dual-degree medical students exhibit characteristics associated with successful leaders, this might indicate their ability to function as effective leaders in both clinical and management roles. Within the traditional medical school environment, it is possible that this group is reshaping individual beliefs about physician roles and the fit between clinical and administrative functions. Their career goals and the factors influencing these students to seek business training might provide an indicator of the leadership styles and roles of future physician executives.

Method

According to Peterson's Guide to Graduate Programs in Business Education, Health and Law, there were eight medical schools that offered dual-degree MD–MBA programs in 1997. Of the eight schools, six had coordinated MD–MBA programs for which program directors were designated and students followed a defined path in course work. Students in these programs were selected for inclusion in the present study.

Of the six dual-degree programs, one MD–MBA program could be completed in four years by using summers for course work. The other programs that were examined required five or six years of study. Each of the dual-degree programs had some component of an administrative internship for the students.

Survey and interview measures were used to analyze students at the six medical schools offering MD-MBA programs (n = 87): Bowman Gray School of Medicine, Jefferson Medical College, the University of Chicago, the University of Pennsylvania, the University of Illinois at Urbana-Champaign, and Tufts Medical School. The 87 students who were enrolled in dual-degree programs were surveyed; a control group of traditional medical students was also surveyed (n = 115). Traditional medical students at each site were selected based on a set of characteristics matched with those of the dual-degree students. The data were also compared with the findings from a national survey of graduating medical students compiled by the Association of American Medical Colleges. Forty of the 87 dual-degree medical students surveyed were also interviewed. The interviews were analyzed using Ethnograph, and survey data were analyzed using SPSS.

To assess whether they might overcome the barriers between clinical and management roles, dual-degree medical students were compared with traditional medical students on dimensions that were selected for their potential to indicate leadership ability. Dual-degree students were also asked about their career goals and the factors that had influenced them to seek business training.

Results

The response rate for the survey of the 87 MD–MBA students was 85%; the response rate for the 115 medical students in the control group was 69.6%. A major finding of the study is that there are indeed significant differences between dual-degree and traditional medical students on a number of dimensions that relate to career plans, leadership, motivation to be leaders, and confidence.

One set of questions was intended to assess students' beliefs, concerns, and perceptions about the future of medical practice. The set of questions was designed to compare the attitudes of dual-degree and traditional medical students regarding the changes in health care and the evolution of the physician role. The students were asked to rank statements such as "job opportunities for physicians are increasingly limited" and "the health care financing system is too burdensome on physicians." Answers to these questions provided a composite index of students' perceptions, including attitudes concerning the role of physicians in society. Both survey responses and interview feedback support the hypothesis that dual-degree students are very conscious of the changing nature of the medical care system and the need to transform physician roles. Dual-degree students were less likely to feel negative about changes in job opportunities for physicians or about regulatory or financial constraints in medicine. The data also support the hypothesis that dual-degree students are influenced to obtain business degrees because of concern about the changing job market for physicians.

The members of both the dual-degree and control groups were asked what they expected to earn five and ten years after completing residencies. The MD–MBA group had an expected mean in-
come after five years of $167,986, while the MD students had a mean of $132,208. The means of the two groups were significantly different: t (147) = 3.66, p < 0.001.

As an indicator of their career plans and aspirations, dual-degree students were asked to rank activities according to how they would feel about them as primary job responsibilities. Job responsibilities ranged from CEO of a for-profit hospital to medical director of an inner-city health clinic. Job responsibilities were provided as indicators of the types of positions these students might desire, particularly related to their tendencies toward more altruistic positions compared with activities that might be traditionally associated with the "business" of medicine. The job activities were organized into subgroups based on activity type and were developed to reflect items that might indicate students' altruistic versus economic philosophies. The first group included medical director of an HMO, CEO of a biotechnology company, medical director of an insurance company, and chief of staff of a for-profit hospital system. In contrast to the first group of activities, the second group included activities traditionally associated with the public-service arena. This group included medical director of an inner-city health clinic, chief of staff of a rural hospital, medical liaison for the World Health Organization, and deputy director of the state board of health.

The combined group ratings were compared using t-tests, and the subgroup scores were significantly different. The mean for the "business" subgroup was 1.83; the "public services" subgroup mean was 2.26. The dual-degree students considered the business group significantly more appealing, t (105) = 5.02, p < .05.

Both dual-degree and traditional medical students were asked to select their preferences from a list of career activities, including such things as full-time faculty appointment, private clinical practice, and administrative duties. Seventy-eight percent of the dual-degree students expressed an interest in a combination of clinical and administrative duties; 13.5% of the dual-degree students planned administrative jobs with no clinical practice. Several dual-degree students interviewed stated that they planned to forego residency training to initiate careers in the private sector.

Both traditional medical and dual-degree students were asked whether they were confident that they would have necessary clinical and administrative skills when they graduated from their respective educational programs. Results were compared with corresponding information from the national database of graduating medical students as well as from the control group of students. Dual-degree students expressed little doubt in their clinical or administrative abilities and were significantly more confident than were their medical student counterparts (clinical skills—t (151) = 6.409, p < .0001; administrative skills—t (150) = 2.513, p < .01).

Confidence in one's ability to influence others and the environment is associated with leadership. Yet, misplaced confidence can lead to poor decision making for both clinicians and managers. It is interesting that the dual-degree students were more confident than were the traditional medical students with respect to both clinical and administrative skills. Although a positive self-concept may be beneficial, the students' confidence has implications for the future of medical care. The potential overconfidence of the MD-MBA students needs to be understood and managed to avoid potential disastrous effects; confidence is a positive attribute for leaders and managers, but overconfidence can be a barrier to effective decision making. Individuals who are overconfident might fail to seek consensus among groups and lack the discipline to seek out information in solving clinical and management problems.

Students' influences and motives for choosing the dual-degree programs, as well as their career plans, provide an indication of the role that they play in the delivery system. It was hypothesized that dual-degree students are motivated to seek business degrees because of a desire to be leaders in the health care delivery system. Their career goals and plans illustrate such motivation. In response to survey questions related to their reasons for seeking business education, the students rated most highly factors such as career opportunities, opportunity for innovation, opportunity to be a leader in medicine, and opportunity to make a difference in medicine.

Discussion and Implications

A new model of physician executives is emerging from dual-degree programs. Young physicians are making decisions not only at the beginning of their medical careers, but in most cases, for these students, at the beginning of their medical education. It is possible that dual-degree programs will produce individuals equipped to take leadership roles in managerial assignments early in their careers, perhaps even in residency programs.

This study underscores an important policy question for the health care system and medical education. The challenges facing the health care system are both economic and equity-related. Escalating costs are combined with serious problems of underserved populations. Some of the most significant management challenges in the delivery system relate to the challenge of how to provide equalized distribution of health care services as well as how to improve access to basic health care services. Physicians with business training are needed in all areas, not only in the areas of high technology and high costs. The study findings suggest that dual-degree programs are attracting students primarily with business interests. Eleven of the 40 students interviewed had full-time and significant work experience in areas such as investment banking and health care consulting prior to matriculation in medical school. Students interested in working with public health needs and underserved populations are not well represented in the dual-degree programs.

Are the programs too narrowly focused on dealing with the business of health care delivery? As early adopters of an innovative medical education initiative, dual-degree students provide a unique perspective on the direction of medical leadership and alternatives to traditional medical careers. A key finding of the study suggests that this cohort wants to direct hospital and insurance companies more than they want to work in the public sector. This indicates that the motivation for those students to seek dual-degree programs, as well as motivating factors behind program development, were related to business and high-technology settings. The students' job-activity preferences and income expectations provide support for this conclusion. Traineeship experiences and mentors provided by the dual-degree programs may need to be modified to address these trends.

Physician executives are likely to have a pivotal role in the uncertain future of health care. The management of health care resources requires a combination of skills that balance the principles of economics, finance, and accounting with patient and population health needs. Dual-degree medical education programs can help develop physician leaders who can blend clinical and management skills into an effective vision for the future of health care delivery.

The authors of In Search of Physician Leadership observe that physicians are entering management in increasing numbers and at increasing levels of responsibility, a trend they assert portends well for the medical profession and the health care system. Medical education programs combining business and clinical education are training students who can contribute to this positive trend. As one student stated, "Dual degrees can bring values of medicine into the business world. It used to be totally different, but now things are beginning to merge. We can do the best for both fields."

This is an exploratory study of an innovation in medical education. The early stages of this field offer the opportunity to step back and consider the professional identity desired among dual-degree medical students. Dual-degree programs are producing a prototype of physician executive whose training is remarkably different from that of traditional physicians. The data suggest that there is an interesting range of expectations among dual-degree medical students and the careers they anticipate. The interests and career
preferences of the students reveal several trends of concern, but also suggest that these programs can make an important contribution to the health care system.

Correspondence: Windor Westbrook Shermill, MHA, PhD, Assistant Professor, Department of Public Health Sciences, 325 Edwards Hall, Clemson University, Clemson, SC 29631; e-mail: (WDSherm@Clemson.edu).
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Prior to taking the United States Medical Licensing Examination (USMLE) Step 1, medical students commonly spend large amounts of time studying on their own or in groups. They also may participate in test-preparation activities offered by their schools. In addition, there is anecdotal evidence indicating that medical students increasingly purchase “board prep” publications and sign up for commercial coaching courses that may last several weeks and cost thousands of dollars.

The effectiveness of alternate approaches to preparing for Step 1 is unknown, though research on other high-stakes exams suggests that exam performance may be improved by coaching courses.1-4 In this article, we report the results of a recent survey of the strategies used by medical students to prepare for Step 1, and present our preliminary analyses of the relationships between preparation strategies and test scores.

Method

Participants in this study were chosen by taking a random sample of first-time Step 1 takers from U.S. and Canadian allopathic medical schools. In a survey following the June 1998 paper-and-pencil administration of Step 1, participants were asked about their study habits in relation to: the number of hours spent studying for Step 1 each week; the types of materials they had used when studying; the number of weeks of full-time study; and if applicable, a series of questions about coaching course(s). Survey responses from each participant were matched to his or her USMLE Step 1 scores, Medical College Admission Test (MCAT) scores, and undergraduate science grade-point average (GPA).

The survey questionnaires were mailed to a random sample of 3,958 first-time takers of Step 1. A total of 1,650 responded, but because MCAT scores and GPAs were not available for all examinees, only 1,217 were included in the analysis reported here. Initially, information about all the test-preparation materials and courses (methods) was examined descriptively. Then, to evaluate the usefulness of the various preparation methods, ordinary least-squares (OLS) regression analysis was employed. The variables included in the equation fell into four sets.

- Pre-matriculation Characteristics: MCAT total score (sum of biological sciences, physical sciences, and verbal reasoning scores) and adjusted science GPA.5 Scores were calculated using the following formula: adjusted science GPA = undergraduate science GPA x selectivity index + 1,000, where the selectivity index is equal to the mean Scholastic Aptitude Test score for students at the undergraduate school attended. This adjustment controls, to a degree, for the variation in grading stringency across undergraduate institutions.
- Study time: Weeks of full-time study and hours studied per week.
- Preparation methods: Use of USMLE materials, lecture notes, course syllabi, note-taking service, textbooks, commercial study guides, school materials, group study.
- Coaching course: A 0/1 dummy code that reflects participation in a coaching course plus an interaction term equal to the product of the dummy code and the MCAT total score.

Results

**Descriptive Information about Preparation Methods.** Analysis of the responses to the survey showed that 98% of the respondents had used commercial guides. In contrast, only 70% had used the official USMLE General Instructions, Consent Description and Sample Items Booklet, which was provided to all examinees with application materials. Other methods had been used less often: lecture notes (39%), note-taking services (6%), textbooks (44%), course syllabi (21%), preparation materials provided by the school (25%), and group study (25%).

The survey responses also indicated that 23% of the respondents had enrolled in a commercial coaching course. When asked about the emphasis of the coaching course, 57% of these respondents reported that it had focused on learning Step 1 content, but also included instruction on test-taking strategies. Twenty-eight percent indicated that the emphasis of their courses had been entirely on learning Step 1 content. Less than 5% reported that their courses had spent a majority of the time on test-taking strategies. Examinees were asked to subjectively rate the value of their courses on a scale of 1 to 5, with 1 being not helpful and 5 being very helpful. The examinees’ average rating was 3.2.

Analysis of mean scores attained by users versus non-users of certain study methods showed significantly better performances among examinees who had used the USMLE general instructions booklet, textbooks, course syllabi, and study materials provided by the medical school. Examinees who had enrolled in coaching courses received on average lower scores than those who did not enroll (Table 1). However, it should be noted that the examinees who had enrolled in coaching courses had significantly lower MCAT scores (28.8 versus 30.2) and adjusted science GPAs (3.70 versus 3.88). Differences in mean scores between users and non-users of other test preparation methods were smaller and statistically insignificant.

**Descriptive Information about Study Time.** In order to examine the effects of preparation time, the examinees were asked how many weeks they had spent studying for the exam full time and how many hours per week they studied during that time. Since these examinees were first-time takers from U.S. medical schools, the vast majority had recently completed their second year of medical school; thus, the number of weeks of full-time study was dependent to some degree on when they had completed their coursework. Analysis indicated that the examinees had studied for an average of 5.8 weeks and for 53 hours per week. Scores were positively correlated with weeks of full-time study. However, Step 1 performance showed little relationship to the number of hours of study per week.

**Regression Analysis of Factors Influencing Step 1 Scores.** A series of regression analyses were run to examine the relationships between Step 1 performance and exam-preparation strategies. The first analysis, the “full model,” included all four sets of predictors described previously: pre-matriculation characteristics, study time, preparation methods, and coaching course participation. Then, for each set, two regression equations were estimated: the first included just the predictors in the set, and the second included all predictors except those in the target set. The R² for the first equation provides an upper bound on the variance explained by the set; the difference between the R² for the full model and the R² for the second model provides a lower bound (the proportion of variance uniquely predicted by the set). The full model explained 33.6% of the variance in Step 1 scores. Table 2 provides the upper and lower bounds on the R² predicted by each set.
Table 1. Mean USMLE Step 1 Scores by Test-preparation Approach Used

<table>
<thead>
<tr>
<th>Approach</th>
<th>Approach Used</th>
<th>Not Used</th>
<th>p Value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>General instructions booklet</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean score</td>
<td>222.91</td>
<td>219.90</td>
<td>.009</td>
</tr>
<tr>
<td>No. students</td>
<td>851</td>
<td>366</td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>18.69</td>
<td>18.43</td>
<td></td>
</tr>
<tr>
<td>Lecture notes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean score</td>
<td>222.64</td>
<td>221.61</td>
<td>.549</td>
</tr>
<tr>
<td>No. students</td>
<td>468</td>
<td>749</td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>18.69</td>
<td>18.84</td>
<td></td>
</tr>
<tr>
<td>Note-taking service</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean score</td>
<td>224.12</td>
<td>221.83</td>
<td>.357</td>
</tr>
<tr>
<td>No. students</td>
<td>157</td>
<td>1150</td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>18.70</td>
<td>18.62</td>
<td></td>
</tr>
<tr>
<td>Textbooks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean score</td>
<td>224.39</td>
<td>219.70</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No. students</td>
<td>549</td>
<td>677</td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>18.28</td>
<td>18.64</td>
<td></td>
</tr>
<tr>
<td>Course syllabi</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean score</td>
<td>226.66</td>
<td>220.80</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No. students</td>
<td>250</td>
<td>967</td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>18.29</td>
<td>18.56</td>
<td></td>
</tr>
<tr>
<td>Commercial books about USMLE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean score</td>
<td>222.22</td>
<td>213.28</td>
<td>.010</td>
</tr>
<tr>
<td>No. students</td>
<td>1188</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>18.43</td>
<td>23.57</td>
<td></td>
</tr>
<tr>
<td>School materials about USMLE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean score</td>
<td>221.43</td>
<td>221.43</td>
<td>.000</td>
</tr>
<tr>
<td>No. students</td>
<td>304</td>
<td>913</td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>18.85</td>
<td>16.52</td>
<td></td>
</tr>
<tr>
<td>Study in groups</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean score</td>
<td>221.59</td>
<td>222.18</td>
<td>.576</td>
</tr>
<tr>
<td>No. students</td>
<td>305</td>
<td>906</td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>18.48</td>
<td>18.68</td>
<td></td>
</tr>
<tr>
<td>Coaching course</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean score</td>
<td>217.30</td>
<td>223.28</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No. students</td>
<td>279</td>
<td>338</td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>19.83</td>
<td>18.05</td>
<td></td>
</tr>
</tbody>
</table>

* From independent-samples t-test.

Results indicated that pre-matriculation characteristics accounted for nearly all of the explained variance. Study time explained a small amount of variance, with both weeks of study and hours of study per week having a small positive influence on scores. However, neither coaching courses nor preparation methods had a significant influence on scores. Further, the term measuring the interaction between coaching course enrollment and MCAT scores was not significant.

In order to focus on preparation methods in more detail, we examined each individual method separately, controlling for the pre-matriculation characteristics. The results showed that use of textbooks had a significant effect on Step 1 scores, although the effect was fairly small (1.9 points). The other preparation methods did not significantly affect scores.

Discussion

Studies of the possible effects of coaching courses have been reported for several post-secondary exams, but have been notably absent for the USMLE; the only studies we could locate were undertaken in the 1970s at single medical schools for the NBME Part I exam. In the first of these studies, Scott et al. found significantly higher scores in coached examinees in only one of the three years studied. They found that coaching offered greater benefit to students with lower basic science GPAs (first two years of medical school coursework) than did students with higher basic science GPAs. Students were surveyed as part of that study, and the vast majority of students thought the course had been beneficial. Both the authors and the students surveyed cited the relevance of the course content to Part I and the organization of the material as the most valuable features of the course. In contrast, Lewis and Kuske reported that after controlling for the examinees’ basic science GPAs, commercial review courses had no detectable effect on scores.

In the present study, the examinees had used several different strategies while preparing for the USMLE Step 1. By far the most common approach was to use commercially prepared study guides. These had been used by 98% of the survey respondents, indeed by more respondents than had used the traditional textbooks they are generally required to buy. The use of commercial study guides also eclipsed the use of materials prepared or approved by professional medical school educators, and eclipsed use of the USMLE publication designed specifically for Step 1 preparation. Ironically, the results obtained indicate that examinees may benefit by using standard texts, many of which they have already purchased. There was little or no evidence of achievement of higher scores as a consequence of using commercially prepared material, controlling for pre-matriculation characteristics and other study methods used.

Perhaps the most interesting finding in this analysis is the limited impact of coaching courses on scores. Several caveats must accompany this finding. First, students who enroll in coaching courses are self-selected, in some instances because they are concerned about their readiness to take Step 1. This self-selected group may disproportionately include students in academic trouble at their medical schools and those who have been warned that they are in danger of failing based on tests given in medical school. Second, time-intensive courses may compete with other preparation methods that are more effective or time-efficient. Third, our study lumped together all coaching courses, which vary in length, intensity, and training methods. With these provisos, our findings suggest that participation in coaching courses appears to have little effect on scores when controlling for educational antecedents, time of study, and other preparation methods.

Last, the reduction in sample size due to survey return rate and incomplete data was problematic. Examinees included in the study had slightly higher Step 1 scores (220.7 versus 216.1). Thus, there is some evidence to support the intuitive reasonableness of selection bias.

Correspondence: Raj A. Thadani, MA, NBME, 1750 Market Street, Philadelphia, PA 19103. E-mail: r.thadani@nbme.org.
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Effectiveness of Telehealth for Teaching Specialized Hand-assessment Techniques to Physical Therapists

WENDY BARDEN, HOWARD M. CLARKE, NANCY L. YOUNG, NANCY MCKEE, and GLENN REGEHR

Health care reform has changed the focus of patient care from primarily inpatient to an increased emphasis on outpatient services. The reductions in hospital beds, staff, and length of inpatient stays have led to an increased need for early referral of patients to health care professionals in the community. Unfortunately, a corresponding adjustment of outpatient resources has not occurred, resulting in an imbalance of resources making accessibility to the appropriate services in the community extremely difficult. This is especially true for outlying communities, since metropolitan centers have disproportionately large numbers of health care specialists. In North America, with its vast geographic areas, travel between the metropolitan centers and the rural communities is often problematic, creating difficulties for patients needing care and for rural practitioners, who experience a feeling of professional isolation.

Telehealth technology may provide an economically feasible solution to these concerns. Telehealth has been defined as the utilization of telecommunications technology to provide health care services and medical information over distance. Telehealth is the potential to improve services to rural communities by providing not only direct telemedical access to clinical specialists for patients, but also the opportunity for the efficient training of rural professionals in the necessary specialty care. A broad range of medical specialties has demonstrated the capabilities of telehealth to assess patients in remote areas. Much of this research, however, has focused on domains in which visual and/or auditory information is sufficient for accurate assessment. It is less clear whether telehealth assessment is equally effective for specialties where tactile interaction between the patient and health care professional is critical. For these situations the health care professional at the distant site must be the "consultant's hands."

There is a parallel in using telehealth for the purposes of clinical education. That is, telehealth may be effective for teaching knowledge-based topics, but many health profession domains, such as physical therapy assessment skills, have tactile components that require measurement and analysis. Training for these types of skills may require the application of telehealth beyond its current capabilities. The purpose of this research, therefore, was to determine the effectiveness of telehealth for teaching specialized assessment skills requiring "hands on" interaction with patients.

Method

Participants. In 1999, a total of 42 physical therapists from two Northern Ontario cities agreed to participate. They were stratified by city and were systematically allocated to one of three interventions to ensure that the groups were balanced according to age, gender, education, and type of educational format utilized at the university where the participants trained, prior physical therapy experience, prior telehealth experience, and type of current clinical practice.

Interventions. Three educational formats were used to teach five hand-assessment skills: volumetrics of the hand; total active movement of the index finger; joint mobilization of the proximal interphalangeal joint of the long finger; grip strength; and two-point discrimination of the ulnar nerve. The three interventions were self study (SS); direct face-to-face teaching (DT); and telehealth teaching (TT). The same information was provided to the therapists in each of the three formats. However, the manner in which this information was transmitted differed across the three formats.

The therapists assigned to the SS group were provided with a package containing written information that they were able to review over a three-day period. This material outlined how to correctly perform each hand-assessment skill based on the guidelines established by the American Society of Hand Therapists. There were approximately three pages of information per skill, including history, indications, contraindications, technique, and diagrams demonstrating performance of the skill. When given the documentation, these therapists were given instructions to learn the material independently in the same manner as they would normally.

The DT session involved approximately 3.5 hours of direct contact with the instructor and was organized such that the instructor taught each skill for 15 minutes, providing the relevant information as described above and demonstrating the skill using a standardized patient. Immediately following the teaching and demonstration of each skill, the therapists practiced in pairs for approximately 30 minutes using each other as the "patient," with the expectation that when they were not interacting with the instructor they would exchange ideas to solve problems and to perfect their performances. During the 30-minute practice period each pair also received five minutes of direct contact and interactive feedback from the instructor.

The TT session was identical in format and timing to the DT session. To ensure similarity of presentation, the primary investigator of the study was present at both teaching sessions. The primary difference between the DT and TT groups was that the participants were located together at one local telehealth site and the same instructor from the DT group was located at a second local telehealth site that was physically removed from the first. Participant-instructor interaction was therefore mediated using an intracity link between two facilities that housed compatible videconferencing equipment, thus eliminating the possibility of the direct "hands on" contact with the instructor during the interactive feedback components of the session.

Evaluation Instruments. A modified objective structural clinical examination format was used for both a pre-test evaluation and a post-test evaluation. Each participant performed the five skills consecutively on a single standardized patient, taking up to five minutes per skill. All five skills were evaluated by the same examiner (a content expert who was blinded to the intervention conditions), with a separate mark given for each skill. Two evaluation instruments were used for each skill. First, a five-point global rating scale with four domains—knowledge of the technique, the ability to perform the technique, instrument handling, and organizational skills—was used to assess the underlying characteristics of performance. Anchors were provided for points 1 (poor, unable to perform), 2 (poor), 3 (adequate), and 5 (excellent performance). The global score for each skill was calculated as the average of the scores for the four separate domains. (Beta) confidence intervals for the five skills) and construct validity (with skill level—novice versus intermediate versus expert—accounting for 20–67% of the variations in scores for the five skills). As a second measure of performance, the examiner completed a binary question addressing competency for each skill.
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Procedure. The research was conducted over two five-day periods one month apart in each of two Northern Ontario cities. For each city, the participating therapists individually attended a pre-test. These were scheduled for 30 minutes, and all were completed over a two-day period. Following each participant's pre-test, the participant was given instructions relevant to his or her teaching intervention. Those in the SS group were given the manual with appropriate instructions and given a time for their post-test session. Participants in the TT and DT groups were told when and where to arrive for the instructional session and were given a time for their post-test session. All participants were asked to avoid discussing the nature of the test with other participants prior to completion of the pre-test period, and participants from each group were asked not to discuss the training material across groups in order to avoid contamination of the experiment. At each city the TT session was held in the morning and the DT session was held in the afternoon of the third day. The post-test was conducted over the last two days, with the relative time of the post-test for each participant as close as possible to the relative pre-test time to ensure almost-identical delays between pre- and post-tests for all participants.

Results

Performance Scores. The summary statistics for the performance scores for all five skills are presented in Table 1. It is clear that the DT and TT groups approached excellent performance on all five skills after the intervention, whereas the SS group demonstrated only adequate performance on three of the five skills and poor performance for the two remaining skills. For all five skills, the intervention terms from the two-way ANOVAs suggest significant differences in the amounts of learning among the groups (F_{1,4} values ranged from 4.98 to 26.65, for all analyses, p < .01). The subsequent one-way ANOVA comparing the three groups on the pre-test showed no effect for any of the five skills (F_{1,4} values all less than 1.00, ns), suggesting that all three groups started at the same level. However, the one-way ANOVA comparing the three groups on the post-test showed powerful, significant effects of the group (F_{1,4} values ranged from 9.96 to 35.86, for all analyses p < .01), suggesting differences in abilities among the three groups after the intervention. A series of post-hoc Tukey tests demonstrated no significant difference between the DT and TT groups, but a significant difference between the SS group and both the DT and TT groups, suggesting that the members of the DT and TT groups learned equally well, and learned better than did those in the SS group. Finally, given the lower post-test scores for the SS group, a series of paired t-tests was performed on the SS group results to determine whether the SS group was a worthwhile intervention. For only three of the five hand assessment skills was there a significant difference in the pre-assessment and post-test performance (p < .05), and the difference scores for these three skills are relatively small, raising the question of whether the difference is clinically significant (see Table 1).

CompeNY Scores. A similar pattern of results occurred with the competency scores. The pre-test and post-test percent competency scores are presented in Table 2. Chi-square analyses of the pre-test competency assessments showed no significant differences between groups on any of the five skills (χ² ranged from 0.20 to 1.33, ns, with two being incalculable because all participants were evaluated as not competent), suggesting that individuals from each group were equally likely to be competent. By contrast, chi-square analyses of the post-test results revealed significant effects of group for all five skills (χ² ranged from 8.42 to 24.21, for all analyses, p < .01). A series of subsequent chi-square analyses comparing the methods by pairs again showed no significant difference between the DT and TT groups, but significant differences between the SS and TT groups and significant differences between the SS and DT groups for all five skills. Finally, a series of subsequent McNemar's tests was performed on the SS group competency results to determine whether this intervention was able to change the competency levels of subjects. For all five skills there was no significant change in competency levels for the SS group.

Discussion

The primary purpose of this study was to determine whether telehealth could be utilized to effectively teach specialized assessment skills to physical therapists. This study has demonstrated that telehealth may be used in this capacity.

The five hand-assessment and treatment techniques that were selected for this study all possessed components that would challenge the transmission capabilities of telehealth. Three of the skills—volumetrics, total active movement, and grip strength—required the participants to use primarily visual learning skills. All elements of these three skills are easily learned by watching a demonstration or studying written material. Therefore, it was of no great surprise that these three skills were successfully taught via telehealth. What was somewhat surprising were the low pre-test performance and competency scores for the grip-strength technique, since this skill is simple and frequently used in many areas of physical therapy. However, the low scores are easily explained by the strict guidelines set by the American Society of Hand Therapists that were used during the evaluation of the participating therapists.

The two remaining skills, joint mobilization and two-point discrimination, are not strictly visual but are skills that require tactile input. Initially, there was a concern on how transmission of tactile feelings could be transmitted via telehealth. With clear, concise instructions and appropriate camera placement it was demonstrated that these two skills could be learned.

In this study, it was demonstrated that telehealth teaching, when compared with the conventional teaching model of direct face-to-face teaching, resulted in no statistically significant difference between the performance scores for any of the five skills taught. However, when compared with self-study, there were statistically significant differences in the performance scores, suggesting that the telehealth group learned more. Both of these results suggest that telehealth may be used as effectively as the conventional method and more effectively than self-study to teach these five assessment skills.

In examining the competency scores for the telehealth and the direct, face-to-face groups there was once again no statistically significant difference between the groups at baseline. Differences in the competency levels were determined, however, after the educational intervention, indicating that groups had become more competent in all five skills. When the telehealth group was compared with the self-study group, there were statistically significant differences between the groups' competency scores for all five skills.

The results of this study must be interpreted with some caution. We did not, for example, ask the participants in the self-study group what they had done to prepare for the post-test. Thus, although we asked them to do what they would normally do if a patient were referred to them, we do not know what the participants in the SS group actually did or the length of time they might have spent preparing relative to the time spent in the formal intervention groups. It is unlikely that they spontaneously practiced, and even more unlikely that they sought external feedback for their practice, two components of the formal training programs that were likely very important. Further, we did not ask them what they would normally do in these circumstances, so without further study we cannot say whether the SS group's performance is representative of normal practice.

Similarly, we do not know the extent of contamination between the groups. Although the participants were specifically asked not...
Table 1. Mean Pre- and Post-test Scores of 42 Physical Therapists (in Three Groups) on Five Skills, University of Toronto, 1999*

<table>
<thead>
<tr>
<th>Skill</th>
<th>Group</th>
<th>Pre-test Mean (SD)</th>
<th>Post-test Mean (SD)</th>
<th>Difference Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volumetrics</td>
<td>Self study</td>
<td>2.23 (1.23)</td>
<td>3.19 (1.25)</td>
<td>0.95 (1.61)†</td>
</tr>
<tr>
<td></td>
<td>Direct teaching</td>
<td>2.17 (1.42)</td>
<td>4.63 (0.45)†</td>
<td>2.46 (1.36)</td>
</tr>
<tr>
<td></td>
<td>Telehealth teaching</td>
<td>2.23 (1.36)</td>
<td>4.50 (0.40)†</td>
<td>2.27 (1.13)</td>
</tr>
<tr>
<td>Total active movement</td>
<td>Self study</td>
<td>1.45 (0.40)</td>
<td>2.23 (1.08)†</td>
<td>0.78 (1.21)‡</td>
</tr>
<tr>
<td></td>
<td>Direct teaching</td>
<td>1.38 (0.51)</td>
<td>4.33 (0.75)†</td>
<td>2.94 (0.65)</td>
</tr>
<tr>
<td></td>
<td>Telehealth teaching</td>
<td>1.58 (0.68)</td>
<td>4.65 (0.59)†</td>
<td>3.08 (0.87)</td>
</tr>
<tr>
<td>Joint mobilization</td>
<td>Self study</td>
<td>2.98 (1.69)</td>
<td>3.66 (1.33)</td>
<td>0.67 (1.29)§</td>
</tr>
<tr>
<td></td>
<td>Direct teaching</td>
<td>2.62 (1.41)</td>
<td>4.92 (0.23)†</td>
<td>2.31 (1.46)</td>
</tr>
<tr>
<td></td>
<td>Telehealth teaching</td>
<td>2.69 (1.60)</td>
<td>4.85 (0.42)†</td>
<td>2.15 (0.51)</td>
</tr>
<tr>
<td>Grip strength</td>
<td>Self study</td>
<td>2.92 (1.22)</td>
<td>3.06 (0.84)</td>
<td>0.14 (1.52)§</td>
</tr>
<tr>
<td></td>
<td>Direct teaching</td>
<td>3.06 (1.91)</td>
<td>4.68 (0.23)†</td>
<td>1.62 (1.14)</td>
</tr>
<tr>
<td></td>
<td>Telehealth teaching</td>
<td>3.13 (1.24)</td>
<td>4.35 (1.13)†</td>
<td>1.22 (1.23)</td>
</tr>
<tr>
<td>Two-point discrimination</td>
<td>Self study</td>
<td>1.11 (0.26)</td>
<td>1.64 (1.03)</td>
<td>0.53 (1.05)‡</td>
</tr>
<tr>
<td></td>
<td>Direct teaching</td>
<td>1.13 (0.22)</td>
<td>4.10 (0.75)†</td>
<td>2.96 (0.83)</td>
</tr>
<tr>
<td></td>
<td>Telehealth teaching</td>
<td>1.12 (0.35)</td>
<td>4.04 (0.65)†</td>
<td>2.92 (0.63)</td>
</tr>
</tbody>
</table>

*Scores were on a global rating scale (1 = poor, unable to perform; 3 = adequate knowledge; 5 = excellent performance). See text for description of the three groups and the pre- and post-tests.
†Significantly different from self study on post-test by post-hoc Tukey test (p < 0.05).
‡Significantly improved from pre- to post-test using paired t-test (p < 0.05).
§No significant improvement from pre- to post-test using paired t-test.

to interact between groups, we did not subsequently determine the extent to which they had followed these instructions. This might limit the validity of the findings, although it is worth noting that the group that had more motivation to violate this injunction to speak to others continued to have lower scores.

Despite these potential limitations, the current study gives us great hope for the use of the telehealth medium for teaching not only technical information but also technical skills. Establishing telehealth as an effective teaching tool provides a method of continuing education to community health care professionals who need to perform these types of technical skills. Therefore, all professionals (nurses, therapists, doctors) would benefit from this technology, allowing increasingly early referral of complex cases to the community for ongoing rehabilitation. If telehealth is utilized to transmit and reach the required information, continuity of specialized care will be maintained with support provided to the community practitioner. Perhaps teaching of all assessment skills will not be possible, but telehealth will continue to provide a rich communication link between the acute care facilities and the community.

Table 2. Percentages of 42 Physical Therapists Identified as “Competent” in Each of Three Groups, on Five Skills, University of Toronto, 1999*

<table>
<thead>
<tr>
<th>Skill</th>
<th>Group</th>
<th>% after Pre-test</th>
<th>% after Post-test</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volumetrics</td>
<td>Self study</td>
<td>37.5</td>
<td>56.3</td>
<td>18.8†</td>
</tr>
<tr>
<td></td>
<td>Direct teaching</td>
<td>30.8</td>
<td>100.0†</td>
<td>69.2</td>
</tr>
<tr>
<td></td>
<td>Telehealth teaching</td>
<td>30.8</td>
<td>100.0†</td>
<td>69.2</td>
</tr>
<tr>
<td>Total active movement</td>
<td>Self study</td>
<td>0.0</td>
<td>12.5</td>
<td>12.5‡</td>
</tr>
<tr>
<td></td>
<td>Direct teaching</td>
<td>0.0</td>
<td>76.9†</td>
<td>76.9</td>
</tr>
<tr>
<td></td>
<td>Telehealth teaching</td>
<td>50.0</td>
<td>92.31</td>
<td>92.3</td>
</tr>
<tr>
<td>Joint mobilization</td>
<td>Self study</td>
<td>56.5</td>
<td>75.0</td>
<td>18.5‡</td>
</tr>
<tr>
<td></td>
<td>Direct teaching</td>
<td>53.8</td>
<td>100.0†</td>
<td>46.2</td>
</tr>
<tr>
<td></td>
<td>Telehealth teaching</td>
<td>36.5</td>
<td>100.0†</td>
<td>63.5</td>
</tr>
<tr>
<td>Grip strength</td>
<td>Self study</td>
<td>63.8</td>
<td>50.0</td>
<td>-13.8‡</td>
</tr>
<tr>
<td></td>
<td>Direct teaching</td>
<td>61.5</td>
<td>100.0†</td>
<td>38.5</td>
</tr>
<tr>
<td></td>
<td>Telehealth teaching</td>
<td>61.5</td>
<td>84.6†</td>
<td>23.1</td>
</tr>
<tr>
<td>Two-point discrimination</td>
<td>Self study</td>
<td>0.0</td>
<td>6.3</td>
<td>6.3‡</td>
</tr>
<tr>
<td></td>
<td>Direct teaching</td>
<td>0.0</td>
<td>76.9†</td>
<td>76.9</td>
</tr>
<tr>
<td></td>
<td>Telehealth teaching</td>
<td>0.0</td>
<td>76.9†</td>
<td>76.9</td>
</tr>
</tbody>
</table>

*See text for description of groups and the pre- and post-tests.
†Significantly different from self study on post-test by chi-square (p < 0.05).
‡No significant improvement from pre- to post-test using McNemar test.
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A Controlled Trial of an Interactive, Web-based Virtual Reality Program for Teaching Physical Diagnosis Skills to Medical Students

JULIE A. GRUNDMAN, ROBERT S. WIGTON, and DEVIN NICKOL

Multimedia instruction offers many potential advantages over traditional methods of instruction. Multimedia programs can interact with the learner, use graphic images, sound, and video, and keep track of progress. Students complete programs at their own pace while accessing material both at school and at home. Multimedia instruction can provide an interactive alternative to lectures and textbooks by quieting the student over concepts as they are presented and requiring that the student think about the material before proceeding.

While several studies have found that multimedia instruction can be more efficient by reducing instructor and classroom time, few have been able to show an increase in learning when compared with traditional methods of instruction.6 7 Santer and colleagues compared a multimedia textbook with a lecture presentation on the same material and found an increase in the post-test scores of the multimedia group, but no difference when they compared the multimedia group with a group using a printed textbook.8 Studies comparing multimedia and traditional approaches to learning in the areas of psychology and computer science instruction suggest an improvement in students' performances using the multimedia version.9 Thus, there is a need for well-designed studies to determine whether multimedia instruction more effectively facilitates students' learning— including medical students' learning—than do traditional methods.

Multimedia instruction is particularly well suited to help students learn physical diagnosis. Sound, pictures, and movies augment the learning of examination skills and diagnosis findings by allowing students to hear heart and lung sounds, watch videos of physical examination procedures, and see more pictures of pathologic findings than can be included in a textbook or lecture. These visual and audio aids should increase students' recognition of these findings when encountered in patients.

We wished to test whether a Web-based multimedia program using interactive learning and virtual reality would be more efficient and effective than traditional print-based self-study by medical students. To accomplish this, we designed a course on physical examination of the eye and ear. Using this material, we conducted a controlled study of first-year medical students to determine whether having students use a multimedia version of the course resulted in a change in the time spent with the material and an increase in knowledge gained when compared with having students study a printed version of the same material.

Method

Participants. All 126 first-year medical students at the University of Nebraska Medical Center College of Medicine were invited to participate in this study in 1999. Of these, 121 volunteered. We obtained Institutional Review Board approval and participants gave informed consent.

Multimedia Course. We designed two courses, one about the eye and the other about the ear, to help first-year medical students learn physical diagnosis skills and tests. To minimize contamination, the subject matter chosen represented important clinical skills that ordinarily would not be presented at this time and was not part of the regular first-year curriculum. Besides ophthalmoscopy and fundoscopy, topics included the interpretation of audiograms and tympanograms, as well as recognition of acute otitis media, chronic otitis media, papilledema, glue ear, and diabetic retinopathy. Some of the topics were chosen because we predicted they could be more effectively taught multimedia presentations. We estimate the course took 100 hours to create at a cost of $300 in materials and $3,000 in student labor.

After developing the courses, we created both a multimedia and a printed version of the course materials. The multimedia version emphasized interactivity and included many pictures and QuickTime virtual reality (QTVR) movies of the funduscopic examinations and otoscopy. These movies showed normal and pathologic views of the retina and tympanic membrane as they would be seen through an ophthalmoscope or otoscope. Students were asked to scan around the entire picture searching for pathology, just as they would when examining actual patients. In addition, the multimedia version led students on a defined path through the program by presenting a concept on each page and then requiring that the student respond to a question about the concept before proceeding. Correct answers allowed the students to proceed while students giving incorrect answers were provided with immediate feedback before continuing. The multimedia version differed from the printed version in that it included interactive questions and contained more color pictures.

Study Design. The students took a pre-test before the course and a post-test afterwards. The pre-test consisted of 20 multiple-choice questions about physical examination skills and findings related to the eye and ear. The class had already been divided into 12 small study sections. In order to provide two groups matched with regard to their knowledge of the subject matter, we divided the existing study sections into two groups matched on average pre-test score. Group A (n = 60) used the printed manual for the ear material and the multimedia program for the eye material. Group B (n = 61) did the reverse.

Students could access the materials only one week before the post-test. We used three methods to track the time spent. The computer logged access and time spent with the multimedia material. To use the printed version, students had to check it in and out of the library reference desk, creating a log of the time spent. In addition, we asked the students to keep their own records of the time spent. This was reported on a post-study questionnaire. As an incentive, the student with the top score in each of the two groups was awarded a $25 cash prize.

The post-test was given in two sections. The first portion consisted of ten multiple-choice questions presented on the computer and included questions regarding virtual-reality simulations of fundoscopy and otoscopy. The second portion of the post-test, given on the following day, consisted of 40 multiple-choice questions, 20 on the eye and 20 on the ear. These questions included general fact-based questions, images, and case studies. All questions and images were different from those used in either the written or the multimedia version.

Evaluation and Analysis. The level of the students' acceptance of the program was evaluated with a written survey. The students were asked which instructional method they preferred, how much time they had spent, and how they rated their learning using each method.
TABLE 1. Post-test Scores and Time Spent by Instruction Method, University of Nebraska College of Medicine, 1999*

<table>
<thead>
<tr>
<th>Skill</th>
<th>Multimedia Method</th>
<th>Printed-version Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>Questions correct</td>
<td>Mean No.</td>
</tr>
<tr>
<td>Eye A</td>
<td>15.9</td>
<td>64</td>
</tr>
<tr>
<td>Ear B</td>
<td>16.1</td>
<td>64</td>
</tr>
</tbody>
</table>

* A total of 121 first-year medical students (60 in Group A, 61 in Group B) took the post-test to examine their skills in topics related to physical diagnosis skills and tests concerning the heart and ear. All comparisons between multimedia and printed version are significant at p < .05 (MANCOVA).
† Confidence interval.

Post-test scores were analyzed using multiple regression and ANCOVA, controlling for time spent on the multimedia or printed versions, section, pre-test scores, scores on the Medical College Admission Test (MCAT), and college grade-point average (GPA).

Results

To ensure that the two groups were equivalent, we compared them with regard to their members’ MCAT sections’ scores, undergraduate GPAs, and mean pre-test scores. The pre-test scores were similar, with Group A correctly answering 8.65 of 20 (43.3%) and Group B correctly answering 8.52 of 20 (42.6%). There was no significant difference between the groups’ mean Verbal Reasoning MCAT scores, Physical Sciences MCAT scores, Biological Science MCAT scores, total undergraduate GPAs, and pre-test scores. Reliability for the paper-based portion of the post-test was 0.69 using the Kuder Richardson formula 20.

The students who used the multimedia version of the eye or ear course scored higher on the respective post-tests than did the students who used the printed version, when compared using univariate analysis (see Table 1). This higher achievement in the multimedia version persisted when pre-test scores, MCAT scores, and undergraduate GPAs were controlled for by entering those variables into multiple regression analysis. Multiple regression analysis showed that both use of the multimedia version and the time spent were predictors of the eye course’s post-test score ($r^2 = 0.24$). Only the use of the multimedia version and not time spent predicted the ear course’s post-test score ($r^2 = 0.11$). Interestingly, the students who used the multimedia version did not score higher on the subset of questions dealing specifically with the virtual-reality simulations or on the computer-based subset.

Students using the multimedia version spent more time on the material than did those using the printed version (see Table 1). However, an increase in time could have resulted in an increase in the post-test score. With this possibility in mind, we found that when time and pre-test score were controlled for using ANCOVA, students using the multimedia version still performed better than did those using the printed manual ($p < .001$). The only correlation between time and post-test score occurred with the multimedia version of the eye information ($r^2 = 0.61$, $p < .0001$).

The results of the written survey showed that 78% of the students preferred the multimedia version to the printed version and were interested in using similar programs for other areas of physical diagnosis. Most students indicated that their learning had been more effective using the multimedia version, and stated that they had enjoyed the virtual-reality movies and interactivity. The students did not report any difficulty in accessing either the computer or the printed version of the program.

Discussion

As described above, we found that students using an interactive multimedia program improved more than did those using a printed manual with the same content. The students spent more time using the multimedia version but also improved more, given the time spent. These findings indicate that the multimedia program was more effective.

Which aspects of the program led to this increase in post-test score? Results showed that the increased time accounted for some, but not all, of the gain. The gain in knowledge could have been due to the increased time that students spent on the multimedia version, but this did not appear to be the case, since even after taking time into account, the multimedia program still showed a greater improvement. The virtual-reality movies may have contributed, but our results showed improvement in all parts of the post-test, not just those dealing with virtual reality. The interactive dialog probably played a large role in the program’s effectiveness by encouraging the students to work through problems, inducing them to take more time on particular tasks and probably to give more attention to the material. The computer itself could have affected the results, but there was no indication that this was the case, since the multimedia group had a higher post-test score but not a higher score on only the computer-based questions.

There are several limitations to the generalization of these results. We have not yet measured the long-term retention of the information, or whether the students who used the multimedia version perform better when examining patients. The latter activity may be best assessed using a performance-based assessment tool, such as an objective structured clinical examination. The multimedia version had more illustrations, but the results suggest this was not a major cause of the differences in achievement, since the scores were not better on the computer part or on the few questions that involved pictures or feature recognition. The ability to include more pictures is an inherent advantage of multimedia programs over textbooks, where the cost of color pictures generally precludes their inclusion. Finally, we studied first-year students at only one medical school, so the generalizability of these results in other settings and other courses should be confirmed.

In our study, we selected two specific content areas that we thought were well suited to multimedia. But other areas of physical diagnosis may show a similar benefit when using multimedia as a learning resource, such as having the ability to listen to heart and lung sounds. Studies have already shown this to be of benefit in teaching cardiac auscultatory skills.

Is multimedia instruction more efficient in the medical school setting? Multimedia programs can be reused and offer flexible scheduling, but complex programs may take considerably more time to develop. Lyon found that a multimedia program reduced instructor time with no loss of student achievement. In our study, the students spent more time with the multimedia version, and the time spent resulted in greater achievement, but this version required greater development time. Our experience suggests that whether a multimedia program results in gains in efficacy may depend on the nature of the subject and the learning mode it replaces.
Conclusion

Our study suggests that multimedia learning incorporating interactivity and virtual reality, is more effective than traditional approaches to teaching the eye and ear sections of the physical examination. Learning was enhanced in all areas, not just those dealing with virtual reality or the multimedia. The implications are that more multimedia courses in physical diagnosis techniques should be developed and evaluated. Further study is needed to determine what aspects of multimedia learning are most effective and how well the results found here will apply to other areas of the curriculum.

Correspondence: Robert S. Wighton, MS, MB, Section of General Internal Medicine, University of Nebraska Medical Center, 984285 Nebraska Medical Center, Omaha, NE 68198-4285; e-mail: (Wighton@unmc.edu).
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Research into the impact of continuing medical education (CME) demonstrates that effective interventions include practice-enabling or reinforcing strategies, sequential activities, and/or a high degree of interaction among participants. Problem-based learning (PBL), a strategy used in CME, engages participants in small-group interactive learning, creating a context that reflects the practice setting by presenting actual cases as problems to be solved. PBL specifically has been shown to be an effective learning strategy in CME.

Traditionally, PBL participants have been required to be in the same place at the same time, but now the Internet enables interpersonal interaction that is independent of time and place. Using asynchronous (delayed) interaction via bulletin board, learners in different locations can participate in on-line discussions at times convenient for them. For physicians this removes barriers (e.g., geographic location, practice responsibilities) to participating in conventional CME programs and interacting with fellow learners. Although the Internet provides many opportunities for medical education, a recent search of the medical literature revealed few studies of its use for interpersonal interaction in medical education, and only one study of on-line PBL. In that study, Chan7 attempted to determine the effectiveness of an on-line PBL program in a randomized controlled trial of 23 physicians. Group process, however, was not the focus of study, and the number of messages was small (35 over two months).

Barrows advocates that successful PBL requires facilitators to perform four functions: navigating (guiding the group through the activities), facilitating (maintaining a constructive group process), questioning (using questions to deepen understanding), and diagnosing (monitoring learners' progress). Berge and Collins suggest facilitator roles for general on-line discussions, which include pedagogic (ensuring the educational task is accomplished), social (creating a friendly environment), managerial (managing organizational elements), and technical (ensuring comfort with the technology) roles.

The purposes of the present study of an Internet (on-line) CME PBL discussion were (1) to describe the roles of facilitators, both on-line and off-line, that enable on-line discussion; (2) to determine factors that influence learners' participation in the on-line discussion; and (3) to determine learners' satisfaction with the on-line discussion. The study was a process evaluation, which documents and assesses the implementation of a program's activities to guide further program planning.

Method

Family practitioners in Nova Scotia comprised the target population, but other physicians could register. We recruited participants by advertising the program locally and demonstrating it at a provincial CME event. The intervention, carried out in 1999, was an on-line case-based learning module on medication-induced headache (MIH) developed by a neurologist for a conventional PBL CME workshop and modified for Internet presentation. We chose this program because the original workshop was successful and the neurologist is an expert PBL facilitator interested in Internet learning.

We used Web-CT educational courseware for the module. Besides the case-based discussion in the bulletin board, the module included a "lecture," a quiz, a glossary, and references. We encouraged learners to review the lecture before joining the discussion. To meet the College of Family Physicians of Canada accreditation criteria for on-line CME programs; i.e., that the program be available for a defined time period and provide the opportunity for physician interaction, the module was available for one month and participants were required to post at least one message in the bulletin board.

Using Berge and Collins' facilitator roles, we outlined two general roles for the facilitators of the on-line PBL discussion. These were (1) the pedagogic, or content, role, assumed by the neurologist or content facilitator; and (2) a combined social (creating a supportive environment), managerial, and technical role, assumed by two educators. A graduate student familiar with Web-CT also provided technical support.

We collected data using the Web-CT electronic activity record, the program evaluation questionnaire, facilitators' records of on-line and off-line activities, bulletin board discussion transcript, a log of technical problems, and interviews with registrants who did not participate. The questionnaire was designed to evaluate all components of the on-line program and consisted of 51 closed-ended and seven open-ended questions. For this study, we used the nine closed-ended and one open-ended questions that addressed the case and bulletin-board discussion, and three closed-ended and one open-ended question that addressed the general usefulness of the module. Participants completed the questionnaire electronically or on paper.

Evaluation questionnaires received electronically were automatically entered into the Web-CT database, which computes descriptive statistics. We manually entered evaluations received by paper. For the bulletin board discussion transcript, we used content analysis to categorize data and identify themes.

Results

The 31 registrants were 28 family physicians, two family medicine residents, and one neurologist. The electronic activity record showed that 12 registrants did not participate. Of these, three did not log into the program, and nine accessed the home page only. We attempted to contact these 12 and received responses from four. Two were unable to log on and had not contacted the "help line." One reported personal computer failure and another had become "too busy." Of the 19 who accessed the MIH module content, 14 participated in the on-line case discussion.

Fifteen of the 19 (79%) participants who accessed the module completed the evaluation questionnaire. These included the 14 who posted messages and one who read bulletin board messages but did not post any. List 1 summarizes their demographic and computer usage data.

Table 1 summarizes the same 15 respondents' ratings of items addressing the case discussion and the overall course. Items the learners rated most highly included relevance of the content to their practices and the prompt response of the content facilitator to their messages. One learner commented on how the content facilitator responded, "Dr. E. made sure no one felt stupid about asking a question, which is very important." They rated items addressing the bulletin board the lowest. Related comments included.
List 1. Respondents' Demographic and Computer-use Data,
Dalhousie University, 1999

<table>
<thead>
<tr>
<th>Sex</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>6</td>
</tr>
<tr>
<td>Women</td>
<td>8</td>
</tr>
<tr>
<td>Not noted</td>
<td>1*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Years in practice</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;5 years</td>
<td>4</td>
</tr>
<tr>
<td>5–10 years</td>
<td>1</td>
</tr>
<tr>
<td>11–20 years</td>
<td>6</td>
</tr>
<tr>
<td>21–30</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rating of computer skills</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Beginner</td>
<td>7</td>
</tr>
<tr>
<td>Average</td>
<td>6</td>
</tr>
<tr>
<td>Expert</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>What attracted you to take this course?</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest in headache</td>
<td>1</td>
</tr>
<tr>
<td>New technology</td>
<td>9</td>
</tr>
<tr>
<td>CME credit</td>
<td>0</td>
</tr>
<tr>
<td>Convenience</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>How many times did you go into the module?</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Once</td>
<td>2</td>
</tr>
<tr>
<td>Twice</td>
<td>1</td>
</tr>
<tr>
<td>3 times</td>
<td>1</td>
</tr>
<tr>
<td>&gt;3 times</td>
<td>9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>On average, how long did you spend each time you were in the module?</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;30 min</td>
<td>3</td>
</tr>
<tr>
<td>30–60 min</td>
<td>8</td>
</tr>
<tr>
<td>1–2 hours</td>
<td>2</td>
</tr>
<tr>
<td>&gt;2 hours</td>
<td>2</td>
</tr>
</tbody>
</table>

* Not all of the 15 respondents to the evaluation questionnaire described in this article answered all the questions concerning demographics and computer use.

"A very frustrating experience because my computer skills were not advanced enough," and "Takes a while to get used to the bulletin board." Thirteen of the 15 respondents indicated that they wished to have more discussion-based online modules and would recommend this module to their peers. Supporting comments included, "The bulletin board was great once you got in" and "I think CME online will prove to be a Godsend for us rural physicians."

The bulletin board discussion transcript included 122 messages. The content facilitator posted 46 messages; the educator facilitators, 23; and the 14 learners, a total of 33. The numbers of messages posted per learner ranged from one to seven, with an average of 3.8 messages per learner. The learners posted most messages in the last two weeks of the program. Most entered the bulletin board to post messages only once, although some wrote more than one message at that time. They interacted with the case and facilitators but rarely with each other.

Analysis of the bulletin board transcript revealed four themes. These were: content (discussion of the case and questions, 50 messages), facilitative (supportive and encouraging comments, 22 messages), introductory (personal introductions, 16 messages), and administrative/technical (related to technical or logistic issues, four messages). The content expert and the learners posted all the content messages and the educators posted 16 of the 22 facilitative messages.

The content facilitator accessed the bulletin board about every second day and responded to each new learner message, giving positive feedback and stimulating critical thinking. He spent a total of about 90 minutes on-line per week. The educator facilitators accessed the bulletin board on alternate days to welcome and encourage learners and note problems. They also spent a total of about 90 minutes on-line per week. Off-line facilitator activities included contacting registrants to encourage participation, monitoring progress, and resolving problems. The content facilitator spent about 30 minutes per week in off-line activities, and the educators, about five hours per week. In addition, the facilitators undertook pre-course activities to encourage participation. These included faxing participants a welcome letter, instructions, and help line information; conducting a teleconference to explain the on-line process; and posting a welcome message in the bulletin board.

Learners reported five technical problems to the help line. Four reported difficulty accessing the Web site, and one could not post a message in the bulletin board. Staff responded as promptly as possible and resolved each problem.

Discussion

Analysis of the on-line discussion confirmed that the anticipated facilitator roles were fulfilled. As content facilitator, the neurologist increased the depth and breadth of the content discussion, and the educator facilitators performed a social and supportive role by welcoming and encouraging learners. However, the neurologist, through his supportive style and prompt responses, also fulfilled a social role, and, in fact, may not have needed the assistance of the educator facilitators. A program in which the content expert is less skilled in PBL facilitation may benefit more by the addition of a skilled facilitator. Encouraging participation was an important role, expanding to off-line activities and requiring more time than anticipated. The on-line administrative/technical role was small, but it was a critical off-line function.

Despite these roles there were deficiencies in the PBL discussion. Equal learner participation is a goal of PBL, but because most learners entered the discussion in the final week or two and often

Table 1. Mean Ratings of Items Addressing Case Discussion in the Bulletin Board and Overall Course by 15 Physician Participants in a CME Online PBL Program, Dalhousie University, 1999*

<table>
<thead>
<tr>
<th>Item</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The case content was applicable to my practice.</td>
<td>4.4 (0.7)</td>
</tr>
<tr>
<td>The case stimulated my thinking about patients in my practice.</td>
<td>3.8 (0.9)</td>
</tr>
<tr>
<td>The questions in the case clarified my understanding of the content.</td>
<td>3.7 (0.6)</td>
</tr>
<tr>
<td>The bulletin board was useful.</td>
<td>3.5 (1.2)</td>
</tr>
<tr>
<td>I received enough instruction in the use of the bulletin board.</td>
<td>3.6 (1.0)</td>
</tr>
<tr>
<td>I felt comfortable participating in the bulletin board.</td>
<td>3.6 (1.4)</td>
</tr>
<tr>
<td>Participating in discussions enhanced my understanding of the subject.</td>
<td>3.8 (0.9)</td>
</tr>
<tr>
<td>Discussions added value to the module.</td>
<td>3.9 (1.0)</td>
</tr>
<tr>
<td>The instructor responded promptly to my questions.</td>
<td>4.1 (0.7)</td>
</tr>
<tr>
<td>The on-line case-based format is an effective learning method for me.</td>
<td>3.8 (0.9)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item</th>
<th>No. Saying</th>
</tr>
</thead>
<tbody>
<tr>
<td>Based on this experience I would like to do more on-line modules.</td>
<td>Yes 13</td>
</tr>
<tr>
<td>Based on this experience I would recommend the module to my peers.</td>
<td>No. 2</td>
</tr>
</tbody>
</table>

* Rating scale: 1 = strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, 5 = strongly agree.
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did not respond to messages, facilitating an ongoing discussion was difficult. Also, as few learners interacted with each other, the discussion was teacher-centered as opposed to learner-centered. A contributing factor may have been the requirement that learners post only one message in the bulletin board to receive credit. Interaction in future modules may be improved by requesting that each participant post messages weekly and respond to co-participants.

Barriers to health care professionals' adopting new communication technologies are numerous, and include the lack of adequate technical, economic, organizational and behavioral knowledge. Lessening these barriers requires intensive learning strategies. Participating in an Internet discussion requires physicians to both adopt a new technology and change their learning behaviors. When asked what had attracted them to taking this course, nine of the 15 participants indicated “the opportunity to use new technology,” but, with respect to their technical knowledge, seven participants rated their computer skills as “beginner.” Although we provided printed instructions, a help line, and off-line support by educational facilitators, at least two registrants did not participate in this program and another two would not participate in future programs because of technology-related issues. Our findings reinforce the need for educational software that can be easily used by learners who may lack computer proficiency and have little time for or interest in mastering new technology. Providing more extensive training may increase participation, but scheduling this for busy physicians whose time is limited is difficult.

This study had several limitations. The study population was small and the learners chose to participate, so it may not represent a larger physician group. Generalizability is also limited by the lack of a control group, and although the evaluation questionnaire demonstrated face validity through a pilot-testing process, we did not test it for reliability. Of the 31 registrants, only 19 (62%) participated in the program. We learned the reasons for non-participation, important data for this study, of only four of the 12 non-participants. Ensuring reliability of the tool before repeating the study, replicating it with other populations, and being more aggressive in contacting non-participant registrants would strengthen future similar studies. In spite of limitations, this study provides insight into facilitators' roles in on-line PBL discussions and factors influencing learners' participation. It supports the view that on-line facilitators perform several roles on-line and off-line, and suggests that a challenge for facilitating PBL discussions is to promote ongoing learner-learner interaction as opposed to one-time learner-teacher interaction. Current technology hinders participation, while prompt and supportive responses by facilitators to learners' messages encourage it. All but two of the 15 learners completing the evaluation said that they would like to have more modules, indicating that the benefits outweighed the disadvantages.

Placing this small study within the context of physicians' learning, technology adoption, and behavioral change assists in considering its implications. PBL is an effective CME learning method that uses participant interaction. The Internet is a powerful tool that removes traditional barriers to both physicians' participation in CME and their interaction with co-participants, but it creates new barriers related to technology and behavioral change. We need to learn ways to overcome these barriers, a task that may become easier as communication technologies and software applications improve, and as physicians entering the workforce become more experienced in using computers.
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Correlates of Physicians' Endorsement of the Legalization of Physician-assisted Suicide

KAREN D. NOVIELLI, MOHAMMADREZA HOJAT, THOMAS J. NASCA, JAMES B. ERDMANN, and J. JON VELOSKI

Although most physicians recognize a duty to provide compassionately end-of-life care, they often feel ill prepared to do so. Of particular controversy is physician-assisted suicide. Physician-assisted suicide is commonly defined as the practice of providing a competent patient with a prescription for medication for the patient to use with the primary intention of ending his or her own life. In a recent survey of approximately 2,000 U.S. physicians, 3.3% reported that they had written at least one prescription to hasten death.1 Eleven percent reported they would write a prescription to hasten death if requested to do so under the current legal system. If legalized, 36% of the physicians would be willing to write a prescription to hasten death.

Consistent with the diversity of physicians' opinions about the practice of assisted suicide, attitudes toward its legalization are also divided. When physicians in Michigan were asked to choose between legalizing or banning assisted suicide, 56% favored legalizing it, while 37% voted for a specific ban.1

Several studies have examined the demographic correlates of physicians' attitudes toward assisted suicide. Although age and sex were unrelated to opinions about assisted suicide,1 race was related. Furthermore, physicians' and patients' preferences for particular approaches to end-of-life care followed similar racial patterns. White physicians were more likely than African American physicians to endorse assisted suicide in terminal care scenarios.8 Catholic and devoutly religious physicians were also less likely than others to endorse it.5

Physicians' specialties may also help explain these differences of opinion. Oncologists were more likely to oppose assisted suicide.5 Similarly, support was higher among psychiatrists than among emergency medicine physicians.5,9 Only one study investigated the rationales for physicians' views on assisted suicide. One third of physicians in this study felt that it was immoral, 34% felt that it violated professional ethics, and 30% felt that it conflicted with their own religious beliefs.10

Since the legalization of physician-assisted suicide is an area where opinion is sharply divided, research is needed to understand the basis of physicians' beliefs about it. This study was designed to examine the extent and correlates of physicians' endorsements of the legalization of assisted suicide with regard to their specialties, sex, and opinions about certain other contemporary issues in the U.S. health care system.

Method

Graduates of Jefferson Medical College from the classes of 1987–1992 (N = 1,271) who were practicing medicine in the United States comprised the study population. Based on a search of relevant literature and two pilot studies,11 a survey was developed that consisted of 33 items to be answered on a five-point Likert scale ('strongly agree' = 5, 'strongly disagree' = 1). The survey addressed five aspects of changes in the U.S. health care system influencing medical education, quality of care, patient referral, cost of care, ethical issues, and sociopolitical matters11 (copies of the survey are available from the authors). The item reading, "Physician-assisted suicide should be legalized" was used as the dependent variable in the present study.

The questionnaires were mailed in May 1998, followed by three reminders mailed to non-respondents at three-week intervals. Useable forms were returned by 835 physicians (66% response rate), of whom 830 responded to the item on the legalization of physician-assisted suicide. The respondents included 578 (69%) men and 257 (31%) women, with a mean age of 35.8 years. The specialties of respondents were distributed as follows: family practice, 116 (14%), general internal medicine, 85 (10%), pediatrics, 38 (5%), emergency medicine, 49 (6%), obstetrics-gynecology, 34 (4%), surgery and surgical subspecialties, 47 (6%), psychiatry, 28 (3%), hospital-based specialties (anesthesiology, pathology, and radiology), 97 (12%), medical subspecialties, 86 (11%), and other specialties and subspecialties, 255 (30%). Statistical analysis included bivariate and multivariate correlation, ť test, chi-square, and ť test for proportions.

Results

No significant difference was found between respondents and non-respondents with respect to gender (31% versus 33% women, respectively), age (35.8 versus 35.9 years), full-time salaried faculty appointment (14% versus 12%), and primary care practice (which was defined as family medicine, general internal medicine, and general pediatrics) (29% versus 34%).

Similarly, no difference was found for academic performance measures such as scores on the United States Medical Licensing Examinations, Steps 1–3, and clinical competence ratings provided by residency program supervisors at the end of the first postgraduate training year in three competence areas of "data-gathering and processing skills," "interpersonal skills and attitudes," and "socioeconomic aspects of patient care."

Respondents' Endorsement of Legalization of Physician-assisted Suicide. Of the 830 respondents, 284 (34%) endorsed legalization—73 (9%) "strongly agreed," and 211 (25%) "agreed"; and 340 (41%) opposed it—189 (23%) "disagreed," 151 (18%) "strongly disagreed," and 206 (25%) expressed "no opinion." The response patterns were similar for physicians who graduated in the six different cohorts.

Correlates of Endorsement of Legalization of Assisted Suicide. The endorsement rates for legalization of physician-assisted suicide were examined by the following variables:

- Demographics. Endorsement of legalization was unrelated to age and gender. Although the small number of African-American and Hispanic physicians in the sample was insufficient for meaningful statistical analysis, Asian physicians (n = 48) were significantly more likely (63%) than were whites (n = 557) to endorse (43%) legalization (p < .01).
- Specialty. Orthopedic surgeons endorsed assisted suicide at the highest rate, which was 52%, followed by psychiatrists (41%), and physicians in the hospital-based specialties (40%). The lowest rates were for medical subspecialists (23%), general internists (28%), emergency medicine physicians (31%), family physicians (33%), and general pediatrics (34%). These differences in attitudes toward legalization among specialties were statistically significant (Chi-square = 33.7, p < .05).
- Postgraduate ratings of clinical competence. The physicians who endorsed legalization had been rated significantly lower by their
Table 1. Bivariate and Multiple Correlations and Regression Coefficients Predicting 530 Physicians' Endorsements of Physician-assisted Suicide, Jefferson Medical College*

<table>
<thead>
<tr>
<th>Predictor†</th>
<th>Bivariate r</th>
<th>Regression Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physicians should utilize to maintain the influence of their profession.</td>
<td>.17§</td>
<td>.12‡</td>
</tr>
<tr>
<td>The present paradigm of medical education does not take into account the psychosocial factors related to illness.</td>
<td>.15§</td>
<td>.15§</td>
</tr>
<tr>
<td>Government should be responsible for regulating policies that influence the quality of care.</td>
<td>.12§</td>
<td>.12‡</td>
</tr>
<tr>
<td>Learning to work in a changing health care environment should become an essential part of medical education.</td>
<td>.11§</td>
<td>.14§</td>
</tr>
<tr>
<td>Physicians involved in HMOS or other types of managed care order fewer tests than those in private practice.</td>
<td>.11§</td>
<td>.12‡</td>
</tr>
<tr>
<td>The future of health care should be based on the needs of society not on the satisfaction of physicians.</td>
<td>.11§</td>
<td>.09§</td>
</tr>
<tr>
<td>Physicians involved in managed care have the same dedication to their patients as physicians in fee-for-service.</td>
<td>.08§</td>
<td>.08§</td>
</tr>
<tr>
<td>Intercept</td>
<td>2.3§</td>
<td>.30§</td>
</tr>
<tr>
<td>Multiple R</td>
<td>.30§</td>
<td>.30§</td>
</tr>
</tbody>
</table>

*Participants were 530 physicians who graduated from Jefferson Medical College between 1987 and 1992.
† Each item on 33-item survey that correlated either positively or negatively with respondents' endorsement of physician-assisted suicide.
‡ p < .05; § p < .01.

Discussion, Conclusions, and Implications

The findings of the present study support prior research showing that physicians hold widely disparate views regarding the legalization of physician-assisted suicide. More physicians in our study were opposed to legalization (41%) than supported it (34%), and a significant fraction of these physicians (29%) had not formed an opinion. The proportion of physicians in our study favoring legalization was similar to those in other survey work in this area.13 Most all respondents endorsed medical school preparation for, and subsequent provision of, compassionate care at the end of life (92%), suggesting that the differences of opinion related only to the controversial area of assisted suicide and not to caring for the dying patient in general.

Our study found that physicians in the people-oriented specialties most associated with direct and ongoing patient contact that included treatment of dying patients (general medicine, family medicine, and medical subspecialties) were less likely to endorse legalization than were technology-oriented physicians, including hospital-based specialists and orthopedic surgeons. Experience with the first year of legalized physician-assisted suicide in Oregon acknowledges the great emotional toll on physicians directly involved in its implementation.14 The emotional burden and the acknowledged complexities in caring for dying patients may make physicians involved in this process more reluctant to endorse legalization. An interesting corollary suggested by our findings is that physicians endorsing legalization were less comfortable with their medical school training in the psychosocial aspects of care and were rated poorer in the areas of interpersonal skills and attitudes and in socioeconomic aspects of patient care in the first year of residency.

It is not known to what degree opinions about legalization are subject to modification by educational experiences during medical school. A recent study that examined medical students' views on physician-assisted suicide found that fourth-year medical students in Oregon were less likely than were fourth-year medical students in other areas of the country to be willing to provide a patient with a lethal prescription.15 The authors suggested that a change in willingness to comply with legalized physician-assisted suicide might have occurred as a result of experience with such requests from dying patients.

Unlike many areas of medical education where knowledge is largely dependent on didactic teaching, care of the dying and attitudes towards assisted suicide are likely to be influenced primarily by personal experiences as well as the moral, ethical, and political tenets that adults bring to medical training. In addition to explor-
ing more closely the relationship between these personal beliefs and attitudes, an important priority for research is to determine whether attitudes toward care of the dying and physician-assisted suicide could be modified by education. Evaluation of the impact of educational experiences such as structured exposure to palliative care or rotations in a hospice service for medical students and residents would help to answer these questions. As the U.S. health care system moves from theory to practice regarding physician-assisted suicide, more research is needed to explore further the impact of legalization on physicians and their patients.

The advantages of this survey include the large sample size, gender composition, and specialty and geographic distribution of the participants that represent a broad spectrum of the population of physicians. Despite these advantages, one limitation of our study is that it ascertained physicians’ views of the legalization of assisted suicide rather than their views of its practice. However, the two concepts seem logically related. The primary purpose of the survey was to gather views of multiple issues in the current health care system, including attitudes toward legalization of assisted suicide. Another limitation is that the results of this study of young physicians who graduated from a single private medical school in the Northeast may not be fully generalizable to all U.S. physicians. However, the distribution of reactions is similar to that reported in the literature.

As physicians hold an influential position in the public debate on the legalization and practice of physician-assisted suicide, it is important to further understand the bases for their strong and disparate views. Further research in this area should elucidate the political, moral, and ethical frameworks that physicians bring to this topic. Specifically, it is essential to understand the degree to which physicians’ views on the legalization of physician-assisted suicide are subject to modification by medical education in general, and by experiences with dying patients in particular.
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Learning Adolescent Psychosocial Interviewing Using Simulated Patients

KIM BLAKE, KAREN V. MANN, DAVID M. KAUFMAN, and MURRAY KAPPELMAN

The area of communication skills in adolescent medicine is emerging as a distinct and important part of the undergraduate curriculum. An appropriate level of confidence in dealing with the adolescent population is deemed a necessary educational requirement. Skills in psychosocial communication with adolescents differ from those required for younger patients and adults; they include discussing confidentiality and adolescent risk-taking activities. Simulated patients can be used effectively in teaching and evaluating of communication skills. However, there is no report of using adolescent simulated patients to teach communication skills.

The evidence available is inconclusive regarding the teaching time required to promote retention of communication skills, although a recent review suggests that one day’s training or less is not effective. Long-term retention of these skills has been supported by only one paper, suggesting a need to follow students over time to ascertain the effect of communication skills training.

Our study addressed two questions: (1) does feedback from a simulated adolescent patient and simulated mother lead to improvements in fourth-year medical students’ psychosocial interviewing of adolescent patients? and (2) does this skill persist following the intervention?

Method

Final-year medical students (N = 68) from March 1998 through May 1999 were invited to participate, and 57 agreed. The 11 who were unavailable to participate were either interviewing for their postgraduate education, involved in presenting their own research, or unable to make the scheduled times for the simulations. Thirty-five other class members were either randomly or self-selected to go to offsite locations for pediatrics, and therefore could not participate; however, this group acted as a non-randomized control arm to the study. A two-group (57 students in the intervention group and 35 in the control) prospective randomized double-blind study design was employed. The students were completing an eight-week core pediatric rotation in a tertiary center, with seven to nine students per rotation.

Study Question 1

Intervention. Four simulated cases were developed, each comprising both a medical component (epilepsy, diabetes, attention deficit disorder, or asthma) and risk-taking activities (smoking, drugs, boyfriend issues) in which the adolescent was scripted to be involved. Nine simulated mothers and ten female adolescents (mean age 13.6 years) were recruited using established procedures. Mother-and-daughter pairs were selected as the most common adolescent presentation in medical practice. Young adolescents were chosen to provide a realistic presentation of this age group, which often presents a challenge to young doctors. The training for standardized feedback was achieved when all mothers reviewed a single taped scenario, scored this independently using a structured form, and then discussed the feedback they would provide the student in a group setting. The adolescents were guided by their partner mothers to give feedback, which the adolescents discussed in a focus group.

At study entry, all students signed informed consent forms. They then interviewed a simulated mother–daughter pair. The students were randomly assigned to receive immediate feedback following the pretest interview from the simulated pair (F’), or to receive no feedback (F’). All students conducted a second interview four weeks later using a different case scenario. All students (F’ and F’’) received feedback from the simulated pair following this post-test interview. Feedback was structured using a written modified Calgary–Cambridge guide and given verbally; both interview content and process were addressed.

Measures. Three measures were taken:

1. Questionnaire. At study entry, demographic data and students’ self-ratings of prior experiences with adolescent medicine, confidence in dealing with adolescent patients, and anticipated future work with adolescents were collected.

2. Pre-test. Students conducted a one-hour videotaped interview with a simulated adolescent and mother, using one of the four case scenarios, at the midpoint of their rotation. The videotaped interviews were scored by a psychologist who had been trained to reach an acceptable level of agreement with the principal investigator (KB) using the modified Calgary–Cambridge guide.

3. Post-test. Four weeks later, each student conducted a second videotaped interview, using a different case scenario. Scoring was completed in the same manner as for the pre-test.

Study Question 2

Intervention. The entire final-year class participated in a mandatory ten-station OSCE prior to graduation. This was two to 12 months after participation in the study (mean 6.6 months). One pediatrics station of this OSCE tested general pediatrics knowledge (students’ performances in asking about medical aspects of the case) and adolescent psychosocial interviewing (students’ performances in asking about psychosocial aspects, e.g., boyfriend, alcohol, drugs). The OSCE included 35 off-site students, those not involved in the adolescent interviewing study, i.e., those who had not been videotaped and had received no feedback (F’’) and 45 of the 57 students who had completed their pediatrics rotation at the tertiary center and who had participated in the study (F’ and F’’).

Measures. The Knuckle score and the psychosocial interview scores on the pediatrics OSCE station were obtained from the checklists completed by the faculty examiner at the station.

Data Analysis

Study Question 1. A single psychologist, blinded to student group or time of interview, scored the tapes, using a modified Calgary–Cambridge Observation Guide. The psychologist evaluated eight aspects of the encounter: how the student initiated the session, collected information, gathered information, asked the parent for time alone with the patient, dealt with the adolescent alone, and acted before and during the examination and closure. Each section yielded a global score. Within seven of the sections there were between three and ten individual items. The section used to rate when the student was alone with the adolescent included 14 psychosocial elements (i.e., boyfriend issues, smoking, and drugs).

The psychologist derived eight global ratings for each videotape. The global ratings for F’ and F’’ students in pre- and post-test were compared using a paired t test. Regression analysis was conducted...
using student global ratings from the eight sections of the modified Calgary–Cambridge Observational Guide as the dependent (outcome) variable. The independent (predictor) variables were feedback, case type and simulator, gender, previous medical experience with adolescents, and the students' scores on the pre-test case.

Study Question 2. The knowledge score and the psychosocial interviewing score on the pediatric OSCE station were correlated among the three groups (F, F', F'').

Results

Complete data were available for 52 of the 57 students (F' = 31, F' = 21) who completed both pre- and post-test interviews. Two tapes could not be rated, and three students did not complete the second interview.

Study Question 1. The mean pre-test scores of the group receiving feedback after their first interview (F') and those receiving no initial feedback (F) were not statistically different (62.93, SD = 12.78, p = 0.95). However, the group that received feedback immediately after their first interview (F') scored significantly higher on the post-test (62.61, SD = 9.79) than did the F' group (63.04, SD = 9.43; p = 0.02). No significant improvement was seen from pre-test to post-test for the group receiving no initial feedback (F). However, the group receiving feedback (F') improved significantly from pre-test to post-test (p = 0.02).

Regression analysis revealed that receiving feedback was the only significant predictor (p = 0.21) of students' performances on the post-test case (R² = 10 for the complete model). The other independent variables did not significantly predict post-test performance. Analyses also were conducted to determine whether or not the particular case scenario used had a significant influence on students' performance. No statistically significant influence due to case difference emerged.

Study Question 2. All students participating in the study received feedback either once (F') or twice (F''). Both groups (n = 45) had significantly higher mean scores (p = 0.23) on the adolescent psychosocial inquiry on the final-year OSCE station (68.06, SD = 24.07) compared with the students (n = 35) who completed their core pediatrics rotation at the off-site placements (F') (55.71, SD = 23.16). The groups did not differ significantly (p = 0.40) in their mean scores for the general knowledge aspects of this OSCE station (F' and F') (70.71, SD = 16.38) compared with F' (67.53, SD = 16.69).

After the OSCE the students were asked to comment on their clerkship experience. The simulated adolescent encounters were rated as one of the most positive learning experiences in the two years of clerkship.

Discussion

The main finding in this study was that the important communication skill of interviewing the adolescent patient can successfully be taught to undergaduate medical students. The teaching becomes faculty-independent when the simulated students are scripted and trained in giving structured feedback. The training period, which was a one-hour interview (experiment), followed by 20 minutes of feedback, was much less than one day, which is the time reported in the literature as necessary for effective learning of these skills. This study poses questions for further research regarding optimal training time and the best method of reinforcement. For psychosocial interviewing with sensitive questioning, clerkship seems the optimal point of significantly higher on the post-test case. There is little evidence to inform where training in communication with adolescents should be placed in the medical curriculum.

There are several limitations to this study. First, the sample was small, although representative of other randomized controlled trials in this field. Second, selection bias may have occurred, as the students who chose to complete their core pediatrics rotations at off-site placements were either randomly or self-selected. However, all students received the core pediatrics tutorials from the tertiary center by teleconference, along with detailed objectives. This ensured that all students received the same didactic curriculum. Third, although the study would have benefited from two independent raters, the increased cost was prohibitive. The psychologist rater was trained to use the modified Calgary–Cambridge Guide and underwent a mid-study validation of his scoring. Fourth, our sample was confined to mothers and daughters; whether the results would differ with mother–son simulator pairs is unclear. Fifth, although this study provides some indication that students' psychosocial communication skills can be improved and maintained over time, follow up was less than a year. Continued tracking of these doctors would be important to see whether this mastery is maintained into the residency years. Finally, application of these results must consider resources. At our medical school, standardized patients frequently supplement current teaching activities, and are part of the diagnostic assessment of student skills throughout the medical school curriculum. Expertise to train and administer such a program is quite involved from a logistic and monetary standpoint; although available at our medical school, this may not be the case everywhere. As this educational initiative relies on a realistic portrayal and structured feedback from the adolescent, time spent in recruitment and training of the standardized patients is important.

Students overwhelmingly commented that feedback from a "real" adolescent was very helpful, as they had received little training in this area. Many of the students were very apprehensive on entry into the study, but were resoundingly positive after they had completed it.

Because of the changing nature of the hospitalized patient population, standardized patients could be used to ensure that each student has exposure to common ambulatory problems. They could help ensure uniformity in teaching and learning of basic clinical skills. Interviewing an adolescent standardized patient who is involved in risk-taking activities provides the student an opportunity to practice psychosocial interviewing in a safe setting. The immediate feedback provided by the adolescent and mother is a powerful teaching tool. The student can then return to the clinical setting to apply these newly acquired skills.

In conclusion, this randomized controlled trial has shown that final-year medical students can be taught adolescent interviewing skills and that these skills are retained for as long as a year. The teaching time required for such an intervention is short (90 minutes), and teaching can be independent of faculty once the students' training is completed. As the skill of talking to adolescents and their parents is an important part of physician training, we recommend that medical schools consider this structured training for their curricula.

This research was part of Dr. Blake's AAMC Fellowship in Medical Education (1997-1998). The authors thank the members of the LRC—Nancy Reeds, Ruth Puttridge, and Susan Wakefield—for the training of simulated patients, and Marilyn Master-Clarke for statistical analysis. Supported by a grant from the Division of Medical Education, Dalhousie University.
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Have Clinical Teaching Effectiveness Ratings Changed with the Medical College of Wisconsin's Entry into the Health Care Marketplace?

DAWN BRAGG, ROBERT TREAT, and DEBORAH E. SIMPSON

Medical schools, as competitors in today's health care marketplace, have the challenge of training future physicians while increasingly relying on clinical revenues. Is teaching compatible with competitive managed care in the future of health care? Skoff, Bowen, and Irby argue that teaching takes time and that its values must be re-emphasized as a core mission of medical schools. Medical education researchers have reported diminishing amounts of time available for physicians' educational responsibilities to both residents and medical students. Student evaluations reveal that there has been less time available for them in more recent years. Thus, time impacts on education have been documented, but the critical issue to be investigated is whether the quality of teaching has been compromised.

As a large, private medical school, the Medical College of Wisconsin (MCW) has not escaped the grasp of today's competitive health care environment. On December 31, 1995, the John L. Doane Hospital (JLDH), formerly Milwaukee County General Hospital, was closed. While this facility (a primary practice and clinical teaching site) was purchased by a private adult not-for-profit hospital, it's safe nonetheless serves as a major demarcation point in MCW's transition into today's health care marketplace. Indigent care was now provided on a competitive contract basis. Our faculty formed a clinical practice group to enhance their competitive position in this evolving health care environment. Declining federal support for graduate medical education led to decreased positions in selected specialties and their associated support of medical student education. While the multi-dimensional impact of these changes on medical education, at MCW and elsewhere, will take years to analyze, preliminary analysis can reveal whether the quality of clinical teaching has changed during this time period. This study, therefore, examined whether there have been changes in clinical teaching effectiveness ratings as clinicians at MCW compete for patients and revenue.

Method

The study utilized student ratings of clinical teachers from a longitudinal clinical teaching database implemented in 1992. A standard clinical teaching instrument is used across participating clinical departments. The instrument contains 16 characteristics of effective clinical teaching, derived from a comprehensive review of the literature, rated using a five-point Likert scale (1 = most positive). Items address faculty interaction with students (e.g., actively involved with me), provided timely, constructive feedback (without belittling me), ability to communicate (e.g., clear, organized, answered my questions clearly), and overall teaching effectiveness. The form is highly reliable, with a coefficient alpha of .96.

Since 1992, third-year medical students have evaluated 295 full-time clinical teachers in pediatrics, internal medicine, family medicine, anesthesiology, and general surgery. For purposes of this study, the data were divided into three time periods, using 1995 as the benchmark date for MCW's entry into health care marketplace: before, 1993–94; at-entry, 1994–95; and after-entry, 1995–98 (numbers of evaluations per period = 1,327, 4,354, and 6,577 respectively).

A three-stage analytic process was used to determine whether students' ratings of clinical teaching had changed during the study period. First, the 16 clinical teaching instrument items were clustered to facilitate analysis using agglomerative hierarchical cluster analysis (HCA). This method has been successfully used to cluster items on standardized tests into psychological dimensions. In HCA for an n-item rest, there are n solutions or clusters. In the first step, each item comprises one cluster. At subsequent steps, the procedure combines two clusters from the previous step, based upon the proximity or similarity among each possible pairing of the clusters. The smaller the proximity value, the more similar the two clusters are believed to be. The final cluster, the nth cluster, places all of the items into one cluster. By examining the two- or three-cluster solution for interpretability, a researcher can get a nonparametric perspective on groups of items that may be considered to be dimensionally distinct. Unlike factor analysis, cluster analysis is nonparametric and is a quick way to identify possible dimensions that may exist. In this study, selected clusters of clinical teaching skills were examined for internal consistency using coefficient alpha.

Using these clusters, two-way analysis of variance was performed comparing the cluster means to determine whether (1) students' ratings varied by time period; (2) students' ratings varied by item cluster; and (3) there was an interaction effect between time periods and clusters. Individual items that had been closely associated with the availability of teaching time in previous studies were then analyzed using a one-way analysis of variance to examine differences in student ratings across the three time periods.

Results

A three-cluster solution resulting from the HCA was selected for statistical and substantive reasons and to increase comparability of results with findings from prior factor-analytic studies. Ullian et al. in their synthesis of factor-analytic studies, reported that while there are varying numbers of factors, most studies suggest four solutions. The three-cluster solution was selected for this study as the two-cluster solution contained many items that did not seem to fit qualitatively and other cluster solutions contained at least one group with fewer than four items, posing a threat to internal consistency. The three clusters were examined qualitatively to assess content validity and their relationship to Ullian's four factors.

The first cluster of clinical teaching skills was labeled supervisor/teacher and contained seven items: supportive of method rapport with me, approachable/available, actively involved with me, patients, communicated expectations, demonstrated skills/procedures to be learned, provided opportunities to practice diagnostic/assessment skills, and provided feedback without belittling me. The second cluster was labeled physician/teacher and contained five items: answered questions clearly, asked questions clearly, explained basis for decision-making, clear/organized, and clinically competent/knowledgeable. The third group, containing four items, was labeled instructor/leader: took advantage of teaching opportunities, enthusiastic/stimulating, responded to student-initiated learning issues, and emphasized comprehension rather than factual recall. All three item clusters, supervisor/teacher, physician/teacher, and instructor/leader, were found to be highly reliable (coefficient alpha = .90, .88, .80, respectively). According to Ullian et al., these three clus-
ters define the roles that clinical teachers assume in their interactions with students.

The students' ratings ranged from a minimum of 1 (most positive) to a maximum of 5 (least positive). Mean ratings across the three time periods were found to differ significantly (p < .001) (see Table 1). Post-hoc comparisons (i.e., Tukey test) revealed that the mean ratings for the periods were significantly different (all comparisons p < .001). Mean student ratings for the three clusters were also significantly different (p < .001). Throughout the before-entry, at-entry, and after-entry periods, physician/teacher skills were rated best by third-year students, while supervisor/person skills received the worst ratings (see Table 1). The analysis also showed an interaction between the time periods and the three groups (p < .001).

Mean student ratings for the three sets of skills started out positively in the first, before-entry year (see Figure 1). This was due to the fact that in 1993 faculty began to receive the first results of their clinical teaching evaluations. As reported in a prior study, when faculty receive clinical teaching evaluation results, their clinical teaching ratings improve as they immediately seek to address deficits. Mean ratings for supervision/person and instructor/leader skills increased (became worse) sharply in the second year. Mean ratings for physician/teacher continued to improve throughout the before-entry years. During the at-entry period, mean ratings for supervisor/person and instructor/leader skills continued to increase (becoming worse), but the ratings increased only gradually for physician/teacher. Supervisor/person skills peaked in 1995, the year the faculty practice plan was implemented. Mean ratings for instructor/leader and physician/teacher leveled off between 1995 and 1996. The after-entry period saw improved ratings for the three item clusters. However, none of the cluster ratings returned to the before-entry baseline level.

Of particular importance were the significant differences across time periods among the mean ratings of those characteristics associated with the availability of time. For example, mean ratings of items within the supervisor/person (e.g., supportive of me, approachable/available, actively involved with me) followed the increased cluster ratings. However, the ratings for "provided timely, constructively feedback without belittling me," received increasingly poor ratings across the three time periods. Analysis indicated that all four questions within this cluster were significantly different across the time periods (p < .005).

Discussion

Longitudinal analysis of a clinical teaching evaluation data set reveals that the overall effectiveness of our clinical teaching decreased from a before-entry high at the time of entry in the health care marketplace. Over the at-entry study period, evaluations did gradually improve, but did not return to the before-entry baseline rate. However, not all item ratings were equally affected, with physician/teacher skills (e.g., clear/organized, clinically competent) showing the least change and supervisor/person skills (e.g., approachable, available, supportive of me, actively involved with patients, provided timely, constructive feedback without belittling me) showing the largest decline. The supervisor/person skills, containing the interpersonal items, appear to have been the most profoundly affected by the entry into the health care marketplace.

Although it may be possible that students become more discriminating in their assessments of teaching and teachers over time, this study does not report ratings by the same students over time. This study used ratings by individual third-year classes for six years. In addition, student ratings were averaged over two years for each time period, thus minimizing huge class differences.

HCFA guidelines, increased pressures for clinical productivity, and accountability for cost-effective patient care have led physicians to reportedly report that they have less time for clinical teaching. The results of this study suggest that there has also been a change in the quality of clinical teaching, as measured by the clinical teaching effectiveness ratings over this critical time period, a relationship requiring further study to determine causality. While it is promising that the rating results do appear to have improved following an initial decline during the at-entry period, the fact that these ratings did not return to baseline levels is distressing.

Supervisor/person skills are critical components of the teaching/learning process, as education is enhanced when there is a supportive relationship between the learner and the teacher. Medical schools must prepare clinical educators with teaching skills that are effective and efficient in today's time-pressured clinical environments and implement real reward structures that recognize the value of time spent in clinical teaching if we are to maintain the quality of our clinical education.
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Six-year Documentation of the Association between Excellent Clinical Teaching and Improved Students' Examination Performances

CHARLES H. GRIFFITH III, JOHN C. GEORGESEN, and JOHN F. WILSON

With increasing fiscal pressures on academic medical centers, many institutions are moving towards mission-based financing, the notion that the clinical, research, and teaching missions must no longer depend upon cross-subsidization but must financially support themselves. With this increased mission-specific accountability, there will be greater emphasis on measurable outcomes to justify the costs associated with the mission. In the realm of clinical teaching, the literature is replete with studies of qualities of excellent teachers, studies of how to measure teaching, and studies demonstrating that faculty development in teaching can influence clinical teachers' self-reported behaviors, actual behaviors, and teaching ratings. However, for the most part, the fundamental outcome of teaching has been left unstudied: that is, does the quality of teaching actually influence student learning? Although this may seem a truism too obvious for investigation, despite the cherished belief of clinical teachers there is very little quantitative evidence that better teaching is associated with enhanced student learning.

We recently reported the first documentation of the association of students' learning with the relative teaching abilities of attending physicians and residents.

In these studies of students and their clinical teachers over the academic years 1993–1995, we found that medical students who worked on their internal medicine or surgical clinical clerkships with our best clinical teachers scored significantly higher on post-clerkship examinations and on the U.S. Medical Licensing Examination (USMLE) Step 2. Our findings have been replicated at the University of Michigan. The only other study noting an association of teaching with learning, published in 1983, involved high school students in a remedial math class.

To our knowledge, this is the extent of the quantitative evidence in all the educational literature that better teaching is associated with better learning.

Our previous reports, however, had several limitations. For one, our measure of teaching "quality" was based only on students' ratings. One can argue (as we did in those articles) that the learners are the best judges of the learning climate. Even though we controlled in our analysis for prior student academic achievement (USMLE Step 1 scores), it was possible that students especially excited about internal medicine scored better on internal medicine examinations and, in their enthusiasm, rated their instructors higher, with a spurious association of examination performance and teaching rating. Second, though statistically significant, our effect sizes were modest, amounting to one-sixth to one-seventh of a standard deviation on a test, or, for example, three points on the USMLE Step 2. Third, these studies encompassed only two academic years, and a limited number of teachers and students. Because this sample was small, we included in the analysis all teachers regardless of the numbers of students they worked with, even those with few teaching ratings. Though we were grateful to demonstrate an association between teaching and learning, our results may have been attenuated by the small sample and the inclusion of the analysis of all teachers, regardless of numbers of teaching evaluations.

Therefore, the purpose of this project was to refine the method of our previous studies by using a larger sample of students and attending physicians, more precise measures of teaching ability, and a way of disentangling the potential confounders of raters and teachers. Our formal hypothesis was that students are exposed to our highest-rated attending physicians during their internal medicine clerkship will score better on end-of-clerkship examinations and on the USMLE Step 2.

Method

This work represents an extension of the data set from our previous reports, extending the sample size from two academic years to six. The study design, a prospective cohort study, involves data on students and their attending physicians, and notes the association of the students' examination performances with the "quality" of the attending physicians to whom they were exposed. The participants were all third-year medical students at the University of Kentucky College of Medicine, over the academic years 1993–1999 and their attending physicians on the inpatient general medicine services.

To give the reader a sense of the structure of our clerkship, students in the third-year spend eight weeks on general medicine inpatient services, four at our university hospital, and four at our affiliated Veteran's Affairs hospital. A team consists of an attending physician, a supervising junior or senior medicine resident, two first-year residents, and two students. Importantly, students, housestaff, and attendings are randomly and independently assigned to the services (we do not take requests by students for specific attendings). Attending physicians may be either general internists or specialists. Note that students are exposed to new and different attending physicians and house staff in each of the two four-week components of the clerkship. Ambulatory medicine is part of a separate primary care clerkship and is not included in the study.

Attending physicians usually participate in or observe daily management rounds, and have formal separate teaching rounds three times per week, ideally focused on one or two patients on the service, usually at the bedside.

Our model for how teaching might influence students' learning was not that students would be influenced by the average teaching ability of all the instructors they worked with, but rather that students' learning would be enhanced by individual outstanding instructors who, in the learning climate they engendered and the inspiration they provide each day, stimulate students to be excited about clinical medicine, resulting in students' learning not only throughout the clerkship but throughout all their clinical rotations. Therefore, we explored the associations of students' learning with exposures to particularly outstanding (or poor) attending physicians, rather than with the average ability of their two attending physicians.

In our prior studies, we simply defined "best" and "worst" attending physicians as those with the highest and lowest teaching evaluations, as rated by students. However, as mentioned in our introduction, this could lead to a confounding of teaching rating with examination performance by a student who may perform better (and rate the physician attending higher) because of interest in internal medicine. Therefore, for this study, we elected to pursue an alternative method of identifying teaching quality. We surveyed a consensus panel of third- and fourth-year residents at our institution who had also been medical students here. These individuals would have had five to six years of exposure to the clinical teachers at our university, working with a great majority of them. We also chose former students who were residents because they would be
most familiar with the special needs and expectations of our internal medicine clerkship. We gave these residents a list of all faculty in internal medicine who had supervised more than five medical students during the six-year period. The threshold of five students was chosen because this was the number of evaluations we calculated were needed to achieve conventional standards of reliability for our clerkship's teaching evaluation form (greater than 0.80), and it would help identify those attending physicians for whom we had precise measures of their teaching ability. We asked the residents to confidentially rate faculty "high" if they would expect them to be rated among our best teachers, "low" if they were among our worst teachers, and "medium" if they would be in between. A priori, we defined "best" attending physicians as those that were named high rated instructors by 80% of the residents (at least 12 of the 15 residents) and were not mentioned as a low-rated instructor by any resident. Conversely, realizing the tendency for learners to rate even the worst instructors at least mediocre, we defined the "worst" attending physicians as those who were rated in the low category by at least five of the 15 residents, and who were not rated high by any of the residents.

For this study, students' evaluations of attending physicians' teaching quality were also collected over the six years, as further evidence of the validity for our consensus panel opinion. (one would expect the instructors who were highly rated by residents' consensus to also have high teaching ratings if the consensus process is valid). Our measure of attending physicians' teaching quality was from confidential, end-of-month student evaluations, which were completed prior to the students' receiving their grades. The form consists of 16 items on a five-point Likert-type scale (1 = strongly disagree, 5 = strongly agree). Items included ratings of teaching skills and ability, rapport with learners and patients, overall rating, and ratings of their role modeling. The coefficient alpha for the evaluation form is .96. This means that there is a high degree of internal consistency among items for rating teaching; and that the instrument is a reliable measure of teaching. However, this also means that inter-item correlations are very high, for our form .75 to .95, which is not unusual for measures of clinical teaching. 

Because of the high inter-item correlations, we used the mean rating across all items as one measure of physician "ability." The overall rating an instructor was assigned in our data set was the mean of all the ratings from the students he or she worked with in the six academic years.

Our analysis used multiple regression approaches from the general linear model. Our dependent variables were scores on the National Board of Medical Examiners' NBME subject examination in medicine, taken at the end of the clerkship, and USMLE Step 2 scores. Independent variables included dummy coded variables for different categories of attending exposure (i.e., high-rated versus low-rated versus neither high nor low-rated attending physician exposure). We also included USMLE Step 1 scores in the model as a control variable for prior student academic achievement.

Results

Data were collected from 502 third-year medical students (100% of students) over the six academic years. We excluded 18 students who had worked with both a high-rated and a low-rated instructor (as our model was less clear about how this interaction might influence student learning), for a final sample of 484. A total of 46 attending physicians had more than five student evaluations over the six-year period and were included in the list that the consensus panel rated.

Overall, ten faculty met the criteria to be rated "high." Eight of the ten were rated high by all residents, and the other two by 13 and 14 residents, respectively. Four of the ten were general internists. Eight were men and two were women, which reflects our faculty demographics. Five faculty met our consensus criteria for a "low" rating, including one general internist and one woman.

Teaching evaluations were received from 96% of the students. The overall mean teaching rating of the teachers rated high was 4.68 on the five-point scale (SD = 0.22, range 4.23-4.94). For the "medium" group, the mean teaching rating was 4.34 (SD = 0.32, range 4.4-4.92). For the "worst"-rated attending physicians, the mean rating was 3.56 (SD = 0.48, range 3.06-4.21). Mean differences between groups were highly statistically significant (p < 0.001). Forty-five students had had exposures to at least one low-rated and no high-rated attending physicians; 219 had had exposures to at least one high-rated and no low-rated attending physician; and 220 had had exposures to neither a high- nor a low-rated attending physician. Our high-rated attending physicians were more often attending physicians on the general medicine inpatient services than were the low- or medium-rated faculty, hence the disparity in numbers of students per faculty.

Table 1 presents the least-square mean scores on the post-clerkship NBME subject examination in medicine and on USMLE Step 2, depending on exposure to high-, low-, or medium-rated instructors (least-square means are predicted means adjusted for USMLE Step 1 scores). As can be seen, students who worked with at least one of our consensus panel's highly rated instructors scored significantly higher on the post-clerkship NBME examination in medicine and USMLE Step 2.

Conclusions

Our findings once again confirm the association of better clinical teaching with better student examination performance, demonstrating in a quantitative fashion the outcomes of teaching. The effect sizes in this current project are much more substantial than those in our prior reports, amounting to one-fourth to one-third of a standard deviation, or, for example, up to seven or eight points on USMLE Step 2, versus the one-sixth to one-seventh standard deviation effect sizes of our prior reports. We attribute our stronger conclusions to the more refined method of this current project.
First, our previous reports included all instructors, regardless of the numbers of students they had taught, and therefore all faculty were eligible to be included in the high- or low-rated category even if they had few student evaluations. For example, we may have included in our high category those faculty with only two or three ratings that were all high, whereas over time their ratings might have regressed towards a more stable mean that did not qualify them as such. In essence, we were categorizing some instructors as better or worse by using imprecise measures of their teaching ability. This imprecision would tend to add background “noise” to the analysis, attenuating our findings and effect sizes. Second, we disentangled learner outcomes from ratings by learners with our residents’ consensus panel. As shown, attending physicians who were rated highly by the residents’ consensus panel had significantly higher teaching ratings than did the medium- and low-rated instructors. Our previous method, relying on categorization solely by teaching rating, may have led to the exclusion of some otherwise excellent clinical teachers simply because they did not quite meet the “top 20% of student evaluations” we had required in our previous report to be considered a highly rated instructor.

Our findings seem to indicate that clinical teaching has an influence on outcomes, such as performance on USMLE Step 2. One might wonder how a short four-week exposure in a single discipline could influence USMLE Step 2 scores to such a degree, given that USMLE Step 2 comprises a wide variety of disciplines. Our answer is suggested by our model. From our experience as learners, the influence of a single outstanding instructor on one’s approach to learning should not be underestimated. We suspect that the best teachers do not necessarily impart more factual information (facts which may be obsolete in a few years), but rather they engender a learning climate that makes learning fun, enjoyable, and exciting. They may do this by their example, by modeling the process of lifelong learning, by the joy they bring to their teaching, or by combinations of qualities such as these. Regardless, the learner’s approach to learning is in some fundamental way changed, carrying over to other clerkships and, we hope, to residency and beyond. Further studies should investigate the influence of outstanding teachers on lifelong learning.

Several limitations to our study should be kept in mind as one interprets our results. This is a single-institution, single-discipline study, and certainly national studies are needed to assess the generalizability of our findings, as well as studies in other disciplines. In addition, our study focused on but one outcome measure, students’ performances on NBME-type examinations, which measure but one aspect of clinical ability (knowledge). Future research should investigate the influence of teaching on other student outcomes, such as clinical skills, attitudes towards patients and the profession, and doctor–patient communication and relationships. Finally, this project’s method did not lend itself as well to measuring the influence of residents’ teaching on students’ outcomes, so further studies are needed.

Nevertheless, despite these limitations, we conclude that attending physicians’ teaching quality can have a measurable impact on students’ examination performances. We therefore believe it is possible to begin considering learners’ outcomes as an important measure of faculty’s teaching ability, perhaps (with more study) an important addition to teaching portfolios and promotion dossiers. Even more, we believe our findings add to the growing literature on the critical importance of the educational mission that indicates students’ learning would be jeopardized if the educational mission were to be compromised for fiscal reasons.

This research was supported by a grant from the National Board of Medical Examiners Research Fund, 56-9798.
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When Residents Talk and Teachers Listen: A Communication Analysis

JUDY L. PAUKERT

Communication is not only an exchange of ideas but also a form of social behavior that negotiates relationships. How two parties talk with each other reveals their relative status, level of rapport, and value for each other. Not surprisingly, the power that a speaker derives from his or her status may jeopardize a conversation. The teacher's role, particularly as evaluator, often leads the teacher to dominate conversation with the learner. In one-on-one teaching and other dyad-labeled teaching styles, the powerful party may not need to adapt to the dominant party's speech or initiative. When adaptation is extreme, communication is authoritarian; the more powerful party rejects the less powerful party's speech by interrupting, taking over, or monopolizing the conversation. When adaptation is minimal, communication is autonomous; the more powerful party encourages the other to dominate or lead the conversation by verbal and nonverbal behaviors.

Although several studies have demonstrated that residents perceive autonomy as important to their learning, research about the effects of interactions between residents and attending physicians on the development of clinical independence has produced contradictory findings. No study has described how autonomy emerges from communication between residents and their teachers. Analysis of conversations between teachers and learners has generally been limited to determining the amount and duration of contact. Most content analysis has focused on the topics discussed and categorization of utterances. However, analysis of another dyadic interaction, physician-patient communication, has identified several distinct patterns based on communication control and verbal dominance.

An in-depth examination of communication patterns between residents and the medical teachers may enhance our understanding of the types of interactions that help residents learn. This study analyzed how preceptors and residents interact during teaching encounters in ambulatory pediatric primary care settings. This study focused primarily on autonomous communication when residents dominate the conversation.

Method

The Institutional Review Board approved this study, which was conducted in the continuity care clinics of the general pediatrics residency program at Baylor College of Medicine, Houston, Texas. The study involved both academic and community (private practice) sites. Preceptors were selected based on diversity of teaching reputations, teaching and pediatrics experience, interpersonal skills, and practice setting (small to large group). The final sample was made up of six academic and seven community preceptors. Four to nine clinical teaching encounters were observed and audiorecorded for each preceptor. Each encounter was a unique opportunity to capture a communication pattern. In all, 76 preceptor-resident interactions were analyzed using the grounded-theory method. An experienced educator re-examined and independently coded a portion of the transcribed encounters. Inter-rater agreement was about 99%. Participating preceptors were also asked to confirm the analyses.

Results

The encounters included acute care, follow-up, and well-child visits and involved first-, second-, and third-year residents. Four distinct patterns of communication were identified based on conversational input and verbal dominance. Of 76 interactions, 54 (71%) showed a conversational balance between speakers: 47 mutual (high preceptor and high resident input) and seven default (low preceptor and low resident input). The remaining 22 interactions showed imbalances between speakers: 15 autonomous (high resident and low preceptor input) and seven authoritarian (high preceptor and low resident input).

Almost 20% of the interactions were classified as autonomous. Of these, 12 (8%) occurred in community settings. Two academic and four community preceptors engaged in autonomous interactions. No preceptor relied on autonomous interactions exclusively, although one academic and one community preceptor used only authoritarian communication. Thus, 11 of the 13 preceptors used more than one communication pattern.

Further analysis of autonomous interactions revealed specific preceptor behaviors. In every autonomous interaction observed, the preceptor recognized the resident's expertise and allowed the resident to dominate communication during the interaction or, at least, the conversation about the patient. Generally, the preceptor's approval resulted from the preceptor's identifying the resident's level of understanding as appropriate for a case. The examples reported in the following sections represent behaviors observed across the series of autonomous interactions.

Probing Questions. Preceptors used probing questions to assess residents' understanding. In one community encounter, a first-year resident presented an 8-year-old child complaining of nighttime coughing and congestion related to physical exertion. After listening to a concise but detailed exposition of subjective and objective findings, the preceptor asked, "What do you think is his sequela to his respiratory infection, exercise cough, and that kind of thing?" The residents' response confirmed a level of understanding appropriate for diagnosing the patient's condition.

R: Well, it's pretty likely that he has some kind of cough reflex. He's had a recent infection and recent irritation to his lung and he just had another little cold. So anything that he might get on top of it might cause him to have a little bit of a cough reflex. So maybe at night, that might be one aspect of reactive airway disease, especially when he's active.

In another encounter, an academic preceptor used variations of the simple probe throughout a third-year resident's presentation of a 7-year-old girl with Angelman's syndrome and a febrile seizure disorder. The preceptor began probing after the resident had finished presenting the subjective findings.

R: Also heard was seen by Neurology for a history of febrile seizures with infections. She's been on Depakene. She's been on several medicines. First Dilantin liquid, then Dilantin tablets that were enalapril, but she had a lot of dizziness and would puke out most of it. Depakene, that sprinkles and she takes it now.

P: They really thought this was a seizure disorder and not just febrile seizure?

R: Thought so. Looking through chart for Neurology entry impression is seizure disorder, febrile. Recommended an EEG [electroencephalogram], which Mom said was done but was not a good study and hasn't been seen in the Neurology Clinic in about two years.
Mom wants to take her off the Depakote and I told her that I would want her to be seen by the physicians/neurologists here.

In this encounter, the resident responded to the question by giving an "expert" answer: citing the chart entry made by Neurology. Then, the resident elaborated by expressing the need and rationale for obtaining a blood test to determine whether (1) the current dosage of anticonvulsant was therapeutic and (2) stopping the medication would do no harm. The preceptor’s remarks to the resident’s concise assessment and plan for this complicated patient with multiple medical problems signaled support of the resident’s autonomy.

R: So, impression is history of Angelman’s syndrome, developmental delay, history of complex febrile seizure, left exotropia, and patient would probably benefit from visits back to her multiple subspecialists.

P: So, we’re going to check her Depakote level today and then maybe decide about taking her off Depakote. And you want her to go to Neurology as well.

The preceptor signaled concurrence with the resident’s plan by using “we” to show agreement (“we’re going to check her Depakote level today and then maybe decide”). Similarly, the preceptor confirmed the resident’s autonomy and dominance by using the pronoun “you” (“you want her to go to Neurology as well”).

Inference. In other encounters, the preceptor inferred the resident’s level of knowledge and understanding from the organization, thoroughness, and conciseness of the resident’s presentation, a finding also demonstrated by Ltb.12 The case presentations of the early third-year resident observed in the community setting (four interactions) were so well organized and articulated that the preceptor rarely commented other than to agree with the resident’s findings. The resident almost monopolized the conversation, with a smooth, confident, and complete case presentation in SOAP format (subjective-objective-assessment-plan). The preceptor spoke only when the resident paused and showed agreement by using minimal reinforcements, such as “all right,” “okay,” and “that sounds right.” Conversationally, minimal reinforcements use the speaker that the listener is involved and following the speaker’s thoughts.11 In a clinical interaction, these utterances also eased the resident that the preceptor was willing to allow the resident to dominate the talk and the encounter.

Besides smoothness, proper terminology, and adherence to SOAP format, other characteristics of the presentation permitted a different community preceptor to assess a first-year resident’s level of knowledge. In this encounter, the resident was confident but more relaxed in style and language than the previously described third-year resident. Satisfied with the resident’s presentation of the subjective and objective findings, the preceptor asked for the resident’s assessment and plan. The resident replied, “Her right TMJ looks like really white. I just, I guess that there’s gas behind it... It looks way different than the left side... So right otitis. And since she’s never had any problems before, just do amoxicillin.” Although not eloquent, the resident’s response brought agreement from the preceptor and closed the encounter.

Admittedly, without probing the extent of a resident’s knowledge, a preceptor might wrongly infer a resident’s understanding was appropriate. By engaging in the behavior of “showing” that is, confidently presenting findings and knowledge of certain entities of a case, a resident might lack actual deficiencies of other entities within the same case. The preceptor’s own knowledge of a resident’s past performance, particularly for a disease or family of diseases, may prevent some mistakes. For example, in one encounter, an academic preceptor asked a second-year resident to limit the case presentation and “give the big points.” The resident condensed the subjective and objective findings into two sentences: “These kids are here for well-child checks. The bottom line is that the older one has lice and ringworm, and the younger one has otitis.”

The resident’s response probably tapped into two important pieces of information available to the preceptor. First, the preceptor knew what a second-year resident should know about lice and ringworm, both common pediatric problems. Second, the preceptor knew this resident specifically from interactions over the preceding two years. Despite this knowledge, the preceptor listened attentively through the resident’s speech and offered minimal reinforcements like “oh no” and “okay.”

Nonverbal Behaviors. In the 15 autonomous interactions, all preceptors listened attentively and used verbal and nonverbal behaviors to indicate that they followed the residents’ reasoning and talk. Nonverbal behaviors, such as eye contact, facial expressions, head nods, and arm body posture, more accurately disclose how well a party is listening to a conversation than do verbal behaviors.12 Another important nonverbal behavior observed was the control of the patient’s chart. In most autonomous interactions, the resident controlled the patient’s chart. Charting the resident told the resident’s chart during case presentation and diverting the conversation to an unrelated chart entry, behaviors observed in the seven authoritarian interactions characterized by preceptor dominance. In both autonomous and authoritarian interactions, the dominant speaker controlled the patient’s chart.

Absence of Teaching Scripts. Preceptors did not use a clinical teaching script in any autonomous interaction. Fatigue at time of an encounter, such as the last encounter of a late-running clinic, might have affected a preceptor’s decision not to use a clinical teaching script, but instead to permit the resident’s autonomy. Arguably, a preceptor who failed to assess a resident’s understanding might have missed an opportunity to use a teaching script.

At least one autonomous interaction exemplified how a clinical teaching script might have been less effective than the teaching created by follow-up of the case itself. This encounter was the follow-up visit of a “fussy” 2-week-old child, who had been consolled only by feeding when initially seen by the same academic preceptor and first-year resident. The initial teaching encounter, which corresponded to the first visit, contained a clinical teaching script regarding diagnosis and management of suboptimal weight gain in a baby. At that time, the preceptor and the resident negotiated a treatment plan to increase the number of feedings and rule out gastroesophageal reflux as an organic cause for fussiness and poor weight gain. Between the initial and follow-up visits, the patient had been x-rayed and started an appropriate medication for reflux by another preceptor and resident. By the follow-up visit (and second teaching encounter), the resident was able to learn from the case itself and to see the results of the patient’s treatment. The resident’s speech reflected understanding of the case and dealt with the patient’s improvement.

R: She did not cry once, the whole time I was in there.

P: You’re kidding. Was this the same baby we saw one week ago [laughs]?

R: No, I was thinking, this was a completely different baby. You know, when I examined her, I did everything. You know? She’s alert, looking around. I mean she wasn’t fussy. She was fine, sitting at the top of her lump.

P: Wonderful!

R: Mom says that she’s not fussy at home the way she had been. This is the way she is like at home as well. She’s breastfeeding about every 2 to 3 hours, 15 minutes on each breast. Seems satisfied after each feed. The feedings are going better since she started the Zantac and Gaviscon.

Observing the post-treatment changes in the patient reinforced the preceptor’s earlier teaching script. This pair of encounters also demonstrated the benefits of the continuity care experience in
which a resident develops and maintains a continuing physician—patient relationship with a panel of patients. The preceptor's experience with a resident and that resident's panel of patients may increase the likelihood that the preceptor will allow the resident greater autonomy in the teaching interaction.

Conclusions

Autonomous preceptor—resident communication is characterized by high resident and low preceptor input and preceptors' behaviors that confirm and recognize the residents' speech. The preceptor assesses the resident's level of understanding in a particular case through questioning or inference from the organization, thoroughness, conciseness, and confidence of the resident's speech. Twelve of the 15 autonomous interactions occurred in community settings. The reasons for this difference in the rate of autonomous interactions between academic and community settings were not identified. Communication is a response not only to a person but also to environmental conditions, such as the available time and space for teaching. Economic factors may encourage community preceptors to permit autonomy rather than provide more directed teaching.

Academic and community preceptors were alike in other respects, particularly the use of multiple communication patterns. This finding suggests a spectrum of the relationships between teacher and learner that encourage different conversational behaviors. The use of multiple communication patterns may indicate "scaffolding," an overarching process within the preceptor—resident relationship in the continuity of care experience. 11

Scaffolding refers to techniques that support learners in their efforts to solve difficult problems or perform difficult tasks. For a novice resident, a preceptor may behave authoritatively to provide maximum support by modeling desired behaviors, such as how to perform an examination or give anticipatory guidance. As the resident's experience and skill in relating to the preceptor and patients increase, the need for support decreases. Thus, the preceptor behaves less authoritatively, and more collaborative and autonomous interactions occur.

Scaffolding requires the preceptor to know what support a resident truly requires. The space and time available for teaching may increase the preceptor's reliance on autonomous interactions, even when there is a recognizable teaching moment. In this study, two extremes were found: some first-year residents were involved in autonomous interactions and some third-year residents in authoritarian interactions. Possibly, preceptors select the amount of support to give a resident based on the resident's specific experience with a problem. Whitman and Schwenk 12 seem to advocate "selective" scaffolding by suggesting that medical teachers alternate between assuming active and passive roles, depending on learners' needs. Training preceptors in scaffolding techniques is not likely to eliminate default communication patterns, particularly when fatigue undermines conversation.

This study is limited because it was performed in a pediatrics setting. Despite its setting, the study has potential implications for all clinical teaching that involves one-on-one interactions between learner and teacher. It is probable that the communication patterns identified may be observed in other practice areas because this study did not limit participation to exemplary teachers and sampled for diversity. The effect of observation on participants' behaviors cannot be entirely discounted. However, over a clinic session, both preceptors and residents seemed to forget that they were being observed.

Future studies should delineate how different communication patterns affect teaching and learning. The relationship of the teaching interaction to future physician—patient communication also deserves investigation. For example, do the ways that preceptors talk with residents predict the ways that residents talk with patients?

Teaching preceptors active listening and supportive verbal and nonverbal behaviors may benefit both patients and residents. When preceptors carefully attend to their residents' presentations, by listening and acknowledging the residents' concerns and opinions, they model how physicians should attend to their patients' conversations, by listening and acknowledging patients' concerns. Studying the conversation of clinical teaching should illuminate how physicians-in-training learn the conversation of healing.

Correspondence: Dr. Paulson, Mail Code 7237, Department of Surgery, The University of Texas Health Science Center, 7703 Floyd Curl Drive, San Antonio, TX 78229-3900. Reprints are not available.
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The Relationship between the Nature of Practice and Performance on a Cognitive Examination

JOHN J. NORCINI and REBECCA S. LIPNER

Certification by a specialty board affiliated with the American Board of Medical Specialties is one of the most widely used markers of physician competence in the United States. To enhance the meaning of this credential and in recognition of the need for periodic reassessments of physicians, the specialty boards have time-limited their certificates. To maintain certification, most of the boards have developed programs that incorporate (1) a check of credentials, (2) self-evaluation and/or continuing medical education, and (3) a secure written or computer-based examination. The secure examination is considered an integral component of certification because it provides assurance that physicians are keeping up with changes in medical knowledge and that they possess the ability to successfully manage patients’ problems that are important but rarely encountered in practice. Moreover, from patients’ and payers’ perspectives, a secure examination lends more credibility to the certification process. Despite these benefits, the secure examination is contentious because many believe that it tests only the ability to recall factual knowledge and, as such, bears little relationship to the day-to-day practice of medicine. However, the growth of electronic records and databases has made it possible to begin to address this concern by comparing certification status and test performance with aspects of practice such as volume, process of care, and patients’ outcomes.

There is considerable evidence that physicians who treat large numbers of patients with a particular condition generally provide better care for such patients. Volume is directly associated with patients’ outcomes, regardless of the discipline or procedure. Therefore, the relationship of practice volume to examination scores is an important part of any test-validation effort. A study involving the first geriatric medicine certifying examination indicated that the number of geriatric patients seen in practice was positively correlated with examination scores. Likewise, a study involving cardiologists indicated that performance on cardiovascular graphics questions was positively correlated with experience. Scores on the interpretation of echocardiograms were correlated with the numbers of echocardiograms interpreted in practice or training. Similarly, scores on the interpretation of angiograms and ventriculograms were correlated with the numbers of angioplasties performed. More recently, a study of a cognitive recertification examination in critical care medicine showed that scores were related to the amounts of time physicians spent in the direct care of critically ill patients. This relationship persisted even after statistically removing performance on the initial certifying examination in the same discipline.

There is also evidence that certification status and examination performance are related to the process of care. A study of physicians in Quebec compared consultation rates, inappropriate prescribing for the elderly, and mammography screening rates with licensing examination scores based partly on cognitive tests. Physicians with higher scores referred more patients for consultation, prescribed fewer inappropriate drugs and more disease-specific medications for symptom relief, and appropriately referred more women for mammography. Similarly, a study of certified and non-certified internists found differences in preventive care services favoring the certified physicians.

Although it is difficult to measure good practice outcomes well, some progress is being made in using available data in the validation of cognitive examinations. A recent study investigated whether there were differences among certified and self-designated cardiologists, internists, and family practitioners in the mortality of their patients with acute myocardial infarction. Data for all myocardial infarctions for calendar year 1993 in Pennsylvania were analyzed. Certification was associated with a 15% reduction in mortality irrespective of specialty, and after taking account of severity of illness, hospital characteristics, patient volume, and years since graduation. Similarly, Ramsey and colleagues found differences in some outcomes that favored the certified physicians, and there are a few studies with similar positive results in other specialties.

Given the significance of the topic and the need for additional investigation, the purpose of this study was to extend previous work by exploring in more detail the relationship between examination performance and the nature of practice. Specifically, candidates for recertification in critical care medicine supplied information, via a practice survey, about the amounts of time that they spent in the care of patients with cardiovascular and pulmonary problems (i.e., practice volumes). Moreover, their rated the complexity of the problems they saw. These practice data were compared with performances on the items from the examination that dealt specifically with cardiovascular and pulmonary problems to determine whether patient complexity, in addition to patient volume, was associated with test scores.

Method

Participants. The data are based on the candidates who attempted the 1997 and 1999 recertification examinations in critical care medicine and responded without error to the practice survey. All of these candidates had time-limited initial critical care certificates. Ninety-nine percent and 93% of their certificates expired in 1997 and 1999, respectively. In 1997, the average examinee had been certified in internal medicine in 1979 (18 years, SD = 4 years), and these physicians spent most of their time in direct patient care (mean = 70%, SD = 26%). In 1999, the examinee group's average candidate had been certified in internal medicine in 1982 (17 years, SD = 4 years), and these physicians also spent the majority of their time in direct patient care (mean = 72%, SD = 26%).

Examinations. The 1997 and 1999 critical care medicine recertifying examinations each consisted of 120 single-best-answer questions, all of which were asked in the context of a clinical problem and most of which required synthesis and judgment to reach the correct response. Consistent with the purpose of the test, the content focused on well-established principles of patient care that should be known without consulting medical resources.

The questions were written by a test committee of experts, but before these questions were selected for the examinations, they were sent to critical care practitioners who rated them for relevance to practice. The examinations had average relevance ratings of more than 4 on a five-point rating scale, where 5 denoted "very relevant." The same items appeared on the 1997 and 1999 critical care medicine initial certifying examinations.

This study concentrated on the 1997 and 1999 examinees' cardiovascular and pulmonary disease questions because problems in these areas were frequently encountered in practice by candidates, and they were the largest subsets of items on the examination. In ad—
dition, these examination years had substantial numbers of candidates taking the examination. Table 1 presents the numbers of items and their means (SD) for the 1997 and 1999 critical care medicine recertification examinations. For this study, subset scores were reported on the raw score scale.

Since scores on initial certifying examinations are related to features of residency and fellowship training as well as fund of medical knowledge, the initial certifying examination in critical care medicine was used as a statistical control in this study. The analyses took account of the scores on this examination and attributed effects to other variables if they made independent contributions to the explanation of the performance. The scores on the initial certifying examination had been standardized against a national group with a mean of 500 (SD = 100) and were equated over years using a common-item linear equating technique. Table 1 presents the means and standard deviations for each cohort.

Survey. When physicians applied for the examination, they were asked to supply information about their practices. Specifically, for each of the specialties of medicine, they were asked what percentage of time they spent with patients. Physicians whose responses did not amount to 100% were removed from the analysis. Candidates were also asked to rate on a five-point scale (where 1 was “not very complex” and 5 was “very complex”) the complexity of the cardiovascular and pulmonary disease cases they managed. Finally, to test the joint effect of time and complexity, the ratings were multiplied by percentage of time spent in an area. Table 1 presents descriptive data for these variables.

Procedure. The data were submitted to four separate stepwise linear regressions, two (1997 and 1999) for cardiovascular disease and two (1997 and 1999) for pulmonary disease. The dependent measures were the cardiovascular and pulmonary subscores of the critical care medicine recertifying examination and the independent variables were (1) score on the initial critical care medicine certifying examination, (2) the frequency of patients’ problems encountered in the area, (3) the complexity of those problems, and (4) the interaction of the two factors (i.e., frequency times complexity).

Results

In predicting the cardiovascular disorder subscore on the 1997 recertification examination, the critical care medicine certifying examination entered first into the regression equation (R² change = .18, t = 10.44, p < .001), followed by the interaction of the frequency and complexity of patients with cardiovascular disorders (R² change = .01, t = 2.72, p = .03). The other variables did not contribute significantly. For the 1999 recertification examination, similar results were obtained. The critical care medicine certifying examination again entered first (R² change = .14, t = 7.74, p < .001), followed once more by the interaction of the frequency and complexity of patients with cardiovascular disorders (R² change = .04, t = 3.98, p < .001). Again, the other variables did not contribute significantly.

From these results we can infer that if there were critical care physicians who spent all of their time (100%) treating patients with complex cardiovascular problems, they could be expected to perform .35 (1997) to 4 (1999) points better on cardiovascular disease items than would those who did not see any cardiovascular problems. There were not many physicians in this sample who spent all of their time treating such patients, but this constitutes a difference of 1.1 to 1.7 standard deviations.

In predicting the pulmonary disorder subscore on the 1997 recertification examination, the critical care medicine certifying examination entered first (R² change = .12, t = 8.20, p < .001), followed by frequency of patients with pulmonary disorders (R² change = .02, t = 2.57, p < .001). The other variables did not contribute significantly. For the 1999 recertification examination, the critical care medicine certifying examination also entered first (R² change = .23, t > 10.20, p < .001), followed by the complexity of patient problems (R² change = .08, t > 5.16, p < .001), and frequency of patients with pulmonary disorders (R² change = .01, t = 2.58, p = .01). Again, the other variables did not contribute significantly.

From these results we can infer that if there were critical care physicians who spent all of their time treating patients with complex pulmonary problems they could be expected to perform .7 (1997) to 5.2 (1999) points better on pulmonary disease items than would those who did not see any pulmonary problems. There were not many physicians in this sample who spent all of their time treating such patients, but this constitutes a difference of 0.4 to 1.6 standard deviations.

Discussion

The purpose of this study was to extend previous work by exploring the relationship between test performance and the nature of practice. Physicians who were recertifying in critical care medicine in 1997 and 1999 supplied information about the amounts of time they had spent in the care of patients with cardiovascular and pulmonary problems and the complexity of the problems they saw. These practice data were compared with performances on the relevant items from the examination.

For cardiovascular diseases, the interaction between volume and complexity had a significant relationship with test scores for both years of the study, even after controlling for previous examination performance. For pulmonary diseases, only volume was a significant predictor in 1997, but both volume and complexity were significant in 1999. The magnitude of the effects was noteworthy, ranging from 0.4 to 1.7 standard deviations.

These results should be interpreted with care because this study has several limitations. First, the number of questions in each content area was relatively small, and this attenuated the correlations that were reported. Second, the estimates of time and complexity

---

Table 1. Descriptive Data and Regression Result for Physicians Who Took the 1997 and 1999 Critical Care Medicine Recertifying Examinations and Completed a Survey on Their Practices' Characteristics

<table>
<thead>
<tr>
<th></th>
<th>1997 (n = 510)</th>
<th>1999 (n = 334)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Certifying exam scores, mean (SD)</strong></td>
<td>572 (59)</td>
<td>568 (58)</td>
</tr>
<tr>
<td><strong>Cardiovascular disease questions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number right, mean (SD)</td>
<td>90.8 (3.3)</td>
<td>91.5 (2.3)</td>
</tr>
<tr>
<td>Complexity rating, mean (SD)</td>
<td>3.1 (1.3)</td>
<td>3.3 (1.3)</td>
</tr>
<tr>
<td>% of time, mean (SD)</td>
<td>10% (12)</td>
<td>11% (13)</td>
</tr>
<tr>
<td>Interaction of frequency and complexity, mean (SD)</td>
<td>37.7 (22.5)</td>
<td>43.6 (29.5)</td>
</tr>
<tr>
<td><strong>β coefficients</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>16.50</td>
<td>10.66</td>
</tr>
<tr>
<td>Initial certifying exam subscore</td>
<td>.025</td>
<td>.015</td>
</tr>
<tr>
<td>% of time</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>Complexity of problems</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>Time × complexity interaction</td>
<td>.007</td>
<td>.008</td>
</tr>
<tr>
<td><strong>Pulmonary disease questions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number right, mean (SD)</td>
<td>115 (1.6)</td>
<td>203 (3.2)</td>
</tr>
<tr>
<td>Complexity rating, mean (SD)</td>
<td>4.5 (1.0)</td>
<td>4.3 (1.1)</td>
</tr>
<tr>
<td>% of time, mean (SD)</td>
<td>35% (24)</td>
<td>33% (24)</td>
</tr>
<tr>
<td>Interaction of frequency and complexity, mean (SD)</td>
<td>158.4 (113.4)</td>
<td>150.7 (112.3)</td>
</tr>
<tr>
<td><strong>β Coefficients</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constants</td>
<td>5.92</td>
<td>1.83</td>
</tr>
<tr>
<td>Initial certifying exam subscore</td>
<td>.009</td>
<td>.026</td>
</tr>
<tr>
<td>% of time</td>
<td>.007</td>
<td>.017</td>
</tr>
<tr>
<td>Complexity of problems</td>
<td>NS</td>
<td>.71</td>
</tr>
<tr>
<td>Time × complexity interaction</td>
<td>NS</td>
<td>NS</td>
</tr>
</tbody>
</table>
were based on self-reported data, and a number of physicians made errors in filling out the form. Patients’ records would clearly be a more accurate and less biased source of these data. Third, critical care medicine is a relatively new discipline and the vast majority of diplomates are certified in pulmonary disease. Therefore, these results may not generalize to a more homogeneous, less cross-disciplinary field.

Despite these limitations, the results of this study replicate previous work indicating that cognitive examination test scores are associated with patient volume, and by implication from other studies, with patient outcomes. The study also found that there is a relationship between scores and the complexity of problems physicians see in practice. This finding bears more investigation, but it seems sensible that a practice that includes the challenge of treating many complex patients should lead to more knowledge and better judgment on the part of the physician.

These findings, taken together with previous work, suggest that performance on a cognitive examination is related to performance in practice. Of course, this type of examination is not a substitute for rigorous evaluation of practice outcomes, nor is it broad enough to include important aspects of performance such as communication skills and professionalism. Nevertheless, until better measures are available for high-stakes use, the cognitive examination is a reasonable alternative. When such measures become available, there will still be a place for cognitive assessment of new developments in medicine and for patients’ problems that are important but infrequently encountered in practice.

The American Board of Internal Medicine supported this research but it does not necessarily reflect its views. Correspondence: John J. Norecni, PhD, Institute for Clinical Evaluation, 510 Walnut Street, Suite 1700, Philadelphia, PA 19106-3699.

References
Validity of Faculty Ratings of Students’ Clinical Competence in Core Clerkships in Relation to Scores on Licensing Examinations and Supervisors’ Ratings in Residency

CLARA A. CALLAHAN, JAMES B. ERMANN, MOHAMMADREZA HOJAT, J. JON VELOSKI, SUSAN RATTNER, THOMAS J. N. SCA, and JOSEPH S. GONNELLA

Connections between assessment measures in medical school, residency, and practice needs be studied in order to ascertain the validity of such assessments in the continuum of medical education and physician training. Assuming the validity of students’ clinical competence ratings is especially important because these assessments are among the major components of the dean’s letter of evaluation and, as such, are used in the ranking of candidates for residency programs.

Medical schools expend considerable time and effort in preparing a dean’s letter for each of their graduating students. It is based largely on the faculty’s assessment of the student’s academic and clinical performance. It should be one of the most important attachments to students’ applications for graduate medical education. Despite this, residency directors may not attach much importance to the dean’s letter, in part, perhaps, because they are uncertain that the information contained within it is valid for predicting performance during residency.

Previous surveys have indicated that academic criteria such as U.S. Medical Licensing Examinations (USMLE) scores, membership in Alpha Omega Alpha (AOA), the medical honor society, and class rank were rated highly as selection variables by residency directors. More recently, performance during clinical clerkships has been cited as an important factor, particularly in the specialty for which the student is applying, and especially for the most competitive residencies. It is thus increasingly important to confirm the validity of clerkship evaluations to assure the credibility of the dean’s letter as a predictor of postgraduate performance.

The dean’s letters of evaluation from Jefferson Medical College include a broad range of information (USMLE Step 1 score, second- and third-year class rank, histogram of third-year written examination grades, clinical ratings, and excerpts from the narrative evaluations from the third-year clerkships). We have previously documented the validity of a calculated medical school class rank in predicting postgraduate performance.

The purpose of this study was to examine the validity of faculty ratings of students’ clinical competences in six core clerkships in the third year of medical school, scores on Licensing Examinations, and residency program directors’ ratings of clinical performance in the first year of residency.

Method

Study participants were 2,118 students at Jefferson Medical College who graduated between 1989 and 1998. Faculty ratings of students’ clinical competences in core clerkships in the third year of medical school, scores on Licensing Examinations, and residency program directors’ ratings of clinical competence were retrieved from the database of the Jefferson Longitudinal Study of Medical Education.

The predictors (independent variables) included faculty ratings of students’ clinical competences in six core clerkships (family medicine, internal medicine, obstetrics-gynecology, pediatrics, psychiatry, and surgery). These global ratings are part of a detailed assessment form that is completed by the clerkship coordinators at each site. The global ratings of clinical competence in each clerkship were assigned on a five-point scale currently designated as 5 = “high honors,” 4 = “excellent,” 3 = “good,” 2 = “marginal,” and 1 = “incomplete” or “failure.”

The criterion measures (dependent variables) included scores on USMLE Steps 2 and 3 and postgraduate clinical competence ratings for graduates who had given written permission for follow-up (about 75% of the graduating seniors). These ratings were assigned by directors of the residency programs near the end of the first year, using a 33-item rating form. This form measures three areas of clinical competence: “data gathering and processing skills” (16 items), “interpersonal skills and attitudes” (ten items), and “socioeconomic aspects of patient care” (seven items). Each item was rated on a four-point Likert scale, and ratings were averaged within the three competence areas. Data have been reported in support of the measurement properties of this rating form, including construct validity (factor structure), the internal consistency aspect of reliability, and the criterion-related validity of the form.

Scores on the USMLE Step 1 were also used to adjust the outcomes for performance differences on this examination. Bivariate correlations and multiple regression analyses were used to examine the associations between ratings in medical school clerkships and the criteria.

Results

The bivariate correlations reported in Table 1 are all statistically significant (p < .01). The highest correlations of .29 and .20 for clerkship ratings and USMLE Step 3 scores were found between the internal medicine clerkship and Steps 2 and 3, respectively. The lowest correlations of .17 and .11 were observed for the psychiatry clerkship and Step 2 scores and for the surgery clerkship and Step 3 scores, respectively. Larger correlations were obtained for the internal medicine, family medicine, pediatrics, and obstetrics-gynecology clerkships than for the psychiatry and surgery clerkships.

The results of multiple regression analysis indicated that the shared variance between clerkship ratings and Step 2 scores was 14% (R² = .14). The overlap was 5% for Step 3 scores, 12% for postgraduate ratings in data gathering and processing skills, 11% for ratings in interpersonal skills and attitudes, and 9% for ratings in the socioeconomic aspects of patient care. Each of these relationships was statistically significant (p < .01). Inspection of the standardized regression coefficients, or beta weights, reported in Table 1 indicate that in a multivariate statistical model, competence ratings given in family medicine, internal medicine, and pediatrics clerkships contributed significantly and consistently to the prediction of all five criterion measures (p < .05). The magnitudes of the standardized regression coefficients indicate that among these clerkships, ratings in the internal medicine clerkship had the largest unique contribution in predicting three of the five criterion measures.

Ratings in the psychiatry clerkship contributed to the prediction of Steps 2 and 3 in the multivariate model (p < .05), but did not predict ratings of postgraduate clinical competence. Ratings in the surgery clerkship had a unique contribution to prediction of Step 2, and to ratings for data-gathering and processing skills and interpersonal skills and attitudes.

Additional analyses examined the total number of high-honors
Table 1. Summary Results of Correlational Analyses of Third-year Students’ Clinical Competence Ratings in Six Core Clerkships and the Students’ Scores on USMLE Steps 2 and 3 and their Postgraduate Clinical Competence Ratings*

<table>
<thead>
<tr>
<th>Clerkship</th>
<th>USMLE Step 2</th>
<th>USMLE Step 3</th>
<th>Postgraduate Clinical Competence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(r)</td>
<td>β</td>
<td>(r)</td>
</tr>
<tr>
<td>Family medicine</td>
<td>(.21)</td>
<td>.11*</td>
<td>(.18)</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>(.29)</td>
<td>.10*</td>
<td>(.20)</td>
</tr>
<tr>
<td>Obstetrics-gynecology</td>
<td>(.20)</td>
<td>.08*</td>
<td>(.11)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>(.26)</td>
<td>.11*</td>
<td>(.16)</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>(.17)</td>
<td>.06**</td>
<td>(.14)</td>
</tr>
<tr>
<td>Surgery</td>
<td>(.22)</td>
<td>.08*</td>
<td>(.11)</td>
</tr>
<tr>
<td>Multiple R</td>
<td>.38*</td>
<td>.27*</td>
<td>.35*</td>
</tr>
</tbody>
</table>

* The total sample included 2,158 graduates of Jefferson Medical College between 1989 and 1998. Bivariate correlations are shown in parentheses. Standardized regression coefficients (beta weights) are shown outside parentheses. All bivariate correlations are statistically significant (p < .01).
† Competence ratings of postgraduate clinical skills in “data-gathering and processing.”
‡ Competence ratings of postgraduate clinical skills in “interpersonal skills and attitudes.”
§ Competence ratings of postgraduate clinical skills in “socioeconomic aspects of patient care.”
* p < .01.
** p < .05.

ratings earned by each student across the six clerkships. We classified the numbers of high-honors ratings, which ranged from 0 to 6, into the following three categories: 0 (46% of the sample), 1–3 (48% of the sample), and 4–6 (14% of the sample).

We examined the willingness of the residency program directors to offer further residency training to each resident at the end of the first postgraduate year in relationship to the number of high honors. Further residency, which is usually offered only to those who solidly meet the first-year training standards, was offered to all but 66 (5%) of the 1,401 graduates for whom data were available. We found that the proportion of graduates who would not be offered further training was the highest (6%) among those with no high-honors rating in any clerkship, followed by those with one to three high-honors ratings (3%). All of the graduates with between four and six high-honors ratings were offered further training. The association between the number of high-honors ratings and the offer of further residency training was statistically significant (X² = 8.64, p < .01).

We conducted additional analyses by adding Step 1 scores to the multiple regression models in predicting the five criterion measures reported in Table 1 to statistically adjust for differences in Step 1 scores. After adjustment, the competence ratings in internal medicine, family medicine, and pediatrics significantly predicted Step 2 scores; and competence ratings in family medicine and pediatrics significantly predicted Step 3 scores. The statistical control of Step 1 scores did not change the pattern of findings in multivariate regression analysis in which the ratings of competence in the core clerkships were the predictor and ratings of the three postgraduate clerkship competence areas of “data-gathering and processing skills,” “interpersonal skills and attitudes,” and “socioeconomic aspects of patient care” were the criterion measures.

Discussion

The present study examined the validity of clinical competence evaluations assigned by medical school faculty, which are often reported in dean’s letters of evaluation. Our findings suggest that faculty ratings are valid and are useful in predicting performances on medical licensing examinations and clinical competence ratings in residency. Although, the faculty ratings assigned in the internal medicine, family medicine, and pediatrics clerkships yielded stronger associations with the criterion measures than did those in the psychiatry and surgery clerkships, the number of high-honors ratings that a student earned in all six clerkships was found to have a significant association with whether or not further training was offered to the graduate at the end of the first year of residency.

It should be noted that although the correlation coefficients were all statistically significant, they were not large. All fell in the range of small to moderate effect size estimates described by Cohen.11 However modest in magnitude, the consistency of the results provides credible evidence in support of the validity of the ratings.

Conclusions and Implications

Medical schools want to help each of their graduates to obtain the best residency position commensurate with his or her qualifications. However, most faculty realize that it is shortsighted to prepare a dean’s letter that misrepresents a student’s medical school record or excludes relevant observations of the student’s performance. Obfuscation is counterproductive.12 We found that the clerkship ratings for internal medicine, family medicine, pediatrics, and obstetrics-gynecology were significantly correlated with criterion measures. These evaluations were significant predictors of performance in postgraduate training. Likewise, our findings indicate that the high-honors ratings of competence in core clerkships were significantly associated with residency program directors’ decisions to offer further residency training.

The largest correlations were obtained for ratings in the internal medicine clerkship. This could be due to the fact that our students spend 12 weeks on this, and only six weeks on the others. This expanded time in the internal medicine clerkship allows for more observations and broader evaluations by a larger number of faculty and residents that could contribute to an increased overlap between this clerkship’s ratings and the criterion measures.

The Association of American Medical Colleges recommended in 1989 that the dean’s letter be described as a letter of evaluation rather than as a letter of recommendation.13 Many have followed this recommendation. Studies in a variety of settings have confirmed that superior performance in medical school does predict performance beyond medical school.10 Our results should not only increase the confidence of the medical school faculty with respect to their evaluations, but also reassure residency selection committees about the validity of evaluations in dean’s letters as predictors of clinical competence beyond medical school.
medical school should be committed to provide empirical support for the validity of information in its dean's letters of evaluation.

Correspondence: Clara Callahan, MD, Admissions Office, Jefferson Medical College, Philadelphia, PA 19107-5813; e-mail: (clara.callahan@mail.temple.edu).
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Do Students' Attitudes during Preclinical Years Predict Their Humanism as Clerkship Students?

JOHN C. ROGERS and LOUISA COUTTS

There is an increased awareness of the importance of humanism in the medical school curriculum. Most of the early work concerned teaching methods and measurement of humanism. Contemporary work reinforces the critical role of empathy in humanism but also broadens the concept to include other values, qualities, and behaviors: authenticity, compassion, fidelity, integrity, respect, spirituality, and virtue. To distinguish it from humanism, professionalism is characterized as accountability, altruism, commitment to excellence, duty and commitment to service, and honor and respect for others. The project we report here began over eight years ago, so compassion, empathy, respect, and considerate biopsychosocial interactions are the conceptual cornerstones of the operational definition we used in this work; we therefore defined the humanistic physician as one who:

1. respects the patient's viewpoints and considers his or her opinions when determining health care decisions,
2. attends to the psychological well-being of the patient,
3. regards the patient as a unique individual,
4. treats the patient in the context of his or her family and social and physical environment,
5. possesses good communication and listening skills,
6. engenders trust and confidence,
7. demonstrates warmth and compassion, and
8. is empathetic.

Despite the considerable attention to humanism in medical education, little is known about predictors of humanism in students. Knowledge about predictors of humanism could foster the evaluation and design of curricular innovations by identifying attitudes that may be affected by educational interventions. The objective of our work was to identify potentially modifiable attitudes that are associated with students' humanistic performance during clinical clerkships. These predictors may be important outcome measures for the curricular interventions, and may help assess the need for additional innovations.

Methods

Between 1992 and 1995, we had students complete attitude questionnaires during a second-year required preclinical course and again during a required third-year clerkship in family and community medicine. The third-year students also completed a clinical performance examination (CPE) where student scores on humanistic behavior rated the students' humanism.

We administered four previously developed attitude questionnaires: (1) Physician Belief Scale, (2) Physician Reactions to Uncertainty, (3) Risk in Clinical Practice, and (4) Decision Making Style. We had students complete these instruments to provide students with feedback on their attitudes that might affect their clinical behaviors. We gave each student a confidential report with his or her score for each scale, the class average score and range for each scale, and the normative averages and ranges from the instrument-developed samples. The third-year students' report included their second-year scores, so each student could reflect on any changes in attitude scores after experience in clinical rotations. We considered the concepts measured by the instruments to be important to general clinical performance, and not specifically or solely to be predictors of humanism. Similarly, we chose an available measure of humanism that could be completed by SPs to give students feedback on this particular aspect of clinical performance.

The Physician Belief Scale is a 32-item questionnaire about ways physicians who adopt a biopsychosocial approach to patient care differ from physicians who do not. Responses are recorded on a five-point Likert-type scale ranging from 1 = disagree to 5 = agree. The scale scores range from 32 (maximum degree of biopsychosocial orientation) to 160 (minimum psychosocial orientation). The authors of the instrument determined the internal consistency of the scale by Kuder-Richardson formula 20, which measures the extent to which the items reflect a single underlying construct. This unidimensional scale is highly internally consistent, with r = 0.88. The mean score of the 180 family physicians, psychiatrists, and interns in the development sample was 74.3 (SD = 13.7), and that of the 99 family physicians, psychiatrists, interns, and pediatricians in the validation sample was 71.1 (SD = 13.0). Eighty family physicians in the Department of Family and Community Medicine had a mean score of 58.4 (SD = 10.1).

The Physicists Reactions to Uncertainty scale measures physicians' affective reactions to uncertainty, which "seem to be a significant, yet overlooked, dimension of patient care decisions and variations in practice patterns." This scale consists of two subscales derived from factor analysis: (1) Stress from Uncertainty subscale (13 items) and (2) Reluctance to Disclose Uncertainty to Others subscale (nine items). Both subscales use a six-point Likert response scale from 1 = strongly agree to 6 = disagree, with many items reverse-scored to prevent response-set bias. The Stress from Uncertainty subscale ranges from 11 to 78 (the higher the score the greater the stress) and has a Cronbach alpha of 0.86, indicating excellent internal consistency. The mean score for 428 family physicians, general practitioners, general internists, medical subspecialists, and surgeons in the development sample was 44 (SD = 11). The Reluctance to Disclose Uncertainty to Others subscale ranges from 9 to 39 (the higher the score the greater the reluctance to disclose uncertainty) and has a Cronbach alpha of 0.75, indicating acceptable internal consistency. The mean score for the 428 physicians was 23 (SD = 6).

The Risk in Clinical Practice questionnaire measures physicians' general self-perceptions of levels of risk, aversion to seeking and risk attitudes in financial, physical well-being, social, and ethical domains. One nine-point Likert scale item is used for each domain (1 = avoid risk/danger to 9 = seek risk/danger). In a study of laboratory usage, 12 family physicians completed the questionnaire, producing a mean score for each item: gambling for money (3.6, SD = 1.8), physical danger (4.6, SD = 1.4), and normative scores (reverse-scored, 5.3, SD = 1.3), professional norms (reverse-scored, 6.2, SD = 1.7), risks to self (4.7, SD = 1.4), and risks to patients (3.8, SD = 1.6). Significant positive rank-order correlations were observed between: gamble and norms, risk self and gamble, risk self and danger, and risk self and norms. In the present study, a student's aggregate risk score was the proportion of the maximum possible score. A measure of internal consistency for this scale is not available.

The Decision-making Style is a 32-item questionnaire that measures the extent to which a person is intuitive or analytic in making decisions. Each item presents a forced choice between two alternatives. Score range from 0 to 32, with low scores indicating an...
TABLE 1. Medical Students' Attitudes about Psychosocial Aspects of Care, Uncertainty, Risk, and Decision-making Style—Comparison of Students' Attitude Scores during their Preclinical and Clinical Years with Attitude Scores of Physicians in Instrument-development Samples and Correlation of Students' Attitude Scores with Humanism Ratings by Standardized Patients during a Third-year Clerkship Clinical Performance Examination, Baylor College of Medicine, 1992–1995

<table>
<thead>
<tr>
<th>Attitude Instrument</th>
<th>Attitude-scale Scores</th>
<th>Correlation of Attitudes with Humanism</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Physicians in Instrument Development Samples</td>
<td>Students' Preclinical Scores (n = 299)</td>
</tr>
<tr>
<td>Physician Belief Scale (range 32–160); higher score means lower belief in psychosocial aspects of care</td>
<td>73.2</td>
<td>72.2</td>
</tr>
<tr>
<td>p &lt; .001</td>
<td>p &lt; .001</td>
<td></td>
</tr>
<tr>
<td>Physician Reactions to Uncertainty (range 13–78); higher score means more stress from uncertainty</td>
<td>44</td>
<td>48</td>
</tr>
<tr>
<td>p = .220</td>
<td>p = .424</td>
<td></td>
</tr>
<tr>
<td>Physician Reactions to Uncertainty (range 9–39); higher score means greater reluctance to disclose uncertainty to others</td>
<td>23</td>
<td>29</td>
</tr>
<tr>
<td>p = .266</td>
<td>p = .014</td>
<td></td>
</tr>
<tr>
<td>Risk in Clinical Practice (range 1–9); higher score means more risk seeking</td>
<td>52</td>
<td>49</td>
</tr>
<tr>
<td>p = .087</td>
<td>p = .378</td>
<td></td>
</tr>
<tr>
<td>Decision-making Style (range 0–32); higher score means more intuitive than analytic approach to decisions</td>
<td>17.2</td>
<td>17.1</td>
</tr>
</tbody>
</table>

* We administered standardized attitude instruments to medical students during their second preclinical year and again during their third-year clerkship in family and community medicine. We also administered a clinical performance examination during the clerkship, where standardized patients rated the students' humanism using a validated scale. We correlated the standardized patients' humanism ratings with the students' preclinical and clinical attitude scores.

analytic approaches and high scores indicating intuitive approaches to decisions and problems. A measure of internal consistency for this scale is not available.

Standardized patients (SPs) rated students' performances during a CPX on interview style, history taking, physical examination, management negotiation, and patient education. The SPs completed an encounter checklist and a separate humanism questionnaire for each student in each encounter. Inter-rater exercises assessed the students' differential diagnoses, management plans, and identification of ethical principles. The CPXs were conducted during the second and fifth weeks of the six-week rotation, and each CPX had a minimum of five cases. Students completed between ten and 13 patient cases in the CPX, with ten minutes for the SP activity and five minutes for the inter-rater activity. The CPX interaction reliability alpha coefficients ranged between 0.43 and 0.56. These moderate scores are comparable to the reliabilities reported in the literature for CPXs that used similar numbers of cases and tested similarly wide varieties of clinical skills, such as those encountered in family medicine. A student had to complete at least one full CPX with a minimum of five cases to be included in this study, in order to have multiple SP ratings of humanism and hopefully a stable measure for each student.

For humanism, the SPs rated each student at each CPX station using the eight-item, abbreviated Humanism Scale developed by Hauck et al. The full Humanism Scale is a 24-item questionnaire assessing whether a physician has a "sensitive, non-humiliating, and empathetic way of helping [a patient] deal with some problem or need" and correlates highly with patients' satisfaction with physician-related aspects of care. The full scale includes the eight components listed in the first paragraph of this article, with three items each. The eight-item scale has the following items (one per component):

1. This doctor seems to take a personal interest in me.
2. Even when my problem is small, this doctor is concerned.
3. I have confidence in this doctor's decisions.
4. This doctor respects my beliefs.
5. I would talk to this doctor if something were troubling me.
6. This doctor takes an interest in my home life.
7. This doctor is easy to talk to.
8. This doctor seems to know what I am going through when I tell him/her about a problem.

In the development study, responses were recorded as an "x" on a line between strongly disagree and strongly agree. The response point was measured with a ruler and converted to a percentage of the total line (1 to 99 for each item). The scale score was the mean for the 24 items. The development sample of 185 patients produced humanism scores ranging from 16 to 99 (1 to 99 is the possible range), with a mean of 75. Cronbach alpha (reliability coefficient) for the 24 items was .95; the eight-item scale with one item per component had a coefficient of .93. We used a seven-point Likert response scale (1 = strongly disagree, 7 = strongly agree) for the eight-item scale, which had a Cronbach alpha of .96. To adjust for variability among SPs on these ratings, we normalized each SP's humanism scores to the average for all SPs.

We used SPSS for Windows for data analysis to produce Pearson correlation coefficients.

Results

The students' scores for the attitude scales were quite similar to those of the development sample of experienced clinicians for the Physician Belief Scale and the Risk in Clinical Practice Scale. The students seemed to have more stress from uncertainty and reluctance to disclose uncertainty to others than the experienced clinicians in the development sample (Table 1). The standardized patients' ratings of the students' humanism also were quite similar to those of the development sample; when both scale scores are converted to a proportion of the maximum possible score (mean/maximum), development sample 75/99 = .76 and students 42/56 = .75.

The students' preclinical Physician Belief Scale scores were significantly inversely correlated with clerkship humanism (Table 1).
Students who rated the psychosocial aspects of medicine lower (higher Physician Belief Scale score) had lower humanism scores. This relationship persists for students’ psychosocial beliefs during the clerkship. Students’ preclinical decision-making style was directly related to humanism, with more intuitive students having higher scores on the humanism scale, but this relationship was not stable into the clinical year. The students’ preclinical reluctance to disclose uncertainty to others scores were not significantly related to humanism, but their clinical ratings were inversely related, indicating higher levels of humanism in students less reluctant to disclose their uncertainty. The students’ stress from uncertainty and their risk in clinical practice scores were not related to humanism.

Discussion

These students’ attitudes about biopsychosocial aspects of care and risk in clinical practice appear similar to those of experienced clinicians, but students may be more stressed by uncertainty and reluctant to disclose it to others than experienced clinicians. The standardized patients’ ratings of the students’ humanism were similar to the ratings the patients gave practicing physicians. These results lend some support to the legitimacy of using these instruments with students.

The students’ preclinical attitudes toward the biopsychosocial aspects of medical care are a potential predictor for their humanism on clinical rotations. The Physician Belief Scale was developed as a self-report instrument for practicing physicians, but may be useful as a predictive tool for students. Attitudes about uncertainty, risk, and decision making do not appear to be consistently related to humanism.

These results are sensible considering the eight items that compose the Humanism Scale. The consistent relationship with the Physician Belief Scale indicates that students who do not value highly the biopsychosocial aspects of care are not able to display the interest, concern, and respect necessary for high ratings of humanism by standardized patients. The inconsistent relationship for the Reluctance to Disclose Uncertainty to Others and Decision-making Style suggests that students comfortable with sharing their uncertainty or those preferring an intuitive decision style may be perceived by standardized patients as open about decisions, easy to talk to, or knowing what the standardized patients are going through. The concepts of Stress from Uncertainty and Risk in Clinical Practice aren’t as obviously related to the components of humanism and were not associated with humanism in this study. The concepts of uncertainty, risk, and decision making may still be important for clinical performance in general but not for humanism in particular. On the other hand, the concepts inherent in biopsychosocial attitudes seem to be related to clinical performance of the concepts of humanism we measured in this study: compassion, respect, empathy, and especially considerate biopsychosocial interactions.

The limitations of this work include questions about both the internal and external validity. It is unclear how the number of cases completed by students could have affected the stability of the humanism measure or influenced the results. The potentially problematic reliability of the Risk in Clinical Practice and Decision-making Style scales could have contributed to the failure to detect relationships between these scales and humanism. Even the significant correlations we did observe are small, and account for little of the variability in humanism, so that the statistical significance simply may be due to the sample size. The generalizability of these results is limited, since our study involved only one institution with approximately two class cohorts of students. Studies in other medical schools with additional cohorts of students would determine whether these apparent associations are stable.

Further instrument development may improve the ability of attitude measures to predict later humanistic behaviors. The Physician Belief Scale seems to measure well attitudes associated with considerate biopsychosocial interactions. Since current definitions of humanism include so many concepts (compassion, respect, empathy, integrity, fidelity, authenticity, spirituality, and virtue), we may need one comprehensive instrument, or several separate instruments, to measure the attitudes corresponding to the many facets of humanism. Demographic variables that may predict humanism, such as gender, could be included in predictive models, but the fundamental purpose of the work we report here is the identification of potentially modifiable predictors. Including demographic variables may improve the explanatory power of a multivariate model, but we preferred an admissions policy of preferentially selecting students with the changeable demographic variables positively associated with humanism? Or should we concentrate our efforts on curricula and the attitudes that we may be able to influence?

Curricula in many medical schools have courses emphasizing the physician-patient relationship and problem-based learning, which may influence the students’ preclinical attitudes found in our work to be associated with humanism. Future work may reveal relationships between other attitudes, which are conceptually related to humanism, and students’ humanistic behaviors in clinical rotations. Measurements of both attitudes and behaviors may be important outcome measures for curricular interventions, and may help assess the need for additional innovations.

Correspondence: Dr. John C. Rogers, Baylor Family Medicine, 3516 Greenbriar, Houston, TX 77095. E-mail: jrogers@bcm.tmc.edu.
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Early Identification of Students at Risk for Poor Academic Performance in Clinical Clerkships

SCOTT A. FIELDS, CYNTHIA M. MORRIS, WILLIAM L. TOFFLER, and EDWARD J. KEENAN

Many medical schools have revised, or are in the process of revising, their curricula. The impetus for this curricular change has been dependent on many factors. These factors include grant initiatives emphasizing the development of curricula to promote generalism and the Association of American Medical Colleges' Medical School Objectives Project (MSOP), as well as significant shifts in the health care system, such as the growing influence of managed care. The more innovative curricular revisions to date have included multidisciplinary, integrated courses with longitudinal curricula and early clinical experiences throughout the first two years (the preclinical curriculum).

Oregon Health Sciences University (OHSU) School of Medicine implemented its curriculum revision in 1992. The result of this effort was the rearranging of the first two years of the curriculum from 24 specific discipline-based courses to 10 interdisciplin ary units. One of the units, the Principles of Clinical Medicine (PCM), is a longitudinal two-year course composed of small-group activities half a day each week and a weekly half-day clinical preceptorship. In addition, there are nine integrated basic science courses in the first two years, and a one-week course, Transition to Clerkship, occurs at the end of the second year. The core clerkships, constituting the entire third year, include medicine, surgery, obstetrics-gynecology, family medicine, psychiatry, pediatrics, and rural primary care. Each of these clerkships is six weeks in duration with the exception of medicine, which occurs in two six-week blocks.

The premise for this study was that early identification of medical students who are at academic risk provides a basis for intervention with individualized remedial programs. Previously, studies have investigated prediction of performance for years one and two of medical school. Little has been done to address early identification of students at risk for academic difficulty in the third year of medical school. The hypothesis was that performance in PCM during the predominantly pre-clinical curriculum of the first two years predicts students at risk for academic difficulty in the clinical clerkships. Accordingly, this study analyzed the relationship between parameters of student assessment, including a number of examination, curriculum, and standardized testing criteria, and an accepted standard of graded performance in the third year clerkships.

Method

The sample studied was a cohort of students beginning with those who matriculated at OHSU from 1992 to 1995 and who graduated between 1996 and 1999. Student data were available from OHSU databases; no major change in curriculum, grading policy, or calculation of student grade-point averages occurred during these years. In the study, all individual student performance data were treated as confidential.

The primary outcome of this analysis was performance in the core clinical clerkships of the third year curriculum, which serves as a critical component of the residency application process. All courses at OHSU, including clerkships, are graded as honors, near honors, satisfactory, marginal, or fail. Grade-point average (GPA) in year three was used as the outcome, with a GPA of 3.0 representing honors; 2.0 near honors; 1.0 satisfactory, and 0 marginal/failure. After initial analysis as a continuous variable, we identified the lowest quintile of performance in year three (GPA < 2.0).

A number of potential indicators were considered to predict performance in year three. These indicators included cumulative college GPA, separate MCAT scores (Verbal Reasoning, Biological Science, Physical Science, and Writing Sample), year one and year two basic science course performance as a mean percentage examination score, performance in the PCM course, and USMLE Step 1 score. The total MCAT score combined the Verbal Reasoning, Biological Science, and Physical Science scores. For the Writing Sample, the alphanumeric score was coded from 4 to 15, with M = 8. Total points for the PCM course were used. In PCM, there are 80 points available for each of six quarters; 20 points for the clinical preceptorship, 10 points for small-group discussion activities, 10 points for patient examination activities, 10 points for an essay, 10 points for written exam, and 20 points for a group objective structured clinical examination (OSCE).

The first series of analyses were univariate, with all continuous predictor variables correlated with the primary outcome, year three GPA. Subsequently, a parsimonious logistic regression model was fit to predict this outcome using forward selection procedures. The odds of low performance (year three GPA < 2.0) were estimated. Cut-off points for categorizing each continuous predictor variable were based on the lowest quintile of each score or percentage, with latitude for ties. The significance of each predictor variable was assessed using a likelihood-ratio test statistic obtained from a logistic regression model fit to the outcome status.

Results

In total, data for 506 students were available. All data were complete except for one student who had attended a college without grades, seven students who had taken the earlier version of the MCAT, and two students whose USMLE scores were unavailable.

Correlation coefficients were obtained for each performance indicator as compared with the year-three GPA. Of all variables, this outcome was most significantly predicted by the score in the PCM course (r = .54, p < .001), year two percentage performance (r = .54, p < .001), year one percentage performance (r = .52, p < .001), and USMLE 1 score (r = .47, p < .001). Year-three GPA was only modestly related to undergraduate GPA (r = .19, p < .05) and MCAT Writing Sample score (r = .16, p < .05), and was not related significantly to the total MCAT score, or to the Biological Science, Physical Science, and Verbal Science Subscores. Figure 1 shows the relationship between the year-three GPA and the PCM score.

Prior to logistic regression analysis, the relationship of each variable to performance in the lowest quintile of year-three GPA was analyzed in order to determine the accuracy of prediction. Each variable was dichotomized by the lowest quintile and compared in a 2 × 2 table with low year-three GPA. A score in the lowest quintile of PCM (≤ 380) correctly predicted low year three performance of 38 of 68 students (positive predictive value = 56%). Of 72 students who had score above the lowest quintile, 212 (negative predictive value = 89%) had year-three GPAs above the lowest quintile. These values were similar considering performance in the lowest quintile in year two (positive predictive value = 53%), predicting 36 of 66; negative predictive value = 89%, 211 of 238). A USMLE Step 1 score in the lowest quintile (≤ 190) correctly predicted 28 of 68 students who scored in the lowest quintile of year-three GPA (positive predictive value = 41%), whereas a score above the lowest
quintile predicted 206 of 238 (negative predictive value = 87%). No other variable performed similarly in univariate analysis.

A multivariate logistic regression model significantly predicted low year-three GPA (p < .001). (See Table 1.) Overall, performance in the lowest quintile in PCM was associated with a 9.45 times increased risk of performance in the lowest quintile of year-three GPA (95% CI, 4.71–18.98). Similarly, performance in the lowest quintile of year two conferred a 6.39 times risk of low year-three GPA (95% CI, 2.96–13.80). This model also included performance in the lowest quintile of the USMLE Step 1, although this was not significant (relative risk 1.83; 95% CI, 0.84–3.99). Last, performance by quintile of PCM score, after adjustment for USMLE Step 1 score and year-two percentage score, was linearly related to year-three GPAs less than 2.0 (p < .001). This confirms that the PCM score has a strong, graded relationship to performance in the clinical clerkships. A student receiving a PCM score in the second lowest quintile was 75% less likely (relative risk 0.25) to perform poorly in the clerkships, as compared with those with scores in the lowest quintile. A PCM score in the highest quintile was associated with a markedly reduced chance of poor performance; in fact, only one student in the highest quintile had a year-three GPA below 2.0.

Discussion

This study may be considered unique to the OHSU curriculum, yet many schools are developing similarly integrated curricula with early clinical experiences. This method of identifying students early in medical school who are at risk for academic and professional difficulties may be generalizable.

In designing this study, we defined the outcome of interest as year-three GPA. As mentioned, this was chosen due to the established connection between clerkship evaluations and residency applications. However, it is important to remember that the validity of third-year clerkship evaluations as an indicator for performance as a physician is unclear.

Our conclusion is that performance in the PCM course is predictive of performance in the core clerkships of the third-year curriculum. Additionally, by identifying students who perform in the lowest quintile of the PCM course, it is possible to identify the students who will be in the lowest quintile of the core third-year clerkships. One explanation of this relationship is that evaluation of performance in the PCM course better assesses the ability to use core knowledge, as well as the evaluation of patient care skills and professional attributes. Consequently, the assessment of student performances in the PCM course may coincide more closely with the approach to evaluation used in the core third-year clerkships. That is, greater emphasis is placed on preceptor and interactive session evaluations, with only a relatively small component related to performance on didactic written examinations. Thus, performance in PCM reflects behavioral and attitudinal factors associated with patient care, in addition to knowledge and skills, in contrast to a singular focus on cognitive performance as is typically the case in the basic science courses.

A concern raised in regard to the PCM course is the "subjective" nature of the performance assessment, particularly in comparison with the "objective" process employed in the basic science courses. This study supports the current evaluation approach in PCM that includes assessments by small-group facilitators and preceptors and GOSCE performance in a fashion that is more consistent with assessment methods used in the third-year clinical clerkships.

Overall, we believe that this information has improved the faculty's confidence in their ability to evaluate student performance. Previously, there were very few students identified as having difficulties prior to the third year, and these students rarely were noted to have professional development issues. The outcome of this study has already influenced the student assessment process in the OHSU School of Medicine. Validation of early concerns about student performance provides faculty with greater confidence in early identification of students who are at academic risk. Confidence in this evaluation system has initiated changes in the medical school's Student Progress Committee's approach to considering at-risk students. A professional development evaluation has been established that is used to identify early concerns regarding professionalism or concerns related to clinical skills or attitudes despite the fact that a student may have successfully passed the courses. Thus, students who are succeeding in the basic science curriculum but who are struggling with clinical integration or who are not demonstrating appropriate professional development may be reviewed by the Student Progress Committee.

Additional factors not considered in the current study, including age, gender, ethnicity, and year between matriculation and graduation from college, may have also contributed to the variation observed in this population. Further analysis is needed to resolve the potential influences of any of these additional factors.

Finally, confidence in identifying students at risk early in the

![Figure 1. Scatterplot of the relationship between Principles of Clinical Medicine (PCMA) scores and year three grade-point averages at Oregon Health Sciences University School of Medicine, 1992–1999.](image)

<table>
<thead>
<tr>
<th>Table 1. Logistic Regression of Performances in the Lowest Quintiles in the Seven Third-year Core Clinical Clerkships at Oregon Health Sciences University School of Medicine, 1992–1999</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Lowest quintile of PCM score (≤ 380)</td>
</tr>
<tr>
<td>Lowest quintile of year two % performance (≤ 82%)</td>
</tr>
<tr>
<td>Lowest quintile of USMLE Step 1 score (≤ 190)</td>
</tr>
</tbody>
</table>

* PCM = Principles of Clinical Medicine course.
curriculum provides the opportunity for remediation at a time that is more conducive to improving the long-term success of the student. This creates the need for a process of developing individuated programs to address the specific shortcomings identified. However, an essential aspect of such a process is validation of an early academic warning system, as demonstrated in this study based on assessment during a longitudinal clinical experience in the first two years of medical school. As more medical school curricula now include early clinical experiences, the opportunity exists for confirmation of these findings through multi-site studies.

Correspondence: Dr. Scott A. Fields, Department of Family Medicine, Oregon Health Sciences University, 3181 SW Sam Jackson Park Road, Portland, OR, 97201; e-mail: scfields@ohsu.edu.
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The Under-weighting of Implicitly Generated Diagnoses

KEVIN W. EVA and LEE R. BROOKS

Imagine that a diagnostician is asked to comment on a diagnosis proposed by a colleague. Clearly, to decide whether or not the diagnosis is probably correct, other diagnostic possibilities for that case must be considered. However, the prevalence of confirmation biases recorded in the psychology literature suggests that the proposed diagnosis has some priority over self-generated diagnoses. Considering the proposed diagnosis first might lead to noticing and taking seriously the features consistent with it and evaluating other diagnoses in that light. The current study was designed to address this issue by examining differences in probability ratings and patient management decisions as a function of whether diagnostic alternatives are presented explicitly or are generated by the diagnosticians themselves. Normatively, there should be no difference in the probability assigned to, or the patient management decisions made on the basis of, a diagnostic alternative regardless of whether it was suggested by someone else or was self-generated. In fact, for at least some levels of expertise, the source or explicitness of the diagnosis might be important in how thoroughly it is considered.

It is well documented that the probability rating assigned to a particular diagnosis tends to be greater when that diagnosis is presented in isolation relative to when it is presented within a list of alternative diagnoses (the unpacking effect). For example, the rated probability that a person will die of cancer tends to be greater when cancer is considered by itself than when presented within a list of differential diagnoses. Our previous work has shown, somewhat counter-intuitively, that the alternative diagnoses that have the greatest influence on the probability assigned to a focal diagnosis are those that are most likely to have been considered even in the absence of their explicit presentation. Thus, the magnitude of the unpacking effect (ie, the decrease in the probability assigned to the focal diagnosis) was greater when the unpacked alternatives were believed to be highly plausible by independent experts relative to when the unpacked alternatives were believed to be less likely. While this result suggests that participants underappreciated diagnostic alternatives that they themselves generated relative to when the same alternatives were explicitly presented, the experimental design did not allow us to be certain that participants had actually considered the diagnoses that were rated as most likely. Five diagnoses were explicitly presented in the unpacked condition, thereby allowing the possibility that participants had not generated all of the plausible diagnoses while reading the case history.

The current study was designed to demonstrate the same result for alternatives that participants claimed to have actually considered. Furthermore, we attempted to maximize the probability that a specific alternative diagnosis would come to mind even when not presented explicitly by using clinical cases previously shown to have two highly likely and roughly equiprobable diagnoses. Both manipulations should eliminate the unpacking effect if diagnosticians evaluate diagnostic possibilities that they themselves generate in the same way as diagnoses that are explicitly provided.

While subjective estimates of probability are believed to provide a valid measure of participants' clinical decision-making processes, it is possible that the act of assigning probabilities is a formal exercise that is not closely related to actual practice. So, the current study also served as an attempt to demonstrate that the unpacking effect is not restricted to numerical estimates of probability by examining whether or not patient management strategies, such as the requesting of diagnostic tests, are influenced by the explicit presentation of diagnostic alternatives. That is, if diagnosticians request more tests upon being presented two highly diagnostic alternatives relative to being presented just the focal diagnosis, we would have converging, and perhaps more ecologically valid, evidence that there is a tendency to under-weight alternatives that are not explicitly provided. Redelmeier et al. have previously shown that the likelihood that fourth-year medical students will order a CT scan upon the presentation of a potential case of sinusitis was influenced by the number of alternative diagnoses that were explicitly mentioned. The current study attempts to further ensure the robustness and generalizability of their findings by using multiple cases and a more extreme manipulation.

We tested this design initially on medical students primarily because of the ease of obtaining them as participants, but we believe that this initial step provides data of interest. Numerous biasing studies in medicine have confirmed that both experts and novices tend to be susceptible to the same heuristic-induced errors. Understanding the mechanism underlying such processes might allow insight into the source of any errors that are made even as the number of errors a diagnostician makes undoubtedly decreases with the development of expertise.

Method

Participants. The participant pool for this study consisted of second-year medical students from McMaster University's graduating class of 2001. A sample of tutorial leaders asked their students whether they would participate. Those who agreed were run through the experiment in their tutorial groups during two sessions separated in time by an average of eight days (range 4-14 days). Twenty students participated in four groups, but follow-up data could not be collected for one of the students, leaving 19 with complete sets of data. Upon completion of the second group session, participants were paid $20 and given feedback on both the clinical cases used and the purpose of the study.

Materials. Participants were presented ten case histories, each of which was followed by one or two diagnostic hypotheses and a series of five questions. (1) "Given the case history that you have just read, please assign a number between 0 and 100 indicating how likely you think it is that the case history is representative of the given diagnosis(es)." In all conditions participants were told that the diagnoses were mutually exclusive and that the inclusion of an 'all other diagnoses' alternative meant that each list was exhaustive, thereby indicating that the sum of the ratings assigned should be 100%. (2) "Are there any diagnostic tests that you would like to see performed to aid you in your decision? If yes, please list them." (3) "While reading the case history, did you consider any diagnosis apart from those listed above? If yes, please state the diagnosis that you consider to be the most likely differential." (4) "Please rate your confidence (on a scale of 1 to 100) that you know the correct diagnosis." (5) "Please rate the typicality of this case on a scale of 1 to 100." The latter two questions were intended to serve as dummy variables that would increase the likelihood that participants would not remember the exact probability assigned to any particular question.

Procedure. Each of the ten cases has been shown to be suggestive of two diagnoses, both highly likely and roughly equiprobable.
diagnoses. One of each pair of diagnoses was randomly selected to be the focal diagnosis—the diagnostic alternative that would be presented with its associated case history across all conditions. In working through all ten cases, each subject was shown five cases within each condition (i.e., focal diagnosis alone versus focal + alternative diagnosis) randomly mixed together. Approximately one week later each participant was shown the same ten cases and asked to rate the original alternative(s) together with the alternative they had generated in response to question three. If no alternative had been generated, participants were simply shown the original alternatives a second time. Apart from adding the alternatives participants had generated during the first pass, the questionnaires used during the two sessions were identical.

Results

In completing all ten cases, 190 observations were generated that could be analyzed for the unpacking effect—a decrease in the probability assigned to the focal diagnosis upon the explicit presentation of additional diagnoses. Table 1 presents the average probability assigned to the focal diagnosis as a function of condition. First, a 2 (session) × 2 (number of alternatives presented during pass 1) × 2 (diagnostic alternative: generated versus not generated) × 10 (case) ANOVA was performed. A significant effect of “number of alternatives” (F(1,156) = 12.365, p < .01) revealed that the probability assigned to the focal diagnosis was higher when presented in isolation than when presented in conjunction with a second diagnosis even though the alternative diagnosis was the most likely differential. An effect of “diagnostic alternative” was also found (F(1,156) = 6.099, p < .02), thereby indicating that participants rated the focal diagnosis as more likely when they did not generate a plausible alternative diagnosis, as indicated by their responses to question 3. Case was the only other effect that reached significance (F(9,156) = 4.746, p < .01).

To further demonstrate that the unpacking effect occurs even when the unpacked alternatives are diagnoses that the participants had already considered, we performed a 2 (session) × 2 (number of alternatives presented during pass 1) × 10 (case) ANOVA on only those observations in which a diagnostic alternative had been generated, that is, using only the data presented in the Alternative Generated column of Table 1. The main effect of “number of alternatives” persisted (F(1,139) = 8.061, p < .01). In addition, a main effect of session was found (F(1,139) = 16.375, p < .01), which indicates that the probability assigned to the focal diagnosis was lower in session 2 than in session 1 even though the only difference between the two sessions was the explicit presentation during session 2 of the diagnoses that the participants claimed to have considered implicitly during session 1. Case was, once again, the only other effect that achieved significance (F(9,139) = 4.232, p < .01). The effect of session was not observed when the same analysis was repeated for trials in which the participants did not generate a diagnostic alternative (i.e., using only the data presented the Alternative Not Generated column of Table 1). This indicates that the effect was not simply a result of the passage of time. The numbers of observations in these cells were small, but examination of the means suggests that, if anything, the probability assigned to the focal diagnosis increased in session 2 relative to session 1 if no diagnostic alternative had been generated during session 1 (F(1,177) = 0.017, p > .85).

We also examined whether or not the phenomenon being illustrated by the probability ratings might influence management strategies by asking our participants to list the diagnostic tests that they would be interested in seeing performed. Participants requested more tests when two diagnoses were presented (mean = 3.466) than when the focal diagnosis was presented in isolation (mean = 2.989, F(1,120) = 4.98, p < .05). This result suggests that the explicit presentation of diagnoses can influence the management strategies of diagnosticians in addition to altering their rating of another diagnosis’s likelihood.

<table>
<thead>
<tr>
<th>Table 1. Mean Probability Ratings (and Counts of Numbers of Observations) Assigned to the Focal Diagnosis across Condition, by Second-year Medical Students at McMaster University, 1988–90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focal Diagnosis</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>Session 1</td>
</tr>
<tr>
<td>Focal</td>
</tr>
<tr>
<td>Focal + alternative</td>
</tr>
<tr>
<td>Overall</td>
</tr>
<tr>
<td>Session 2</td>
</tr>
<tr>
<td>Focal (+ generated alternative if generated)</td>
</tr>
<tr>
<td>Focal + alternative (+ generated alternative if generated)</td>
</tr>
<tr>
<td>Overall</td>
</tr>
</tbody>
</table>

* Each of 19 medical students reviewed ten clinical cases in sessions one week apart. See text for details.

Finally, the effect of the number of alternatives presented on confidence ratings and typicality ratings were analyzed. No effect of session or “number of alternatives” was found for either of these two variables.

Discussion

These results support the notion that individuals tend to under-appreciate self-generated diagnoses relative to diagnoses that are explicitly presented. The participants rated the originally presented diagnosis as less probable when the alternative they had claimed to be considering implicitly was provided in a more explicit manner. That is, the unpacking effect was found even when the diagnostic alternative that was unpacked was one that our participants claimed to have considered while originally viewing the case.

While differences in the probability ratings assigned to the focal diagnosis across condition might appear small relative to the 100-point scale used, it is important to note that the functional range of potential responses was actually substantially smaller than 100. As mentioned earlier, the cases were originally designed to be indicative of two diagnoses, which are both highly likely and roughly equiprobable. Consistent with that manipulation, our participants were hesitant to assign a very high or a very low likelihood rating to any individual diagnosis. The effect size across packed versus unpacked versions of the questionnaire was .046—a medium-sized effect—even though substantial effort was invested to ensure that the cards were stacked in favor of the null hypothesis.

That being said, the mechanism that causes individuals to under-weight alternatives that are not explicitly presented remains in question. As alluded to in the introduction, the effects observed might arise as a result of confirmation bias, as the explicit presentation of a diagnostic alternative might cause diagnosticians to differentially process the evidence relevant to the diagnostic possibilities. This could arise in at least two ways that are not necessarily exclusive of one another; the explicit presentation of a diagnostic hypothesis might influence both the search for and the construal of evidence. Support for the plausibility of these hypotheses is widespread. For example, it has been found that, when given the opportunity to select additional information (i.e., prevalence data), medical students, residents, and physicians tend to seek data that are relevant to a single disease while ignoring information that is related to equally plausible differential diagnoses. This biased search for
information need not be proactive in that it does not necessarily take place while the diagnostician gathers novel information. On the contrary, Anderson and Pichet have shown that retrieval of information from memory is also influenced by the context within which the search takes place.11 When asked to recall information about a house, the type of information participants were able to remember was dependent on whether they had been asked to read the story from the perspective of a burglar or a home buyer. When subjects were later asked to adopt the opposite perspective, they were able to recall more information that simply had not been available during the first memory task. A plausible extension of this result is that the explicit presentation of a diagnosis might bias the memorial retrieval of features present in the case history.

Furthermore, maintaining an initial focus on the diagnosis that is explicitly presented might make it difficult to realize that nondiscriminating symptoms provide evidence for more than one diagnostic alternative. For example, considering the nausea and vomiting with which an 18-year-old woman with right-lower-quadrant discomfort presents as indicative of appendicitis might blind an individual to the possibility that these symptoms can also be construed of as clinical manifestations of inflammatory disease. Norman, LeBlanc, and Brooks have provided evidence that supports this notion by reporting the mere presentation of a diagnostic alternative can influence the interpretation of classic clinical features.12 Reinterpreting these features in light of self-generated diagnoses could prove to be difficult.

Regardless of their cause, the data presented here indicate that the meaning of the verb "to consider" should not necessarily be taken at face value. Having considered the plausibility of a diagnostic alternative can mean anything from having had the term come to mind to having performed a comprehensive analysis of the evidence for and against that particular diagnosis. Asking our participants to assign a probability rating to the likelihood of diagnoses that they claim to have considered was sufficient to decrease the probability that they were willing to assign to the focal diagnosis. This strongly suggests that the evidence in favor of the self-generated alternative was underappreciated relative to when attention was focused on that alternative explicitly. Further research is required to determine whether or not particular strategies can be adopted to prevent such under-weighting.

The authors thank John Cunningham, Rose Hata, Alan Neville, Geoff Norman, Richard Bentick, and anonymous reviewers for useful comments and discussion during the development and completion of this project.
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THOUGHTS ON THINKING

The Impact of Structured Student Debates on Critical Thinking and Informatics Skills of Second-year Medical Students

STEVEN A. LIEBERMAN, JULIE M. TRUMBLE, and EDWARD R. SMITH

Yet it has become increasingly difficult to keep abreast of and to assimilate the investigative reports which accumulate day after day...

—Bernhard von Langenbeck, Address at the First Congress of Surgeons, April 16, 1872

Among its many facets, the field of medical informatics encompasses the use of technology to access and manage scientific information. The Association of American Medical Colleges (AAMC), through the Medical Informatics Objectives of the Medical School Objectives Project (MSOP) has identified five informatics-related roles of the physician and has established objectives for each of these roles. The lifelong learning role incorporates skills relating to information retrieval, evaluation, and reorganization. Without activities specifically targeting these skills, it is an act of faith that students will graduate with adequate preparation in these areas.

To explicitly address these curricular goals, second-year students in Endocrinology and Reproductive Medicine at the University of Texas Medical Branch in Galveston were required to participate in debates on controversial topics in these fields. This exercise provided a structured task for developing and improving skills in literature searching, critical thinking, including evaluation of the quality of studies, reconciling results of conflicting studies, teamwork, formal presentation, and communication, and spontaneous scholarly discussion.

A search of the Medline database produced only one article describing the use of student debates for acquiring content and developing critical thinking and communication skills in health science education.1 The paper describes a first-year pharmacy curriculum that incorporated debates on socioeconomic topics relevant to pharmacy practice. While these debates required critical analysis of issues, the primary focus was on content rather than cognitive or informatics-related skills.

Published accounts of debates in a college chemistry course and business school provide qualitative descriptions of the beneficial effects of such exercises on critical thinking, updating knowledge, and communication skills. In a more quantitative approach, Allen et al. conducted a meta-analysis of the impact of formal instruction in communication skills (including debates) on critical thinking ability. Such training resulted in a 44% increase in scores on tests of critical thinking. Compared with training in other communication skills, participation in "forensics" (i.e., competitive debates) produced the greatest improvement, although the differences did not achieve statistical significance. Finally, Johnson et al. performed a meta-analysis of the effects of a method they call "academic controversy" on a variety of cognitive outcomes. This method, which shares many features of the debates described in the current report, has produced "increased achievement and retention, higher-quality problem-solving and decision-making, more frequent creative insights, more thorough exchange of expertise, and greater task involvement" by students.

The current report describes the implementation of structured debates and the evaluation by students and faculty of the degree to which the informatics objectives were accomplished.

Method

The 174 second-year students were divided into six sections of approximately 30 students each and were assigned to teams of three within each section. The debate topics represented areas of controversy in endocrinology and reproductive science. Students received assigned topics at the beginning of the course, and each student participated in one debate. When not presenting, students were expected to attend their section's debates. Each team researched background information, identified the main issues, found and analyzed relevant studies, developed arguments on both sides of the topic, developed a "rational compromise" after weighing the evidence, and prepared to present each side of the topic.

Each team was assigned to present the pro (supporting) or con (opposing) perspective immediately before the debate. Each of the six students gave a five-minute presentation of one of the following segments: pro background and arguments; con background and arguments; con supporting; pro compromising; pro rational compromise. All team members participated in a ten-minute rebuttal segment prior to the "rational compromises" and a ten-minute question-and-answer session after the final presentation. A faculty moderator kept the session on schedule, participated in the question-and-answer portion, and evaluated the students' performances.

The students were assessed individually on presentation skills, contributions to the rebuttal and question-and-answer segments, and professionalism. The teams were evaluated for the accuracy of information and appropriateness of conclusions, and on written summaries and references turned in at the debate. Individual and team scores were combined to generate a letter grade for each student.

Debates presented in each of the six student sections in a given week generally revolved around a single theme in order to provide similar learning experiences for all students attending. For example, one set of debates addressed related facets of the role of insulin resistance in producing disease: (1) Hyperinsulinemia causes hypertension; (2) Insulin resistance increases the risk of thrombosis; (3) Insulin resistance increases the risk of coronary artery disease; (4) Insulin resistance causes the polycystic ovary syndrome; (5) Obesity is an independent risk factor for coronary artery disease; (6) Intensive treatment of type 2 diabetes mellitus lowers the risk of coronary artery disease compared with conventional treatment. Other themes included menopausal hormone replacement therapy, HIV infection and pregnancy, growth hormone therapy in growth-hormone-deficient children, and the diagnosis and management of thyroid and parathyroid neoplasia.

The effectiveness of this exercise was evaluated by three modalities. First, all students (n = 174) were requested to complete a survey following their debates. Second, faculty moderators (n = 17) were surveyed to obtain their impressions of the students' skills and the educational value of the debates. Finally, two focus groups of randomly selected students (n = 4 per group) met with facilitators midway through the course to discuss the debates and various course aspects. The facilitators were educators not directly involved in the course. Summaries and anonymous comments from the focus groups were reviewed and approved by the students.

The students and faculty questionnaires were parallel instruments.
<table>
<thead>
<tr>
<th>Skill</th>
<th>Before</th>
<th>After</th>
<th>1 Level</th>
<th>≥2 Levels</th>
<th>Faculty Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Weighing conflicting information from multiple sources and reconciling the differences (MSOP Informatics Objective A.3.c)</td>
<td>3.23 (0.13)</td>
<td>4.31 (0.10)†</td>
<td>32.5%</td>
<td>30.8%</td>
<td>3.80 (0.49)</td>
</tr>
<tr>
<td>B. Critically reviewing published research (MSOP Informatics Objective A.3.d)</td>
<td>3.09 (0.12)</td>
<td>3.97 (0.08)†</td>
<td>34.2%</td>
<td>23.9%</td>
<td>3.00 (0.45)</td>
</tr>
<tr>
<td>C. Discriminating between types of information sources in terms of currency, format, authority, relevance, and availability (MSOP Informatics Objective A.3.3)</td>
<td>3.23 (0.12)</td>
<td>4.15 (0.08)†</td>
<td>29.9%</td>
<td>26.5%</td>
<td>3.80 (0.37)</td>
</tr>
<tr>
<td>D. Recognizing factors that influence the accuracy/validity of information (MSOP Informatics Objective A.3.a)</td>
<td>3.26 (0.12)</td>
<td>4.17 (0.08)†</td>
<td>25.1%</td>
<td>25.6%</td>
<td>3.40 (0.40)</td>
</tr>
<tr>
<td>E. Making evidence-based decisions (MSOP Informatics Objective A.4.c)</td>
<td>3.62 (0.12)</td>
<td>4.39 (0.08)†</td>
<td>30.8%</td>
<td>20.5%</td>
<td>3.20 (0.49)</td>
</tr>
<tr>
<td>F. Expressing the relative risks and benefits of outcomes/treatment options (MSOP Informatics Objective B.5.3)</td>
<td>3.41 (0.12)</td>
<td>4.22 (0.11)†</td>
<td>28.2%</td>
<td>22.2%</td>
<td>3.83 (0.17)</td>
</tr>
<tr>
<td>G. Medline searching (MSOP Informatics Objective A.2.a &amp; b)</td>
<td>3.72 (0.13)</td>
<td>4.65 (0.08)†</td>
<td>18.8%</td>
<td>28.2%</td>
<td>4.50 (0.22)</td>
</tr>
<tr>
<td>H. Knowledge of cost-benefit issues in health care (MSOP Informatics Objective E.2.a)</td>
<td>2.94 (0.12)</td>
<td>3.67 (0.11)†</td>
<td>26.2%</td>
<td>18.8%</td>
<td>3.33 (0.33)</td>
</tr>
<tr>
<td>I. Ability to make formal presentations (MSOP Informatics Objective C.2)</td>
<td>3.75 (0.12)</td>
<td>4.35 (0.08)†</td>
<td>25.9%</td>
<td>14.5%</td>
<td>5.00 (0.00)</td>
</tr>
<tr>
<td>J. Maintaining a healthy skepticism about the quality of information (MSOP Informatics Objective A.4.b)</td>
<td>3.73 (0.12)</td>
<td>4.42 (0.09)†</td>
<td>20.5%</td>
<td>20.5%</td>
<td>3.17 (0.34)</td>
</tr>
<tr>
<td>K. Using multiple sources for problem solving (MSOP Informatics Objective A.4.a)</td>
<td>3.93 (0.11)</td>
<td>4.49 (0.08)†</td>
<td>28.2%</td>
<td>12.8%</td>
<td>4.17 (0.31)</td>
</tr>
<tr>
<td>L. Impromptu reasoning skills (the ability to “think on your feet”)</td>
<td>3.82 (0.11)</td>
<td>4.15 (0.09)†</td>
<td>23.9%</td>
<td>5.1%</td>
<td>4.17 (0.31)</td>
</tr>
<tr>
<td>M. Working effectively as a team to accomplish tasks</td>
<td>4.57 (0.09)</td>
<td>4.91 (0.08)†</td>
<td>23.9%</td>
<td>4.3%</td>
<td>5.33 (0.21)</td>
</tr>
</tbody>
</table>

* Students were asked to indicate on a scale of 1 through 6 (1 = complete novice; 2 = minimally competent; 3 = moderately competent; 4 = expert) their "skill level on each of the following both BEFORE and AFTER the debate." 114 of 117 students (65.5%) completed the survey. Data are means ± SEM.

† p < 0.0001 by paired t test for comparisons of "before" versus "after."

and were administered following the debates. Section A asked the students to use a three-item scale—"major resource," "minor resource," and "not used"—to describe the importance of ten resource types. Faculty had one additional category, "can't judge." Section B addressed 13 specific objectives of the debates, 13 of which corresponded to skills identified in the MSOP (Table 1). Students used a scale from 0 to 6 (0 = not used/not applicable; 1 = complete novice; 2 = minimally competent; 3 = moderately competent; 4 = expert) to retrospectively rate their pre- and post-debate skills. The faculty scale replaced "not used" with "can't judge." Section C used Likert-like scales to assess the importance of skills fostered by the debates, and the usefulness and timing of debates for promoting skill development. Finally, section D asked for comments and suggestions.

Results

Of the 117 participants, 114 (65.5%) responded to the survey. They did not differ from the non-respondents with regard to individual debate scores (33.6 ± 0.2 versus 33.6 ± 0.3, p > .9), team debate scores (29.2 ± 0.3 versus 29.0 ± 0.4, p > .7), or scores on the final course exam (90.3 ± 0.8 versus 88.3 ± 1.4, p > .2). Six faculty, three clinicians and three basic scientists, who had moderated 19 of the 30 debates (63.3%), responded to the faculty survey. These six included all four who had moderated more than one debate.

Among the students responding, 76 (67%) indicated that the skills acquired through the debates would be "important" or "very important" in their careers, while all six faculty rated the importance of these skills in the highest category. Seven students (6%) felt the skills would be "not important at all." Seventy students (60%) agreed or strongly agreed that the debate had been a valuable learning exercise, while 23 (20%) disagreed or strongly disagreed. The students were evenly divided as to whether one (n = 33), two (n = 35), or three-to-four (n = 33) similar exercises would be required to "promote adequate development" of the skills. Four faculty (66.7%) felt three or four times would be appropriate, one felt four to eight times would be needed, and one felt two times would be adequate. One faculty member and 61 students (52%) felt the preclinical years were the most appropriate place in the curriculum for such exercises. Seventeen students (15%) felt they should be limited to the clinical years, and five faculty (83%) and 23 students (20%) indicated that the exercises should occur throughout the four-year curriculum.

The results of the student and faculty surveys of skill development are presented in Table 1. The students' self-assessments increased significantly for all skills, with mean ratings of post-debate skills generally near a score of 4, or "moderately competent." However, the increase in mean score was greater than one level for only one skill (weighing and reconciling conflicting information), while for two skills (impromptu reasoning; working effectively as a team) less than 40% of the respondents reported any increase. Although the sample size (114 students, 6 faculty) preclude statistical comparisons, faculty ratings of student skills appeared lower than student self-ratings for all but four skills.

Table 2 summarizes the students' responses regarding resource utilization. Review articles (88.9%) and primary research articles (86.3%) were most frequently identified as major resources. Focus-group summaries corroborated the generally favorable survey findings. Specifically, the debates were perceived more as exercises in critical thinking than as exercises in content acquisition. The students' relationships with the faculty were perceived as "interesting and enjoyable." The most common criticism was the amount of preparation time required. Comments from the faculty survey, while overall extremely favorable, suggested several areas for improvement: students' overreliance on reviews and published expert opinion, a tendency for students to want "to win" the debate rather than to come to a balanced judgment based on the evidence, and the need to couple specific instruction in these skills with the debates.
TABLE 2. Numbers and Percentages of Second-year Medical Students Rating Information Resources as Major or Minor in Preparing for Structured Debates, University of Texas Medical Branch in Galveston, 1999–2000

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Review articles</td>
<td>104</td>
<td>88.9</td>
<td>12</td>
<td>10.3</td>
<td>1</td>
<td>0.9</td>
</tr>
<tr>
<td>Primary research articles</td>
<td>101</td>
<td>86.3</td>
<td>15</td>
<td>12.8</td>
<td>1</td>
<td>0.9</td>
</tr>
<tr>
<td>Systematic reviews/meta-</td>
<td>52</td>
<td>44.4</td>
<td>46</td>
<td>39.3</td>
<td>19</td>
<td>16.2</td>
</tr>
<tr>
<td>analyses statements</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other textbooks</td>
<td>28</td>
<td>23.9</td>
<td>48</td>
<td>41.0</td>
<td>41</td>
<td>35.0</td>
</tr>
<tr>
<td>Required course textbook</td>
<td>15</td>
<td>12.6</td>
<td>60</td>
<td>60.4</td>
<td>28</td>
<td>23.9</td>
</tr>
<tr>
<td>Professional Internet sites</td>
<td>13</td>
<td>11.1</td>
<td>40</td>
<td>34.2</td>
<td>54</td>
<td>45.7</td>
</tr>
<tr>
<td>Consultation with an expert</td>
<td>6</td>
<td>5.1</td>
<td>53</td>
<td>45.3</td>
<td>58</td>
<td>49.6</td>
</tr>
<tr>
<td>Governments Internet sites</td>
<td>5</td>
<td>4.3</td>
<td>21</td>
<td>17.9</td>
<td>91</td>
<td>77.6</td>
</tr>
<tr>
<td>Commercial Internet sites</td>
<td>4</td>
<td>3.4</td>
<td>34</td>
<td>29.1</td>
<td>79</td>
<td>67.5</td>
</tr>
</tbody>
</table>

*Students were asked “Please indicate the importance of each of the following resources in preparing for your debate.” Of 174 students participating in the debates, 114 (66.5%) responded.

Discussion

This report describes the method and evaluation of structured student debates for promoting the development of several cognitive and informatics-related skills, many of which are embodied in the MSOP. The data reported confirm that this exercise accomplished most of its goals. The central goal of promoting the development of skills in analyzing research studies and weighing and reconciling contrasting results was realized. The specific objectives related to this goal (A–D in Table 1) showed the greatest mean increases in self-ratings as well as the greatest proportions of students reporting improvement. Furthermore, primary research articles were among the two most important resource categories, corroborating the value of this exercise in stimulating critical analysis of research reports. However, the comparable emphasis on review articles raises concern that the exercise could deteriorate into general summaries rather than critical evaluations of the literature. In order to focus students' attention on the primary literature, the debate format and evaluation emphasized the use of data to support arguments. Some reliance on review articles was to be expected, as most students had neither extensive backgrounds in the topics nor much experience in reconciling conflicting research. Faculty impressions were lower than the students’ self-ratings in these areas, especially with regard to "critically reviewing published research," with mean ratings below the "moderately competent" level. Thus, at the completion of this exercise, the faculty perceived lower abilities and, therefore, a greater need for further skill development than did the students.

The students also indicated improvement in literature searching, weighing risks and benefits of treatments, making evidence-based decisions, and understanding cost–benefit issues. For the other self-rated skills there were lower proportions of students improving and smaller increases in mean scores, although all increases were statistically significant. Although faculty assessments of most skills were lower than students', faculty rated the students at comparable or higher levels in literature searching, presentation skills, impromptu reasoning, and teamwork.

The retrospective nature of the student survey, in which the students rated both their pre- and post-debate skills after completing the debate, may be viewed as a weakness in the study design. Nonetheless, the increase in scores indicates that the students felt the exercise did, in fact, promote skill development. While the significant increases in mean scores indicate progress in students' skill development, the magnitudes of changes were generally small and the percentages of students reporting improvement varied by skill. These findings suggest that one such exercise is insufficient for adequate skill development. All faculty and most students acknowledged the importance of these skills and indicated that additional exercises were necessary. Consensus among faculty was for three or four exercises throughout the four-year curriculum, while the students' varied recommendations are best summarized as two debates during the preclinical years.

In summary, we have found that structured student debates among second-year medical students promoted development of critical thinking and informatics skills identified in the MSOP Medical Informatics Objectives. A series of exercises distributed throughout the curriculum, targeting progressively more advanced skills and coupled in instruction in these skills, may achieve these objectives more fully.

Correspondence and requests for reprints. Steven A. Lieberman, MD, Department of Internal Medicine, University of Texas Medical Branch, 301 University Blvd., MSB B 8138, Galveston, TX 77555-1060.
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THOUGHTS ON THINKING

Critical Appraisal Turkey Shoot: Linking Critical Appraisal to Clinical Decision Making

ALAN J. NEVILLE, HAROLD I. REITER, KEVIN W. EVA, and GEOFFREY R. NORMAN

Since the publication of Physicians for the Twenty-First Century - the GPEP Report of 1984, medical educators have identified the need for physicians to become lifelong learners. The impetus for this conclusion arises from several studies that have demonstrated that knowledge and/or competence of physicians decline as a function of time since graduation; the evidence indicates the cause to be failure to acquire new knowledge rather than a tendency to forget previously learned material. Thus, physicians need to be trained to identify the relevant medical literature (i.e., information-seeking skills) and to apply "critical appraisal" techniques to analyze potentially useful articles culled from the literature search.

There is little published evidence that educational interventions around critical appraisal teaching in undergraduate or postgraduate medical curricula impact in a sustained way the knowledge of epidemiologic principles or the critical application of current research information for clinical decision making. In considering the impact on conceptual knowledge, one could argue that there is a lack of validated tools available for evaluating critical appraisal skills; alternatively, the format of instruction, timing in the curriculum, and duration of instruction may be at fault. More important, studies have not addressed the issue of whether the demonstration of mastery of particular critical appraisal skills can be related to clinical decision making. Ultimately, such mastery becomes largely irrelevant if it does not translate into better judgment.

The authors of this study were concerned that, despite the inclusion in the first-year undergraduate curriculum of several focused objectives surrounding critical appraisal in the domain of clinical epidemiology, feedback from clinical faculty suggested that students had only rudimentary knowledge of the application of these principles at the end of the first year. In contrast to this feedback, problem-based learning (PBL) is believed to hold the potential to equip graduates with the skills to learn after graduation. In fact, several studies have shown significant differences between students of PBL and students of conventional curricula in the use of recently published medical literature. With this inconsistency in mind, two experimental questions were asked:

1. Are critical appraisal concepts to which students are exposed in PBL in earlier curricular blocks retained sufficiently to allow identification of methodologic errors in formal articles?

2. Does awareness of such methodologic flaws transfer to an appreciation of how these errors might invalidate the conclusions of the journal articles' authors?

Ergo, the goal of this study was to investigate the relationship between understanding the concepts of critical appraisal and their application in clinical decision making. Understanding this relationship can potentially improve the teaching of critical appraisal and the evaluation of this teaching.

Methods

Participants. This was a single-blinded experimental design study. The participant pool was composed of two consecutive first-year undergraduate medical school classes (the graduating classes of 1999 and 2000, respectively) in a PBL curriculum at McMaster University. Each class was composed of 18 tutorial groups of five to six students each. The students had some background in critical appraisal, as it had been studied in a readily identifiable manner during the first curricular unit at the beginning of the first academic year. For each class, the study took place during the third curricular unit running during the final three months of their first academic year.

Materials. The submit planners for each month-long submitted journal articles from their respective expert domains of gastroenterology, hematology, and endocrinology. These context experts chose articles that met the defined criteria of being (a) methodologically sound and (b) not directly covered within the content of the unit's curricular problems. Within each of the six articles so identified, one, two, or three different methodologic flaws were implanted, each flaw sufficiently egregious to warrant dismissal of the author's conclusions. The methodologic flaws inserted related to concepts that students were expected to have come across previously in the curriculum. Six categories of errors were examined (participant assembly, randomization, contrast, follow-up, analysis, and other). For example, the study group may have been inappropriately pooled or randomization might have been non-blinded. The text of the journal articles was retyped with the titles, tables, authors, and journal names absent. After this was done, the original six "gold" articles and their mirror flawed counterparts, or "turkey" articles, were superficially indistinguishable.

For each of the six articles a related clinical scenario was generated that would present a clinical management problem for which a specific intervention would need to be considered. Each problem was relevant to the unit of study but was not directly related to the health care problems in the curriculum and could not be answered using standard textbooks. Also, according to the submit planners, the answers to the problems should have been obvious if the relevant recent literature was known.

Procedure. Within both the class of 1999 and the class of 2000, students were randomly allocated biweekly to receive either a gold or a turkey article, for a total of six articles over 12 weeks. Randomization took place across the entire class, not by tutorial group. Since the students worked on the exercise independently, and assignment was by use of a table of random numbers. The students were all given a "pre-appraisal" response sheet with the appropriate clinical scenario and were asked to respond on an anchored seven-point Lickert-type scale whether they agreed or disagreed with the optional management or intervention suggested. The scale was anchored between "definitely yes" (1), "probably yes" (2), "probably no" (5) and "definitely no" (7). This pre-appraisal response sheet served as a baseline of the students' knowledge of the condition demonstrated by the scenario. The students were then given two weeks to work on the articles they had been assigned. Afterward, the students completed a "post-appraisal" sheet that presented the same clinical scenario and the same clinical question that they had seen two weeks earlier. In addition, they were asked to identify any methodologic flaws in the articles they had read. For the class of 1999, this identification took place using an open format. For the class of 2000, the identification of flaws was noted by ticking them off a checklist that contained 29 potential methodologic errors, three to six per category. Response to the post-appraisal questionnaire would allow us to estimate the students' ability to detect methodologic flaws and to assess whether or not the author's con-
closures had influenced their clinical decisions. The responses were handed in to the tutor and a "tutor-guide" was provided to briefly explain the inserted flaws, thereby allowing discussion of the critical appraisal issues during tutorials.

Results

Eighty-nine of the 100 students in the class of 1999 completed both the pre- and the post-appraisal questionnaires for at least one of the six questions. The average number of completed questions per participant was 5.61, with 69 of the 99 students completing all six questions. In the class of 2000, 53 of the 100 students completed both pre- and post-appraisal questionnaires at least once, averaging 5.68 questions per participant, with 50 of the 63 students completing all six questions. The decreased participation by students in the second year reflected ambivalence on the part of some of the tutors in dealing with the logistics of the exercise. Two hundred and forty-six (49.3%) of the 493 observations collected from the class of 1999 and 186 (52.0%) of the 358 observations collected from the class of 2000 were from the gold arm of the studies, thereby indicating that the questions were not completed differentially for the two types of papers provided.

Table 1 presents the mean pre-test and post-test scores for both the turkey and the gold groups of both classes. Upon coding the data, some scales were reversed so that the low end of the seven-point Likert scale was always the "correct" response. In neither class did the pre-test scores of the two groups differ significantly from one another. A 2(time pre- vs. post-) × 2(arm: gold vs. turkey) repeated-measures analysis of variance revealed a significant interaction between time and arm (F(1,497) = 7.043, p < .01) for the class of 1999. The same analysis revealed an effect that bordered on significance for the class of 2000 (F(1,356) = 3.273, p < .075). Planned comparison t-tests for both classes revealed the nature of these interactions. Mean post-test scores of both gold groups decreased significantly relative to their pre-scores (t(245) = 5.198, p < .01 and t(185) = 4.834, p < .01) for the class of 1999 and the class of 2000, respectively. In contrast, mean post-test scores of both turkey groups did not reveal a significant effect of time (t(252) = 1.333, p > .18 and t(171) = 1.693, p > .09 for the class of 1999 and the class of 2000, respectively). Therefore, students were more likely to change their management decisions in an appropriate direction if they had read a methodologically error-free version of the paper.

The participants who read the error-free gold version of the article did report having found errors, as can also be observed in Table 1, but they reported having found significantly fewer errors than those who read the turkey version of the article (t(496) = 3.252, p < .01 and t(357) = 3.338, p < .01, for the class of 1999 and the class of 2000, respectively). Collapsing across arms, there was a significant positive relationship in both classes between the number of problems raised and the post-score assigned (r = 0.230, p < .01 for the class of 1999, r = 0.344, p < .01 for the class of 2000). This indicates that the fewer errors raised, the lower (i.e., more correct) the post-score that was assigned. This relationship remained significant when the analysis was limited to the correct identification of the errors that had been planted within the turkey articles (r = 0.163, p < .01 and r = 0.251, p < .01 for the classes of 1999 and 2000, respectively). These analyses provide converging evidence that students were altering their management decisions based on the strengths of the method that they perceived. In addition, it is reassuring that the participants did not appear to allow their prior impressions of the appropriate management decisions to influence their critical appraisals of the articles presented. This is evidenced by the lack of a relationship between the number of problems raised and the pre-score assigned (r = 0.016, p > .72 and r = 0.068, p > .19 for the classes of 1999 and 2000, respectively).

Finally, taking into account the numbers of turkey articles read and the numbers of errors embedded, the potential numbers of errors that could be correctly identified were 505 and 343 for the classes of 1999 and 2000, respectively; 178 (35.2%) of them were identified by the class of 1999 and 80 (23.2%) by the class of 2000. Review of the actual methodologic flaws identified by the students demonstrated no consistent pattern between the two classes. The proportions of the six individual error categories correctly identified by the class of 1999 were 33/86 (38%) for participant assembly, 37/98 (38%) for randomization, 63/163 (39%) for contrast, 11/45 (24%) for follow up, 8/68 (12%) for analysis, and 26/45 (58%) for other. The corresponding proportions correctly identified by the class of 2000 were 13/56 (23%), 21/56 (38%), 26/113 (23%), 16/29 (55%), 4/59 (7%), and 0/30 (0%) for the same six categories, respectively.

Discussion

An ultimate objective in teaching critical appraisal concepts is for medical students to view literature searching and critical appraisal as fundamental skills required for effective medical practice. As Norman et al. demonstrated in a recent review of teaching critical appraisal, most reported teaching interventions, even the few controlled studies published, have assessed short-term gains in acquiring knowledge of critical appraisal techniques rather than their application to clinical decision making. The results of these studies were largely consistent with the anecdotal feedback that we have received from tutors—students appear to be poor critical appraisers. While it is important to be able to demonstrate some knowledge of the principles of how to scrutinize the medical literature carefully and critically, some demonstration of putting these principles into practice would seem to be just as desirable an educational outcome. By using a more decision-oriented outcome measure, the current findings suggest that the studies reviewed by Norman et al. and the interactions between students and tutors might underestimate students' ability to critically appraise scientific articles.

This study demonstrated that first-year medical students can alter their clinical management decisions appropriately as a function of whether they have read a methodologically sound or flawed journal article. When provided with the "gold" journal articles, these students changed their clinical decisions in the direction of the correct management decisions, despite apparently identifying some purative methodologic flaws in these "gold" papers. As expected, however, fewer errors were identified by students in the "gold" articles, and there was a significant positive relationship between identifying fewer errors and assigning a "more correct" clinical decision score on the post-test.

The findings from the turkey articles require more explanation. As expected, students identified more errors in the turkey papers. However, at most, only 35% of the deliberately inserted methodologic flaws were correctly identified. Despite being unable to ac-
curately identify all of these errors, the students tended not to alter their original management decisions when they had been assigned turkey papers. It seems that the students were uncomfortable with the authors' conclusions and, without necessarily being able to specify the flaws, decided to either maintain their original management decisions or make small changes in either direction. While the authors had anticipated from a curriculum review that the "flaws" inserted into the articles might be identified by students, one weakness of this study is that there was no assessment of the tutors' abilities to identify them.

Finally, there was no relationship between the number of flaws identified and the "correctness" of the scores the students assigned on the pre-test. This implies that the students were able to read the articles critically without being biased by their perceptions of the correct management decisions, thereby providing further evidence that our students treated the articles in a rational manner.

In summary, the current findings show that our first-year students do indeed have relatively limited ability to identify specific methodologic issues in journal articles. Despite this, however, the clinical decision-making results demonstrated a gratifying relationship between the students' perceptions of the "quality of evidence" and appropriate changes in their management decisions. This suggests that students are reading the literature more critically than might be assumed by simply testing their knowledge of particular critical appraisal concepts. That is, while seeming to treat articles appropriately, students may not be able to articulate specific methodologic errors, thereby giving the appearance of poor critical appraisal skills. While it is important for students to be able to articulate critical appraisal concepts, the current results suggest that examining students' abilities in this domain should take place in the context of clinical decision making. Our participants' capacity to alter their decisions in a rational manner suggests that even novice medical students should be strongly encouraged to critically appraise. Future research will determine to what extent the correct or incorrect perceptions by students of particular methodologic flaws influence their clinical decision making.

The authors thank Glenn Jones for generating the checklist that was used by the class of 2000 and Annette Scheppe for administrative support in preparing and distributing the materials to study participants and tutors.
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Communication Skills in Medical School: Exposure, Confidence, and Performance

DAVID M. KAUFMAN, TONI A. LAIDLAW, and HEATHER MACLEOD

Numerous studies indicate that, although communication skills can be learned, they can also deteriorate as students progress through medical school, particularly in the clinical years as students learn medical problem solving.1,3 The good news is that this deterioration in communication skills can be prevented or reduced with more rigorous training. This was the surprise finding of Davis and Nicholas, who compared the communication skills of first- and fourth-year medical students. They found that fourth-year students had superior facility in communication skills, which is attributable to a greater emphasis on the importance of communication and increased training in the curriculum. To be effective, communication training must provide bridges between theory, knowledge, practice, and exposure—with exposure providing students contact with patients through clinical observation and clinical consultation. Students acquire the most effective interviewing skills when they interact with patients during their clinical training, so exposure to a wide variety of clinical situations is essential. Prior training for such clinical encounters helps students develop working knowledge, understanding, and communication skills for dealing with challenging doctor–patient interactions.6 Students must fulfill three conditions to demonstrate appropriate communication skills. First, they need to know and understand a minimum of the corpus of knowledge and theory underlying communication exchanges in general and consultation processes. Second, they need to have a positive attitude towards using these skills in their interactions with patients. According to Bandura, this attitude is best developed through positive role modeling. Third, students need to be trained in a repertoire of specific communication skills and techniques and be placed in situations where these can be practiced successfully with patients.10

The purpose of this study was to examine students' exposure to and confidence in communication skills, the relationship between exposure and confidence, and the relationship between exposure and performance of patients–doctor communication skills among students graduating from an undergraduate medical program. By exposure we mean observing, assisting, or performing the skill. The four categories of communication skills we studied were interviewing, breaking bad news, crisis management, and counseling. We refer to the last three of these as "higher-order" skills, as they involve progressively more challenging and complex communication interactions.

Background

Preclerkship Curriculum (Years One and Two). A problem-based learning (PBL) curriculum was begun at Dalhousie University Faculty of Medicine in 1992. The primary vehicle used to instruct students in communication skills is a module on interviewing skills in the first-year Patient–Doctor unit. Students are videotaped interviewing a standardized patient, and they practice their skills in small groups. They also receive lectures and written material. The students observe and practice basic history taking in clinical settings in their first and second years.

Clerkship Curriculum (Years Three and Four). At the time of the study, the clerkship comprised an 86-week continuum of experience, with significant flexibility and student choice. The students received some formal training in communication skills during their family medicine and psychiatry rotations. However, in other rotations, instruction occurs in clinical settings on an ad hoc basis, without a formal curriculum, as needs are identified.

Method

The students in the sample comprised the first two classes (n = 172) to graduate from the new PBL curriculum at Dalhousie (classes of 1996 and 1997). A locally-developed questionnaire was used to obtain students' self-assessments of exposure and confidence. It consisted of four sections that asked students to indicate their levels of exposure to a set of ten communication skills (see Table 1). They also were asked to rate their confidence with respect to each skill, using a 6cm visual analog scale with the ends marked "low" and "high." This is a useful and rarely used approach to assessing students' confidence in their skills. The rating scale for exposure consisted of the categories: never encountered, observed only, assisted senior staff member, performed once, performed two or more times. Students in the classes of 1996 and 1997 also participated in a two-hour objective structured clinical examination (OSCE) with simulated patients. However, three ten-minute communication stations were added to the 1997 OSCE, dealing with (1) requesting an organ donation from the husband of a woman declared "brain dead," (2) counseling a middle-aged woman with depression, and (3) managing a 70-year-old woman brought to the emergency department by her daughter after a fall. All students were rated in each station by a trained physician–examiner, using a standard rating scale.

The students took the two-hour OSCE on the day following completion of their final clerkship rotations at the end of medical school. While awaiting their results in a large room, they completed a series of questionnaires, including the one used in this study. Students' identities were masked before coding to ensure confidentiality.

The data were analyzed using a statistical software package, and means, standard deviations, and frequencies were calculated. The five exposure categories were recombined into three: never encountered, observed or assisted, and performed one or more times. This was done retrospectively so that the number of students in each category would be high enough for statistical comparison. Two one-way ANOVAs were run across these three categories of exposure, one to compare the students based on their confidence levels and the other to compare them based on their OSCE performance.

Results

The response rate for this study was 88% (148/172). Table 1 presents the results for level of exposure and confidence.

Nearly all students in both classes had taken a general adult history (99.3%) and a general pediatric history (97.3%). In fact, closer examination of the data showed that most students had performed these skills two or more times. The majority of the classes also had elicited, one or more times, a sexual history (96.7%), a history of drug or alcohol abuse (94.0%), and a history of sexual or physical abuse (59.6%). With respect to the higher-order communication skills, smaller proportions of the classes had performed these at all: breaking bad news to a patient or relative (50.7%),
managing a patient seeking drug (37.8%), managing a violent or hostile patient (37.3%), counseling for drug or alcohol abuse (29.1%), and counseling for victims of physical or sexual abuse (10.6%).

The students in the graduating classes of 1996 and 1997 noted their confidence in interviewing relatively high for general adult history (84.4%), general pediatric history (76.8%), eliciting sexual history (71.1%), eliciting history of drug or alcohol abuse (76.0%), and eliciting history of sexual or physical abuse (53.4%). In the areas of breaking bad news and crisis management, ratings were around or below 50% (see Table 1). Lower confidence ratings were given to the counseling areas (i.e., drug and alcohol abuse (43.0%), physical or sexual abuse (30.5%).

Since the complexity of the higher-order skills may have contributed to lower confidence, seven individual skills were examined (see Table 2). The students in the graduating classes of 1996 and 1997 were more confident as their levels of exposure increased for each communication skill.

Confidence levels were higher for each of the seven skills examined for the group that had observed or assisted than they were for the group that had never encountered the skill. More dramatic differences were observed between the group that had performed the skill one or more times than for the group that had simply observed or assisted.

An ANOVA on the total score across the three OSCE communication stations (1997 class) was conducted for each of the

---

**Table 1. Levels of Exposure and Confidence in Communication Skills for the Dalhousie Medical School Graduating Classes, 1996 and 1997 (n = 148)**

<table>
<thead>
<tr>
<th>Communication Skill</th>
<th>Never Encountered (%)</th>
<th>Observed or Assisted (%)</th>
<th>Performed One or More Times (%)</th>
<th>Confidence Mean (SD) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviewing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General adult history</td>
<td>.7</td>
<td>0</td>
<td>59.3</td>
<td>84.4 (12.2)</td>
</tr>
<tr>
<td>General pediatric history</td>
<td>1.3</td>
<td>1.3</td>
<td>57.3</td>
<td>76.8 (16.5)</td>
</tr>
<tr>
<td>Eliciting sexual history</td>
<td>.7</td>
<td>2.7</td>
<td>96.7</td>
<td>71.1 (19.5)</td>
</tr>
<tr>
<td>Eliciting history of drug or alcohol abuse</td>
<td>2.6</td>
<td>3.3</td>
<td>94.0</td>
<td>76.0 (19.7)</td>
</tr>
<tr>
<td>Eliciting history of sexual or physical abuse</td>
<td>21.2</td>
<td>19.2</td>
<td>59.6</td>
<td>53.4 (26.9)</td>
</tr>
<tr>
<td>Breaking bad news</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breaking bad news (patient or relative)</td>
<td>6.0</td>
<td>43.3</td>
<td>50.7</td>
<td>51.7 (25.5)</td>
</tr>
<tr>
<td>Crisis management</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Managing a patient exhibiting drug-seeking behavior</td>
<td>16.2</td>
<td>45.9</td>
<td>37.8</td>
<td>50.7 (25.5)</td>
</tr>
<tr>
<td>Managing a violent or hostile patient</td>
<td>13.5</td>
<td>48.6</td>
<td>37.8</td>
<td>46.7 (23.8)</td>
</tr>
<tr>
<td>Counseling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Providing counseling for drug or alcohol abuse</td>
<td>29.1</td>
<td>41.7</td>
<td>29.1</td>
<td>43.0 (26.8)</td>
</tr>
<tr>
<td>Providing counseling for victim of physical or sexual abuse</td>
<td>55.6</td>
<td>33.3</td>
<td>10.6</td>
<td>30.5 (24.5)</td>
</tr>
</tbody>
</table>

+ Scale categories were collapsed to create this table as follows: "observed only" and "assisted senior staff member" were collapsed to "observed or assisted." "Performed once," and "performed two or more times" were collapsed to "performed one or more times."

†Distance marked along the 6-cm visual analog scale was converted to percentage of total length of scale.

**Table 2. Self-ratings of Confidence in Communication Skills by Levels by Exposure for the Dalhousie Medical School Graduating Classes, 1996 and 1997 (n = 148)**

<table>
<thead>
<tr>
<th>Communication Skill</th>
<th>Never Encountered (SD)</th>
<th>Observed or Assisted (SD)</th>
<th>Performed One or More Times (SD)</th>
<th>F-ratio†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviewing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eliciting history of drug or alcohol abuse</td>
<td>31.6 (11.3)</td>
<td>55.9 (14.1)</td>
<td>78.3 (15.2)</td>
<td>23.4</td>
</tr>
<tr>
<td>Eliciting history of sexual or physical abuse</td>
<td>28.4 (23.0)</td>
<td>38.5 (17.0)</td>
<td>67.3 (21.5)</td>
<td>48.7</td>
</tr>
<tr>
<td>Breaking bad news</td>
<td>23.4 (11.9)</td>
<td>36.9 (22.6)</td>
<td>67.9 (16.1)</td>
<td>50.3</td>
</tr>
<tr>
<td>Crisis management</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Managing a patient exhibiting drug-seeking behavior</td>
<td>14.6</td>
<td>46.5 (18.9)</td>
<td>71.5 (17.7)</td>
<td>89.6</td>
</tr>
<tr>
<td>Managing a violent or hostile patient</td>
<td>22.4 (22.2)</td>
<td>40.8 (20.8)</td>
<td>66.4 (19.0)</td>
<td>46.4</td>
</tr>
<tr>
<td>Counseling</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Providing counseling for drug and alcohol abuse</td>
<td>21.3</td>
<td>38.1 (18.2)</td>
<td>69.9 (20.8)</td>
<td>68.8</td>
</tr>
<tr>
<td>Providing counseling for victims of physical or sexual abuse</td>
<td>18.0</td>
<td>39.1 (20.8)</td>
<td>66.1 (22.4)</td>
<td>50.3</td>
</tr>
</tbody>
</table>

* Confidence ratings have been converted to percentage scores (0–100%). The first three interviewing skills are not included since nearly all students fell into the third group (performed one or more times).
†All F-ratios are statistically significant, p < .001.
following exposure groups: low exposure across all ten communication skills, medium exposure, and high exposure. The scores across the three stations were combined in order to achieve a more adequate representation of the students' performances. Since skills are context-dependent, this combined score yielded a more valid and reliable outcome measure. In order to provide a more defensible measure for the variable, exposure was defined as total exposure across all ten skills. We felt that a total exposure score would better represent students' actual medical school experiences in doctor-patient communication. The results showed that OSCE performance increased from the low-exposure group (n = 8, mean = 59.8) to the medium-exposure group (n = 80; r = .64) to the high-exposure group (n = 52; mean = 66.3). These differences were statistically significant (F = 3.1; p = .05).

Discussion

In this study, graduating medical students had higher levels of exposure to standard communication skills than to higher-order communication skills, and their confidence levels were lower for the higher-order communication skills. One possible alternative explanation for the lower levels of confidence with respect to higher-order communication skills is that these skills are more demanding. Therefore, we decided to compare the confidence levels of students for each individual communication skill, as a function of type of exposure. The students who had performed each skill had much higher confidence levels than did those who had only observed or assisted. Also, the students who had observed or assisted with the skill had much higher confidence levels than did the students who had not encountered the skill at all. However, our findings suggest that observing or assisting is insufficient to develop confidence to an educationally significant degree; the more substantial gains were observed when students had performed the skill one or more times.

Although increased exposure increases confidence, a crucial question is whether increased exposure also leads to improved performance in applying these skills. The results of this study showed that this is indeed the case. The students who had had more overall exposure to the ten communication skills in this study performed at higher levels on the three OSCE stations emphasizing communication skills. Although not all ten communication skills were assessed in the three OSCE stations, these skills are composed of many common subskills, such as developing rapport, listening actively, explaining, and planning. Students with more exposure overall to the ten skills would have developed these subskills to a greater extent, and would most likely have better applied them in the OSCE.

It is important to note that students with less confidence in their abilities to exercise a skill may have avoided performing the skill in the clinical setting. Therefore, a causal relationship between exposure and confidence in this study should not be assumed. Although the results of the study confirmed our hypotheses, the exposure scale used did not measure actual level of exposure, i.e., number of times observed, assisted, or performed. Because the exposure scale simply measured students' recall of exposure, some bias may have been introduced. More important, the study surveyed only two medical school classes, and only one class's performance, so a broader survey is needed to confirm our findings.

The results of this study indicate that undergraduate students may not be getting sufficient opportunities to observe and practice complex communication skills in clinical or classroom settings, which results in low confidence levels. Factors affecting students' confidence do relate to clinical exposure, but they are also influenced by students' training in communication skills through structured programs that provide opportunities for learning and practice. The focus of this training appears to be on basic interviewing and interpersonal skills and not necessarily on higher-order skills. This was the case with the graduating classes in this study. All students had been given instruction in basic interviewing techniques. They had had opportunities to learn these techniques by observing videos and through role playing, by practicing their skills on each other and with simulated patients, and by receiving feedback on their skills from other students, course instructors, and simulated patients. For the higher-order skills, the students had been given exposure to breaking bad news through video programs and discussion as part of their training in palliative care; however, they had not had the opportunity to practice and receive feedback in these skills, as had been the case in their interviewing skills program. The students had been given no classroom training in crisis management or active counseling skills.

Both types of exposure may have to become more orchestrated for students during their undergraduate training. Providing effective training in higher-order communication skills as a core part of the undergraduate curriculum, where students have ongoing opportunities to observe, practice, and receive feedback in these skills, is a significant first step. This could occur in the clerkship years using the same techniques employed in learning basic interviewing skills. For this training, however, the use of role playing and standardized patients becomes particularly important. Once students have practiced these skills, they need to be provided with the opportunity to use them under supervision in a clinical setting. This practice will require some faculty development to ensure that physicians have the necessary skills to supervise effectively.

Correspondence: Dr. David M. Kaufman, Division of Medical Education, Clinical Research Centre, Room C-115, Dalhousie University, Halifax, Nova Scotia, Canada B3H 4L7.
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AN OBJECTIVE LOOK AT OSCEs

Assessment of Residents’ Interpersonal Skills by Faculty Proctors and Standardized Patients: A Psychometric Analysis

MICHAEL B. DONNELLY, DAVID SLOAN, MARGARET PLYMALE, and RICHARD SCHWARTZ

The objective structured clinical examination (OSCE) has typically been found to be a valid and reliable method for assessing clinical knowledge and skills when evaluating performances of residents. For example, Sloan et al. found a 19-problem, 38-station OSCE to be reliable \( r_s = .91 \) and valid in assessing the clinical skills of 56 surgical residents.

Often, OSCE performance is summarised in an overall score, which may represent a combination of history, physical examination, interpersonal and communication skills, technical skills, and organisation. Interpersonal skills scores are sometimes reported separately because of their importance in overall performance. Waf et al. found that when faculty judges evaluated general surgery residents’ performances on a neurosurgical station there was no statistically significant difference between the junior and senior residents in performing the neurologic examination. Since general surgery residents do not receive training in neurosurgery beyond their intern year, it was not unexpected that there was no significant difference between levels of training. However, the senior residents were judged to be competent significantly more frequently than were the junior residents. It was also found that interpersonal skills correlated significantly with both competence and level of training. This study suggested that interpersonal skills are a very important facet of clinical competence that differentiates between residents at different skill levels.

Coliver et al. also found statistically significant correlations (in the .30 to .50 range) between interpersonal skills and clinical competence. Similarly, Sloan et al. found that global interpersonal skill judgments were moderately reliable and correlated highly with overall OSCE performance scores. Thus, it is clear that interpersonal skills are highly associated with the judged competence of medical students’ or residents’ performances.

Several studies have raised the question of who should evaluate interpersonal skills, a faculty proctor (FP) or the standardised patient (SP). Given the increasing clinical demands on faculty time, it is important to know whether SPs can assess interpersonal skills as validly and reliably as faculty members. Cooper and Mirz found that, on average, SPs gave more positive evaluations of communication skills of undergraduate medical students than did faculty members or other professional staff. They found that the communication scores derived from faculty’s ratings did not correlate with the scores derived from the SP’s ratings.

Finlay et al. assessed the communication skills of primary care physicians who had just received training in communication skills. Professional examiners and SPs evaluated the physicians’ communication skills by means of a checklist. The two sets of scores correlated between .40 and .50 on the different OSCE problems, indicating that the SPs’ evaluations cannot be used interchangeably with the faculty’s evaluations.

A test of the validity of eight faculty raters, Kalet et al. videotaped the performances of 21 year-two medical students. Faculty evaluated the interviewing skills of those students on two different occasions using a checklist. The correlations of the communication scores among faculty members were low. Furthermore, the correlations between a faculty member’s evaluations of the interviewing skills of the same students’ performances on two occasions were also low.

A related question is whether checklist scores or global ratings provide more reliable and valid measures of performance. Regehr et al. compared the psychometric properties of checklists with those of global rating scales on an eight-problem OSCE given to residents at all levels of training. They found better reliability and construct validity for global rating scales than for checklists. On the other hand, Hodges et al. also evaluated the comparative reliability and validity of checklists and global ratings of communication skills. They found high correlations between global ratings and checklists.

Based on this review of the literature, we conclude that interpersonal skills are an important component of clinical competence. Global ratings are at least as valid and reliable as checklist scores. However, the levels of reliability and validity of interpersonal-skills ratings have not been clearly established. Also, it is not clear whether faculty or SPs provide the more valid and reliable evaluations. The purpose of this study was to determine the psychometric characteristics of global interpersonal skills ratings of faculty proctors (FPs) and SPs.

Method

All 56 residents of a general surgery program participated in a 12-problem, 24-station surgery OSCE. Each OSCE problem was divided into two stations: Part A, in which a history and/or physical examination was performed or information was given to the SP, and Part B, in which the resident responded to several short-answer questions about the patient or SP seen in Part A. This study focused on the 12 Part A stations during which the FPs and SPs evaluated the residents’ interpersonal skills.

Each of the 24 OSCE stations was five minutes in duration. At each station, each resident was either actual patients or SPs who had been trained to act in a consistent manner. As part of their training, they had been instructed in evaluating the residents’ interpersonal skills. They had practiced making these evaluations during their training, formally evaluating the interpersonal skills of a resident, who was also evaluated by the trainee. Their evaluations were compared and the trainee and the SP discussed any differences in their evaluations. The typical training session lasted about one hour.

During each resident-patient encounter, an FP checked off indicated behaviors as they occurred. At the end of each of the Part A stations, the faculty member evaluated the resident’s interpersonal skills (along with several other global performance dimensions). (Note that the trainer had reviewed the checklist and global ratings with each FP immediately before the OSCE.) Faculty rated their level of agreement with the statement “Interacted effectively with the patient” (0 = “not at all” to 4 = “very much”). The SP’s independently evaluated the residents’ interpersonal skills by telling the preceptors their ratings on the same five-point scale.

In order to determine the similarity of FPs and SPs’ ratings, the following analyses were done. First, the reliability of each of the 12 sets of paired FP and SP ratings was estimated by coefficient \( \alpha \). It was also estimated for the mean rating of the FP and the mean rating of the SP. Second, the reliability of the faculty’s ratings of the residents’ interpersonal skills across the 12 stations was estimated by means of coefficient \( \alpha \), and it was also calculated separately for the SPs’ ratings. The Spearman–Brown formula was then used to estimate the expected reliabilities for two faculty raters and SPs. This was done for a series of reliabilities from 0 to 100%.
two SP raters. These Spearman–Brown estimates provide a standard against which to judge the magnitudes of paired FP and SP reliabilities.

It is possible to have relatively high reliabilities even though the FPs' and SPs' ratings may not be very closely calibrated. For example, an SP might be a more lenient evaluator than an FP. One indicator of similar calibration is that the mean rating of the FP is not significantly different from the corresponding mean rating of the SP. A two-way analysis of variance (faculty versus standardized patient, a “between-groups” factor, and comparing clinical problems, a “within-groups” factor) and analyses of simple effects were used to determine whether the FPs and the SPs evaluated the residents' interpersonal skills at approximately the same performance level.

If the paired FPs' and SPs' ratings are valid (convergent validity), they ought to correlate more highly with each other than with any other interpersonal skill rating. However, it is possible that this might not be the case. For example, faculty evaluations could correlate more highly with other faculty evaluations as SPs could with other SPs. To determine how the different ratings relate to one another, a hierarchical cluster analysis, using 1 − Pearson r as the similarity metric and the complete linkage amalgamation rule, was performed. Clustering methods represent a variety of procedures that identify how variables group (cluster) together. Cluster analysis joins variables together based on the magnitude of the intercorrelations among the variables. A cluster is defined by two or more variables that correlate more highly with each other than they do with the other variables. We chose hierarchical cluster analysis over factor analysis because hierarchical cluster analysis better represents the relationships among variables when most of the variables intercorrelate substantially with each other. This analysis indicated whether the interpersonal-skill ratings clustered predominantly by (1) clinical problem (FP and SP coupled) or (2) FPs separately and SPs separately.

Finally, if the interpersonal-skill ratings are valid (construct validity), senior residents ought to perform better than junior residents and interns. To this end, Pearson's correlations were calculated between interpersonal skills ratings and postgraduate year. These analyses were carried out for the 12 OSCE stations and the across-station averages for both FPs and SPs. Based on our experience with validity studies such as this, we expected the validity coefficients to be around .40 to .50. Fisher's z-test for differences between correlations was used to test whether the validity coefficients for the FPs and the SPs were significantly different from one another.

Results

The first data column of Table 1 presents the reliability coefficients for each of the paired (FP and SP) ratings for each of the 12 stations, and of the mean ratings of the FPs and SPs. The reliability of the mean FPs' and SPs' ratings is high, .92. The magnitudes of the reliabilities for the various stations vary: eight of these reliabilities are above .70; two were in the .60s; one was in the .50s; and one was .28.

The reliability of the faculty's interpersonal-skill ratings for the 12 OSCE stations was .77. The reliability was .74 for the SPs' ratings. The Spearman–Brown formula was used to estimate what these reliabilities would be if there were only two raters—to make them comparable to the paired (FP and SP) reliabilities. The estimated reliability of two faculty raters was .36, and it was .33 for two SPs.

If the ratings of FPs and SPs provide fairly equivalent information about the residents' interpersonal skills, there should not be significant differences in their mean ratings. The two-way analysis of variance comparing the equality of faculty's and SPs' means and the equality of means across problems indicated that (1) there was not a significant difference between the two groups (p > .05), (2) there were statistically significant differences among the means for the various OSCE problems (p < .001), and (3) there were significant interactions between groups and problems.

Since the significant interactions made the interpretation of the main effects equivocal, analyses of simple effects were performed to identify the exact pattern of differences. The second and third data columns of Table 1 summarize these analyses. As can be seen from this table, the differences in the mean FPs' ratings and the mean SPs' ratings (across the 12 stations) are statistically significant (p < .001). The mean difference is −.16 on a five-point scale, indicating that the FPs tended to evaluate the residents' interpersonal skills at a slightly lower level than did the SPs. There were significant differences between paired ratings (FP and SP) for four of the OSCEs. In those four cases, the faculty evaluated the residents between three and five tenths of a scale point lower than did the SPs. In the other eight cases, the mean differences were small and not statistically significant.
ticular OSCE are valid, they should correlate highest with each other; however, they should also correlate significantly with the other measures if interpersonal skills is generally a valid construct. A hierarchical cluster analysis was performed to determine whether the FP and SP rating pairs for each station clustered closest. This dyadic clustering did take place for nine of the 12 possible OSCE stations. In these nine cases, the pairs correlated highest with each other. On two of the OSCE problems, the dyadic pairs did not correlate most highly with each other for unknown reasons, and on one OSCE problem, the pair did not cluster with each other because of the lack of variability in the SPs' ratings.

To explore further the similarities in the ratings, the intercorrelations were calculated among the 24 different ratings of the residents' interpersonal skills. The median correlation among all 276 pairs of ratings was .20 (range - .24 to .89). The median correlation among the faculty's ratings was also .20 (range - .20 to .56), while the median was .17 (range - .16 to .50) for the SPs. In the case of the 12 paired correlations, the median correlation was .50 (range .20 to .89).

The construct validity of the FPs' and SPs' ratings was determined using the construct of experience; residents with greater experience should interact more effectively with patients than should junior residents. Pearson correlations were calculated between interpersonal skills ratings and level of experience. The fourth and fifth data columns in Table 1 present these correlations for the faculty and the SPs, respectively. None of the OSCE's paired correlations were significantly different from one another (Fisher's t-test for paired correlations). The average FPs' rating (across the 12 stations) and the average SPs' rating had higher construct validities than any of the individual interpersonal ratings. Construct validities of .68 and .73 are very high. In the experience of the authors, construct validities usually do not exceed .50. Nine of the 12 construct validities for the faculty ratings were statistically significant, while ten were significant for the SPs.

Discussion

In this study, faculty proctors and standardized patients were asked to evaluate residents' interpersonal skills at the end of each OSCE station. They made their judgments using a simple single-item scale. For the most part, the level of agreement (reliability) between the FPs and the SPs was adequate. On four of the stations, the reliabilities were sufficiently low to minimize their usefulness in making decisions about performance competency. On the other hand, the reliabilities of the average rating of the FPs and the average rating of the SPs were very satisfactory. Thus, it appears that these simple judgments are for the most part "reliable." On the other hand, the variability in the magnitudes of the reliability coefficients across stations suggests that one probably should not plan to make educational decisions about competency from performances at individual stations. Rather, it appears that one should use average performance measures.

An important consideration in estimating the reliability of ratings of interpersonal skills is whether to estimate reliability across problems or within problem pairs. The reliability of within-OSCE ratings is higher than that of between-OSCE ratings. It may be that interpersonal skills, like clinical reasoning skills, are affected by the context of the clinical case.

To explore this possibility, the 24 different ratings of the residents' interpersonal skills were intercorrelated. The median correlation among all possible combinations of raters, among the FPs and among the SPs was about .20. On the other hand, the median correlation among the paired ratings (FP and SP) was .60. Further, the hierarchical cluster analysis indicated that the interpersonal skills ratings primarily clustered by OSCE station and not by rater type (FP or SP). This result has several implications. First, when the FPs and SPs are evaluating the same patient, their ratings tend to be more valid and more reliable than when the ratings are made on different OSCEs. The reliability appears to be more a function of the OSCE's case than the OSCE's evaluator. Standardized patients tend to give slightly higher evaluations than do faculty proctors. Our data do not indicate whether the FP or the SP is to be preferred.

In summary, global ratings of interpersonal skills are both reliable and valid. Faculty proctors and standardized patients appear to be interchangeable as evaluators of interpersonal skills. Case content is an important factor that influences residents' performances of interpersonal skills.

Correspondence: Michael D. Donnelly, Ph.D., Department of Surgery, C-243, University of Kentucky COM, 800 Rose Street, Lexington, KY 40536-0240.
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AN OBJECTIVE LOOK AT OSCEs

The Effects of Examiner Background, Station Organization, and Time of Exam on OSCE Scores
Assessing Undergraduate Medical Students' Physical Examination Skills

CHRISTOPHER JAMES DOIG, PETER H. HARASYM, GORDON H. FICK, and JOHN S. BAUMBER

Since 1975, objective structured clinical examinations (OSCEs) have gained widespread acceptance as a method of making reliable assessments of clinical performance.1 Standardized patients (SPs) function as patient, teacher, and evaluator by using their bodies as teaching and evaluation material. SPs can be asymptomatic, have stable findings, or be trained to simulate physical findings. SPs can be taught to portray a variety of standardized clinical presentations. Their participation in teaching and evaluating the complex clinical skills included in OSCEs has been well established.1

Research has demonstrated that multiple SP stations within the OSCE format may generate scores that vary greatly in reliability, from 0.20 to 0.95.1 With large fluctuations in scores' reliabilities, research efforts have focused on the variables that can decrease or enhance the reliability of measurement. For example, inter-rater reliability was found not to be a determinant to consistent measurement, and correlations generally varied from 0.80 to 0.90 between observers and raters when case-specific checklists were developed and if the items reflected observable behaviors. Due to the case-specificity phenomenon described by Elstein, many cases are generally needed to assess clinical competency within a defined problem (e.g., chest pain).5 In other words, quality of performance on one case is a very poor predictor of performance on another.6 However, if a single attribute is assessed, the number of cases required to attain reliable scores can be decreased (e.g., ten focused cases are required to assess the general skill of history taking, eight cases for physical examination, and 25 cases for differential diagnosis).7

Most OSCE stations employ a single case with a single SP and a single observer. However, because of the cost of OSCEs, efficiency would favor a station organized with two cases portrayed by a single SP. There are no research findings to indicate whether this organizational structure could adversely affect the reliability of measurement of an OSCE candidate's performance. Furthermore, OSCEs often use examiners from varied clinical backgrounds (e.g., residents, specialists, or family physicians). Given the importance of the OSCE's evaluation format and its predominant use for teaching and evaluating clinical skills, there is a need to determine whether the reliability of scores would be compromised by a rater's background, a station's organization, and the time of examination administration.

Method

Course Overview. The University of Calgary medical undergraduate program is three years in duration, with 11 instructional months per year. The first two years consist of "systems"-based courses using a problem-oriented curriculum that is taught in didactic lectures and small-group sessions. There is also a longitudinal medical skills course focusing on professional development and interdisciplinary skills, including a supervised setting for students to be instructed in physical examination. A "core document" given to each student provides detailed objectives for each physical examination maneuver. A standard physical examination textbook is recommended, and each student is provided with a six-hour video that shows local clinical experts demonstrating physical examination maneuvers. The instruction format is by small group. Preceptors are family physicians, specialists, or senior medicine residents. All small groups use SPs as instructional models. Further instruction in physical examination is carefully integrated into "clinical correlation" sessions within the systems courses. These sessions are organized so that the clinical correlation sessions build in an iterative fashion on skills learned in the sessions of the systems course. The instruction is also by small group. However, all preceptors are specialists within the area, and they provide patients as instructional models. These sessions expose students to clinical findings relative to each system and permit examination techniques to be observed and corrected by a clinical specialist within the area of study. At the end of the second year, the students take a certifying OSCE. The successful completion of which is a requirement for promotion into clinical clerkship (third year).

OSCE Station Development. The second-year OSCE consists of 10 physical examination stations randomly selected from a bank of 44 stations. Each station tests one physical examination maneuver, and all were developed by one author (CJD) using the approach described. All maneuvers were selected from the core document's enabling objectives. Each maneuver was broken down into individual steps as outlined in the course's textbook. Each of these steps was identified as an item on a computerized examination score sheet. Criterior-based scoring was used, with each item scored as 0 (omitted or incorrect), 1 (partially correct), or 2 (correct). Face and content validity of each checklist was established by review using a core group of physicians: five course preceptors, five medical educators with expertise in evaluation, five physicians with expertise in clinical teaching, and five specialists. The final content of each checklist and the minimum performance level (MPL) for each station were determined by consensus. It has previously been demonstrated that the validity of identifying the important items included in an OSCE station is superior when performed by a group of faculty compared with one individual.8 Each station had been used in previous OSCEs, and the examination's properties established.

Examination Process. The medical skills examination included OSCE stations on history taking, physical examination, medical bioethics, and culture—health and illness. The examination totaled 3.5 hours, one hour of which was the physical examination section. The examination was conducted in one morning and one afternoon session. Each candidate completed ten physical examination maneuvers. At each station, there was one examiner and one standardized patient per pair of maneuvers. At each station, there was a short history to provide clinical context for each physical examination maneuver and students were given five minutes to demonstrate the first examination maneuver. The students then had one minute to review a short history for the second maneuver, and then five minutes to complete the second maneuver. At the end of 11 minutes, the students were given one minute to rotate to the next station (located in a separate examination room immediately adjacent to the preceding station) and to review the history for the first of the two maneuvers for the subsequent station. The physical layout of each station was standardized, with the patient dressed in appropriate examination apparel (but not draped or positioned for the examination), an examining table, necessary equipment on an adjacent table, and the examiner to one side.

Physical examination stations were grouped into two streams: Stream A paired maneuvers in one station that were from the same system or anatomic region, or that required a similar physical exam.
TABLE 1. Summary of Individual Station and Overall Examination Results on a Ten-station Physical Examination Skills OSCE*

<table>
<thead>
<tr>
<th>Examination Maneuver (No. Items per Checklist)</th>
<th>MPL†</th>
<th>Mean (SD)</th>
<th>Range</th>
<th>Proportion Successful</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetile (10)</td>
<td>64.15</td>
<td>81.09 (15.59)</td>
<td>14.26–100</td>
<td>61/69</td>
</tr>
<tr>
<td>Cervical spine (13)</td>
<td>69.90</td>
<td>88.65 (11.10)</td>
<td>39.94–100</td>
<td>65/69</td>
</tr>
<tr>
<td>Jugular venous pulse (20)</td>
<td>67.68</td>
<td>74.64 (11.87)</td>
<td>33.45–100</td>
<td>55/69</td>
</tr>
<tr>
<td>Lung surface anatomy (14)</td>
<td>76.08</td>
<td>90.59 (8.18)</td>
<td>14.27–100</td>
<td>59/69</td>
</tr>
<tr>
<td>Median nerve (15)</td>
<td>53.78</td>
<td>61.06 (18.25)</td>
<td>13.84–100</td>
<td>45/69</td>
</tr>
<tr>
<td>Mini-mental status (18)</td>
<td>72.26</td>
<td>76.69 (9.07)</td>
<td>53.28–93.24</td>
<td>54/69</td>
</tr>
<tr>
<td>Peripheral arterial vasculature (17)</td>
<td>65.28</td>
<td>68.62 (16.96)</td>
<td>23.04–96.01</td>
<td>47/69</td>
</tr>
<tr>
<td>Shoulder (17)</td>
<td>61.47</td>
<td>72.60 (15.34)</td>
<td>38.42–100</td>
<td>54/69</td>
</tr>
<tr>
<td>Spleen (16)</td>
<td>57.06</td>
<td>75.53 (12.91)</td>
<td>23.78–95.10</td>
<td>63/69</td>
</tr>
<tr>
<td>Visual fields (14)</td>
<td>79.88</td>
<td>78.29 (16.22)</td>
<td>14.95–100</td>
<td>48/69</td>
</tr>
<tr>
<td>Overall (155)</td>
<td>66.72</td>
<td>72.93 (7.12)</td>
<td>58.95–91.37</td>
<td>65/69</td>
</tr>
</tbody>
</table>

*These are the ten physical examination maneuvers used during the examination. The maneuvers were paired into two streams of five stations. One stream paired maneuvers from similar body regions or physiologic systems (e.g., spleen and acetile), and one stream paired maneuvers from non-similar systems (e.g., shoulder and spleen).
†Minimum performance level or pass level.

skill: Stream B paired physical exam maneuvers that were not similar in region or skill examined. The pairings and sequence of examination maneuvers in Stream A were spleen and acetiles, mini-mental status exam and median nerve, jugular venous pulse (JVP) and peripheral arterial system, shoulder and cervical spine, and visual fields and lung surface anatomy (the final pairing representing an understanding of clinical correlate anatomy). The pairings and sequence of examination maneuvers in Stream B were cervical spine and JVP, acetiles and peripheral arterial system, lung surface anatomy and median nerve, mini-mental status and visual fields, and shoulder and spleen exams. Each stream ran in parallel during the morning and afternoon sessions. The pairings and examination maneuver sequences within the two streams remained constant between the morning and afternoon sessions.

Each examiner was a physical examination course preceptor. Two weeks prior to the exam, the examiners were sent the following station-specific information: a photocopy of the maneuver-specific objectives, a photocopy of the textbook describing the examination, and the station checklist. Each examiner was asked to review the appropriate section of the videotape (the videotape had been previously provided). An instructional session was held with all examiners to review the stations' expectations, checklists, and performance, and to discuss concerns. The examiners were not aware of the method of station validation, or the stations' minimal performance levels (MPLs). Six examiners were internal medicine residents, and eight were family practitioners, and six were specialists.

An administrative assistant, unaware of the study's hypotheses, randomly allocated both the examiners and students to Streams 5 A and B, and times of examination (A.M. or P.M.).

Statistical Analysis. We hypothesized that the type of examiner, the stations' pairings of maneuvers that required similar content knowledge (extrapolated as being from the same examination systems), and times of examination would not contribute significant variance to the overall measure of examination reliability. For analysis, we used the general estimating equation (GEE) method, a modification of the generalized linear model (GLM).62 GEE modeling is a robust and validated method of random-effects multivariate modeling that estimates general linear models but also permits a priori specification of a within-subject correlation structure. In summary, the model provides an analysis of variance, but permits control of the potential effect of unequal distribution of data and the necessity to account for repeated measures. We used the exchangeable correlation structure within the GEE method to estimate the effects of the individual covariates (and any interactions) on the dependent variable of student performance.60 As the sequence of examination maneuvers at each station was held constant within each stream, this was not included in the final analysis model, nor did we model within-examiner correlations. All analyses were performed with a statistical software package.

Results

Sixty-nine of 70 eligible students completed the examination: 35 were randomized to Stream A, and 34 to Stream B. The examination was structured, based on the availability of standardized patients, to have an unequal distribution between morning and afternoon sessions. Of the 69 students, 40 students were assigned to the morning examination, and 29 to the afternoon examination. Six examiners were residents, eight examiners were family physicians, and six examiners were specialists. The examiners were equally distributed between both streams and between morning and afternoon sessions.

The alpha coefficient for the examination was 0.84. The MPL for the examination was 66.85%, based on an equal weighting of the MPLs from the ten stations. Fifty-five of the 69 students were rated satisfactory on the overall physical skills examination. The mean performance was 76.81% ± 7.35 (mean ± SD). The range was from a low score of 56.51% to a high score of 92.28%. The performances at the individual stations are presented in Table 1. The overall mean score for candidates observed by senior internal medicine residents was 75.55%, that for candidates observed by family physicians was 79.22% (p = 0.007 compared with residents or specialists), and that for candidates observed by specialists was 75.28% (p = 0.38 compared with residents). No practical difference was observed in the candidates' performances by stream assignment: Stream A 77.00% and Stream B 76.61%. No practical difference was observed between the performances of candidates during the morning sessions (77.51%) and candidates during the afternoon sessions (76.00%). There was no within-stream between-examiner effect, and no within-time of examination between-examiner effect demonstrated. An unexplained difference was observed between the interaction of stream assignment and time of examination: morning session Stream A = 74.50%, Stream B = 80.52%, and afternoon session Stream A = 80.59% and Stream B = 71.40%.

This observed interaction could not be explained by an effect of examiners. Given that the SPs and the pairings and sequences of examination maneuvers within the stations did not change, and in the absence of an alternate plausible explanation, the observed interaction was presumed to be due to a random effect of individual candidate performances.
Conclusions

Using a sound research design and robust analytic techniques, there was no evidence from this study that the variables—station organization, time of examination, and clinical background of examiner—contributed significant variance to the overall reliability of an OSCE assessing physical examination skills. With two parallel streams, and therefore two SPs simulating the same physical examination maneuver, we assessed and found no difference in the between-SP mean value (form-within-case difference, as previously suggested by Batterle[1]) for each physical examination maneuver (data not presented), which supports a conclusion that bias in our results was not introduced by the two SPs demonstrating the same maneuver. Our assessment of only physical examination maneuvers is similar to the study of Kowlowitz and colleagues and that of Lee and colleagues, and supports the reliability of our examination.[23] The difference in examiners' performances between family physicians and internal medicine residents or specialists did demonstrate a trend toward significance, and the absence of a statistically different result may have reflected a type II error. The effect of the examiner's background on rating students' performances requires further study.

Though OSCE examinations have gained widespread acceptance, major practical impediments remain in their cost and their labor-intensive organization. Rummel estimated the total costs for developing an OSCE and administering it to 120 students in a single medical school to be from a high of $104,400 to a low of $59,460, or $496 to $870 per student (Canadian denomination—CND).[4] For administering the exam only, costs ranged from $19,200 to $34,500 (CND) if examiners and SPs were paid, or from $16,500 to $19,200 (CND) if only SPs were paid (both estimates include catering costs for both examiners and SPs). In previous examinations using ten physical examination maneuvers, without pairing of maneuvers within one station, we required 40 examiners and 40 standardized patients. The large numbers of examiners and SPs were a significant cost and administrative burden for our examinations, and they were important factors in our adopting the paired station strategy. In two previous examinations without paired stations, these examinations had an average alpha of .76. Our current study's findings support the premise that the pairing and sequencing of stations will not reduce the reliability of the assessment of a candidate's performance.

Reorganizing the assessment of physical examination skills within an OSCE by station by using maneuver pairing may contribute to improvement in overall efficiency and provide significant cost savings by reducing the number of SPs and examiners needed. Whether this can be applied in the assessment of other clinical skills in an OSCE requires further evaluation.

Correspondence: Dr. Christopher James Dean, Assistant Professor, Room EC230, Foothills Medical Centre, 1403 24th Street NW, Calgary, AB, Canada T2N 1T9; e-mail (cdean@medicine.ucalgary.ca).
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Residency training programs vary across characteristics such as their didactic and clinical experiences, attributes of the incoming residents, faculty characteristics, research conducted, community service performed by the program, and eventual practice choices of graduates. Which of these characteristics are most salient for evaluating the quality of a program?

Elliot's lists characteristics of graduates, cost-effectiveness, fair and ethical treatment of trainees, and meeting societal needs as important quality indicators. Iverson's takes a dimensional approach. His dimensions, with metrics, are intake (U.S. Medical Licensing Examination (USMLE) scores of matched applicants); customer satisfaction (percentage of available positions filled by match, and percentage filled by U.S. medical school graduates (USMGs)); residency review committee (RRC) quintile scores; and outcome (specialty board pass rates). The Accreditation Council for Graduate Medical Education (ACGME) recently switched its focus from process variables to outcomes, and is encouraging RRCs to evaluate a program on how well it provides for six core competencies: patient care, clinical science; interpersonal skills and communication, professionalism, practice-based learning and improvement, and systems-based practice.

In 1997, a task force of the American Association of Directors of Psychiatry Residency Training (AADPRT) developed a survey to define the variables important to determining a program's quality from the psychiatry resident's perspective. The 41-item questionnaire was based on feedback from focus groups of psychiatry residents and program directors and a review of the literature. A total of 180 psychiatry residents from 16 programs completed the survey. Quality of supervision and teaching conferences, respect of faculty for residents, responsiveness of the program to feedback from residents, and morale in the department were the items most important to residents' satisfaction. A detailed description of the construction of the survey and its results was published by Elliot.

In 1998, the AADPRT's survey was repeated with psychiatry residency directors and heads of major rotations to see whether their values agreed with those of the residents. This paper describes the use of multidimensional scaling (MDS) of the survey's results to establish whether there were distinct groupings of program directors with different opinions about the determinants of quality in psychiatry residency programs. These groupings might represent types of psychiatry programs (or market niches) as reflected in the values and priorities of their faculty and directors.

Method

Multidimensional scaling is an analytic technique frequently used in marketing research to identify the psychological dimensions underling customers' preferences with respect to multiple variables or features of a product. In MDS the difference between clusters or groups of variables is predicted by the distance between the variables in psychological space, with the dimensionality of the space equal to the number of relevant dimensions underlying the data. These dimensions can be thought of as analogous to the latent constructs derived in factor analysis. The scaling algorithm derives the dimensions and plots the coordinates of the variables. The resulting multidimensional space, MDS is an inherently interpretative procedure—it locates variables on dimensions but requires the investigator to determine whether the dimensions can be intelligibly labeled.

Individual Differences Scaling (INDSCAL) is an MDS algorithm that models both the overall dimensions that underlie the perceptions of the group of respondents and individual weights on those dimensions for each respondent, allowing individuals to vary in the importance they attach to each of the dimensions. For example, for one individual, dimension A (the educational resources available, for example) may be highly salient, while dimension B (the administration of the program, for example) is relatively unimportant. For another individual, these priorities may be reversed. By examining the distribution of subject weights one can identify clusters of subjects who share similar values regarding the relative importance of the various dimensions.

The questionnaire was sent in late 1998 to all psychiatry residency directors listed in the American Medical Association's 1998-1999 Directory of Accredited Graduate Medical Education (GME) Programs. The faculty members who served as the heads of the inpatient and outpatient psychiatry rotations of each program were also surveyed. These are the two major rotations of psychiatry training programs, and the opinions of the heads of these rotations (henceforth referred to as service chiefs) would most likely represent the dominant values of the program.

The survey asked directors and service chiefs to rate how important the 41 items of the questionnaire were in determining the quality of a residency program. The anchors were 1 = least important, 4 = average importance, and 7 = most important.

Multidimensional scaling using INDSCAL was done on the survey responses. Solutions in two to six dimensions were generated.

Results

Of the 186 active programs listed in the GME directory, 117 programs (63%) responded to the survey. There were 234 individual responses from the 117 programs. Of these, 142 (61%) were from program directors and 92 (39%) were from service chiefs who were not identified as directors. For some programs the head of inpatient or outpatient services also served as an associate program director, confirming our supposition that these faculty members represent the administrative backbone of the program.

The Pearson correlation between the responses of the residency directors and those of the service chiefs was 0.98 (p < 0.001). We therefore pooled data from both chiefs' and residency directors' responses for the following analysis.

The two-dimensional INDSCAL solution was degenerate and was discarded. The solutions in three to six dimensions were inspected for goodness of fit and interpretability. The three-dimensional configuration provided the most interpretable dimensions, and accounted for 46.4% of the variance in the data; higher-dimensional solutions accounted for only slightly more variance.

Based on examination of the locations of the items, particularly those that had particularly high or low coordinates in each dimension, the dimensions seemed to correspond to three constructs: "curriculum," "quality of the institution," and "supportiveness of the administration of the program." The three dimensions, and the highest-loading items on each, are given in Table 1.

Subject weights measure the importance or salience of each dimension to each respondent; they range from 0 (completely ig-
TABLE 1. Three Dimensions of Quality of Psychiatry Residency Programs, Based on Multidimensional Scaling of Responses by Residency Directors and Service Chiefs to a 1990 Questionnaire*

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Questionnaire Items That Load Highly on the Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Curriculum</td>
<td>Quality of supervision, training in biomedical and psychosocial psychiatry and the balance between them, diversity of patients and settings, opportunities for continuity of care, responsibility for patient care</td>
</tr>
<tr>
<td>Quality of the institution</td>
<td>Academic reputation of institution, clinical reputation of faculty, opportunities for research and teaching; board scores of graduates, job satisfaction of graduates</td>
</tr>
<tr>
<td>Supportiveness of the program administration</td>
<td>Fairness in evaluation of residents, respect of faculty towards residents, personal qualities and administrative abilities of the program director, responsiveness of the program to feedback from residents</td>
</tr>
</tbody>
</table>

* The questionnaire asked respondents to rate the importance of 41 items in determining the quality of psychiatry residency programs. A total of 234 program directors and service chiefs from 117 programs completed the questionnaire.

nored to 1 (overwhelmingly important), and need not sum to 1. In addition, each respondent is assigned a "weirdness" value, which measures the similarity of his or her responses to those of the typical respondent, based on the relative importance of each dimension and the goodness of fit for that respondent.

There was a great deal of variation in individual preferences, but no distinct clusters were evident. Notably, although weights for the supportiveness of the administration of the program dimension fell between 0.25 and 0.40 for nearly all respondents, the importance attributed to the dimensions of curriculum and quality of the institution varied extensively across individuals. Figure 1 plots the weights of curriculum and quality of the institution against one another for each respondent. The shaded polygon encloses data for more typical respondents with less than the median weirdness, represented as circles; the two shaded polygons identify two groups of less typical respondents with more than the median weirdness, represented as crosses. Two respondents in the upper left had extreme (outlier) weirdness values.

While the most typical respondents gave curriculum weights between 0.3 and 0.6, and quality of the institution weights between 0.2 and 0.4, two groups of respondents displayed different weight patterns. One group (lower right) gave curriculum substantially higher weights than typical (ranging from 0.5 to 0.75); the other group (upper left) gave quality of the institution substantially higher weights than typical (ranging from 0.25 to 0.65). On the average, most respondents' data displayed a continuum of weight patterns in which curriculum was considered to be more important than either quality of the institution or supportiveness of the administration of the program; the respondents with the lowest weirdness scores weighted these dimensions in the proportions 1.3:1:1, respectively.

Discussion

The three dimensions that emerged from the MDS are consistent with the many suggested quality indicators reviewed above. How might we conceptualize this triad?

The dimensions of curriculum and supportiveness reflect two different aspects of the process of residency training. The curriculum dimension describes the content of the educational program; the supportiveness dimension reflects the culture or milieu within which the training occurs. Residency directors and their faculty seem to differentiate between these two aspects of the program, and value both as indicators of the quality of the program. The dimension of institutional quality includes items reflecting the reputation and resources of the institution as well as items generally considered to be outcomes (i.e., board scores of graduates and graduates' job satisfaction). In this instance, these "outcome" items probably serve as proxies for (and a reflection of) the reputation of the institution and the quality of the residents it attracts, rather than as true outcome measures. This dimension could represent a general context factor, reflecting the quality of the facilities, the faculty, and of the residents themselves. This general factor could itself modify the effects of the process variables either up or down, thereby affecting the expected outcomes. Thus, this dimension may reflect the expectation of program directors and chiefs that equivalent processes (curriculum and supportiveness) could lead to better outcomes if they are provided in the context of a higher-quality institution.

Donabedian lists input, process, and product as the dimensions of quality in healthcare. Interestingly, product (outcomes) did not emerge as a dimension of the quality of a program. Perhaps residency directors and service chiefs focus on process variables as indicators of quality since it is in the process of residency training that they deal. The neglect of outcome measures may also reflect a philosophy that, while the program is responsible for teaching, it is the residents' responsibility to learn. Outcome measures are highly confounded by the abilities and characteristics of the indi-

---

Figure 1. Subject weights for the "curriculum" and "quality of the institution" dimensions of the three-dimensional INDSCAL solution. The unshaded polygon encloses subjects with less than the median weirdness (based on weights in all three dimensions), represented as circles; the two shaded polygons identify two groups of subjects with greater than median weirdness, represented as crosses. Two subjects in the upper left had extreme (outlier) weirdness values. "Weirdness" measures how similar each respondent is to the typical respondent, based on the relative importance of each dimension and the goodness of fit for that respondent.
vidual residents and, thus, may not be considered an accurate or reliable measure of the quality of the program per se.

The ACGME and others who have begun the move towards outcome evaluation may wish to take this as a word of caution. Outcomes should not be considered in a vacuum. For at least some key stakeholders—the residents and faculty of the program—the context, content, and culture of the program are significant as well.

No truly distinct clusters or groups of respondents emerged from the multidimensional scaling of the data. While there may be programs with different missions—programs oriented towards research or community psychiatry, for example—these missions do not seem to result in drastically different definitions of quality. This suggests that there is a core concept of quality that holds across contexts and across missions—consistent with the RRC’s model of minimum standards.

On the other hand, there seems to be a continuum of individual variation, rather than variation based on group membership. The individual respondents differed widely in the dimensions they considered most important. Since the individuals in this case are the faculty leaders and directors of the programs, these priorities are most likely reflected in the programs as a whole. The individual variation can be usefully segregated into three “market niches,” corresponding to the three polygons in Figure 1. Thus we could describe three types of programs: (1) programs in which the quality of the sponsoring institution (context) is paramount, (2) programs in which the quality of the curriculum (content) is paramount, and (3) programs with a more typical weighting of the three dimensions.

While there was less variability in the importance attached to the supportiveness (culture) of the program, this should not be construed as lack of salience. Rather, all programs should be alert to the importance of this dimension.

Residents, too, vary in the levels of importance they attribute to the various features of a training program. The context, content, and culture of a program may provide a good conceptual model of the dimensions along which the market varies. Programs may find it useful to identify and market themselves on the basis of these dimensions.

This study focused on only one of the many stakeholder groups of residency programs. The needs and expectations of other stakeholders, such as program funders and employers of a program’s graduates, remain to be defined. This study also focused only on psychiatry programs, but the dimensions of context, content, and culture would seem to be potentially applicable to other specialties as well. Repeating the study with other specialties will tell us whether this triad is relevant to the quality of programs across specialties.

The method of multidimensional scaling is a novel one for determining quality measures in graduate medical education. Repeated use of this technique, across stakeholders and across specialties, can help elucidate the factors most important to the evaluation of residency programs.

Correspondence: Rachel Yudkowsky, MD, Department of Medical Education, MC 591 UIC-COM, 808 South Wood Street, Chicago, IL 60612-7309; e-mail (rachely@uic.edu); Reprints are not available.
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THE EYE OF THE BEHOLDER

Gauging the Outcomes of Change in a New Medical Curriculum: Students’ Perceptions of Progress toward Educational Goals

GREGORY MAKOU, RAYMOND H. CURRY, and JASON A. THOMPSON

After decades of concern about the lack of momentum in reforming medical curricula, a number of schools have introduced significant revisions and innovations in recent years. In most cases, the goals of these changes have followed the general principles promulgated by the Association of American Medical Colleges’ (AAMC’s) General Professional Education of the Physician (GPEP) and College Preparation for Medicine Report and other similar documents. Several new educational strategies (e.g., problem-based learning) and course domains (e.g., courses in professional skills and perspectives) have become common elements of the resulting curricular initiatives at many medical schools.

Given the need to track the effects and effectiveness of change in medical education programs, Makoul developed the Student Perception Survey, which focuses on how students view both the learning environment and their own learning experiences. It was first administered at Northwestern University Medical School in 1993, and has since been used by medical schools at the University of Chicago, Washington University, University of Utah, Medical University of South Carolina and, most recently, the University of Minnesota at Duluth. This study limits analysis to data collected at Northwestern between 1993 and 1999.

Context

In 1993, Northwestern University Medical School implemented a totally new first- and second-year (M1-M2) curriculum. Other, less sweeping, changes in the clinically oriented third- and fourth-year curriculum have been made more incrementally over the past decade, and are not a focus of this report. While some improvements have been made in our nearly seven years of experience with the M1-M2 curriculum, the basic concept and format are still firmly in place. The curriculum is composed of four courses, each presented in a series of discrete, topically focused units. Each course and nearly every unit are interdisciplinary in nature and draw faculty from a number of departments; all are managed and funded centrally by the dean’s administration.

Two areas of emphasis differentiate the current M1-M2 curriculum from its predecessor. The first is a change in the way we expect students to learn medicine. Our students are now explicitly regarded as adult learners, with a wide variety of backgrounds, aptitudes, and learning styles. Adult education models embrace this diversity and provide a framework for continuous self-directed education beyond the formal curriculum. Moreover, the very nature of the profession demands that students learn to “think on their feet,” relating different areas of knowledge to one another and serving as critics of their own and others’ reasoning processes. Accordingly, the curriculum provides a variety of learning formats, with an emphasis on interactive, discussion-based small-group activities. In addition, the clinical skills units include peer observation and feedback on a regular basis.

The second emphasis is a dramatic increase in the attention paid to issues of professional perspectives and professional skills. As detailed by Curry and Makoul, attention to students’ interpersonal skills and attitudes and to the interface of the medical profession with society at large had grown steadily for some years. Not until the early 1990s, however, did schools begin to address these issues comprehensively. Since then, professionalism has become much more visible on the medical education agenda. The conceptual framework of patient-centered medicine (also referred to as relationship-centered medicine), which highly values the physician’s capacity for empathy, attentive listening, and concern for the patient’s perspective, has been instrumental in bringing about these changes.

The very breadth and comprehensiveness of significant educational reform make it difficult to reliably evaluate the specific impact of any component. Further, consistent with the focus on adult learning and professional development (i.e., we want our students to mature as self-aware professionals), we consider students’ perceptions to be an important element of curriculum evaluation. We used the Student Perception Survey as our program evaluation tool because it offers a broad view of students’ attitudes and experiences. For instance, we were interested in assessing, over a period of years, whether the new M1-M2 curriculum affected students’ perceptions about the importance of key educational goals, and whether it had an effect on their perceived progress toward those goals.

Educational Goals: Importance. There is some concern that medical students become less idealistic and more cynical as they progress through the curriculum. On the other hand, students are likely to place more emphasis on areas relevant to clinical practice as they approach the clinical clerkship phase of their education. To assess whether students place more or less value on key educational goals after their first two years of medical school, we can compare responses to the Student Perception Surveys administered to incoming students with those to surveys administered to the same students at the end of their second year (just before clinical clerkships begin). Since we expect that incoming students will highly value all of the goals, thus generating a ceiling effect, we do not expect the importance ratings to rise. Neither do we expect them to fall, since the new curriculum attempts to reinforce the value of these goals. Thus, our expectations regarding importance ratings are phrased as our first (null) hypothesis: There will be no statistically significant difference in the importance ratings when Student Perception Surveys administered to incoming students are compared with those administered at the end of the second year.

Educational Goals: Progress. Assessing physicians’ comments regarding the readiness and performances of students in their clerkships provide one good indication of whether a new M1-M2 curriculum is effective. However, it is difficult to systematically evaluate progress toward a variety of goals with such a method. Since we have a pass-fail grading system, the only grade-like metric available is the U.S. Medical Licensing Examination (USMLE) Step 1 score, also poorly suited to address a diverse set of goals. The Student Perception Survey allows us to assess students’ views about the extent to which the curriculum has helped them progress toward each of the goals listed in Table 1. A brief “In Progress” article published in Academic Medicine reported immediate positive changes in ten of the 16 educational goals when data collected from the class of 1996, which progressed through the first two years before the curriculum was implemented, were compared with data from the classes of 1997 and 1998, the first cohorts to complete the new M1-M2 curriculum. Since we expect the revised curriculum to prove effective in maintaining those changes, we offer the
second-year students in 1995 and 1996, and fewer incoming students in 1998, due to administrative errors. Social security numbers serve as identification tags, allowing us to match surveys from incoming and experienced students without accessing their names or creating another set of identification numbers.

Educational Goals: In 1990, the dean, with the approval of all department chairs and senior deans, established eight goals for medical school education.12 The 16 goals assessed in the Educational Goals section of the Student Perception Survey (see Table 1) were developed by expediting these original eight (e.g., operationalizing “communication”) and then expanding the list to include four additional goals expressed by faculty who had developed the new curriculum for the first two years of medical school. Table 1 indicates which of the goals were added. Nunnally emphasized that the plan and procedure of an item's generation is a primordial determinant of its content validity.13 Drawing the items directly from goals outlined by the medical school certainly enhanced content validity. Further support comes from the observation that these goals are not unique to Northwestern; they are reflected in blueprints for medical education,4 14 deemed relevant by the other schools using the Student Perception Survey, and in the expressed values of practicing physicians.15 The items also have representational validity, as pilot tests conducted during the survey-development process indicated that medical students understood these items as intended.16

The Educational Goals section of the survey asks both incoming and experienced students to rate the importance of these 16 goals on a scale ranging from 0 = “not at all important” to 4 = “absolutely essential.” The intervening scale points are labeled 1 = “slightly important,” 2 = “moderately important,” 3 = “very important.” The survey administered at the end of the second year also asks students to indicate the extent to which their medical school experience has helped them progress toward each goal. The scale for measuring progress ranges from 0 = “not at all” to 4 = “completely.”

- Importance. To test our first (null) hypothesis which postulates little change in how students value the various educational goals, we performed paired t-tests on data from surveys administered to incoming and experienced students in the classes of 1997 through 2001, all of whom had been exposed to the new curriculum. Since we assert the null hypothesis, statistical power is an important consideration. Simply stated, the power of a test is the probability of rejecting the null hypothesis when it is indeed false. Given the large sample of matched pairs (n = 511), we chose a fairly conservative α level to avoid highlighting differences of trivial magnitude. At α = .01 (two-tailed), we have statistical power greater than .98 for detecting small to medium effect sizes.6

- Progress. To test our second hypothesis, which states that the new curriculum should be associated with greater perceptions of progress toward the educational goals, we performed independent-sample t-tests on data from surveys administered to experienced students (those at the end of their second year). (One-way ANOVAs indicated that data from the classes of 1997 through 2001 could be combined because they were statistically similar. Thus, we ran t-tests to facilitate presentation and interpretation of results.) We compared the perceptions of students in the class of 1996 (n = 165), who had experienced the old curriculum, with those of students in the classes of 1997 through 2001 (n = 603). Again, the large sample size affords good statistical power. At α = .01 (two-tailed), we have statistical power greater than .80 for detecting small to medium effect sizes via these independent-sample t-tests.8

Results

Importance. On average, the students rated all of the educational goals from “very important” to “absolutely essential” (see Table 1). When surveys administered at the two time points were matched

---

*Medical students completed the Student Perception Survey at the start of their first year and again at the end of their second year. At each time point, the Educational Goals section of the survey asked them to rate the importance of the 16 goals reproduced in this table, using a five-point scale that runs from 0 ("not at all important") to 4 ("absolutely essential"), with the intervening points labeled as well. Paired t-tests were run to determine whether student perceptions of the goals changed significantly after two years in medical school (n = 511 pairs). ±p < .01, two-tailed.

These goals were added by faculty who developed the new curriculum. The remainder are operationalizations of the original eight goals for medical education.9

---

Table 1. Responses to Importance of Educational Goals Section of the Student Perception Survey by Incoming and Experienced Students at Northwestern University Medical School, Classes of 1997–2001*

<table>
<thead>
<tr>
<th>Educational Goal</th>
<th>Incoming Students Mean (SD)</th>
<th>Experienced Students Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learn the language and information necessary for practicing medicine</td>
<td>3.96 (0.30)</td>
<td>3.85 (0.39)</td>
</tr>
<tr>
<td>Master skills for eliciting information from patients</td>
<td>3.84 (0.37)</td>
<td>3.84 (0.39)</td>
</tr>
<tr>
<td>Master physical examination skills</td>
<td>3.63 (0.40)</td>
<td>3.85 (0.39)</td>
</tr>
<tr>
<td>Become proficient in clinical decision making</td>
<td>3.86 (0.37)</td>
<td>3.76 (0.54)</td>
</tr>
<tr>
<td>Master skills for providing information to patients</td>
<td>3.73 (0.48)</td>
<td>3.71 (0.52)</td>
</tr>
<tr>
<td>Master skills for communication with colleagues</td>
<td>3.58 (0.55)</td>
<td>3.62 (0.58)</td>
</tr>
<tr>
<td>Learn how to manage time more effectively</td>
<td>3.30 (0.77)</td>
<td>3.34 (0.78)</td>
</tr>
<tr>
<td>Become more aware of ethical issues in medicine</td>
<td>3.38 (0.66)</td>
<td>3.29 (0.72)</td>
</tr>
<tr>
<td>Become more proficient at learning on your own</td>
<td>3.30 (0.79)</td>
<td>3.41 (0.74)</td>
</tr>
<tr>
<td>Develop skills that will enhance lifelong learning</td>
<td>3.46 (0.69)</td>
<td>3.51 (0.67)</td>
</tr>
<tr>
<td>Develop skills for practicing health promotion and disease prevention</td>
<td>3.51 (0.65)</td>
<td>3.58 (0.61)</td>
</tr>
<tr>
<td>Understand how the stresses of life as a physician will affect your personal life</td>
<td>3.18 (0.80)</td>
<td>3.24 (0.82)</td>
</tr>
<tr>
<td>Identity strengths and weaknesses in your academic and clinical abilities</td>
<td>3.51 (0.69)</td>
<td>3.52 (0.63)</td>
</tr>
<tr>
<td>Become more comfortable when being assessed by your peers</td>
<td>3.09 (0.84)</td>
<td>3.05 (0.89)</td>
</tr>
<tr>
<td>Gain a full appreciation for political, economic, and social influences on health care</td>
<td>3.18 (0.74)</td>
<td>3.20 (0.78)</td>
</tr>
<tr>
<td>Improve your problem-solving skills</td>
<td>3.49 (0.65)</td>
<td>3.63 (0.59)</td>
</tr>
</tbody>
</table>

---

* Medical students completed the Student Perception Survey at the start of their first year and again at the end of their second year. At each time point, the Educational Goals section of the survey asked them to rate the importance of the 16 goals reproduced in this table, using a five-point scale that runs from 0 ("not at all important") to 4 ("absolutely essential"), with the intervening points labeled as well. Paired t-tests were run to determine whether student perceptions of the goals changed significantly after two years in medical school (n = 511 pairs). ±p < .01, two-tailed.

These goals were added by faculty who developed the new curriculum. The remainder are operationalizations of the original eight goals for medical education.9
TABLE 2. Experienced Students' Perceived Progress toward Educational Goals* While in the Old Curriculum (Class of 1996) Versus the New Curriculum (Classes of 1997-2001)

<table>
<thead>
<tr>
<th>Educational Goal</th>
<th>Old Curriculum (n = 165)</th>
<th>New Curriculum (n = 603)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Learn the language and information necessary for practicing medicine</td>
<td>2.67 (0.67)</td>
<td>2.86 (0.65)</td>
</tr>
<tr>
<td>Master skills for eliciting information from patients</td>
<td>2.80 (0.65)</td>
<td>2.91 (0.69)</td>
</tr>
<tr>
<td>Master physical examination skills</td>
<td>2.58 (0.71)</td>
<td>2.48 (0.76)</td>
</tr>
<tr>
<td>Become proficient in clinical decision making</td>
<td>2.02 (0.83)</td>
<td>2.20 (0.81)</td>
</tr>
<tr>
<td>Master skills for providing information to patients</td>
<td>1.81 (0.99)</td>
<td>2.31 (0.90)</td>
</tr>
<tr>
<td>Master skills for communication with colleagues</td>
<td>2.28 (0.91)</td>
<td>2.52 (0.96)</td>
</tr>
<tr>
<td>Learn how to manage time more effectively†</td>
<td>2.19 (0.97)</td>
<td>2.26 (1.04)</td>
</tr>
<tr>
<td>Become more aware of ethical issues in medicine</td>
<td>2.62 (0.82)</td>
<td>2.93 (0.89)</td>
</tr>
<tr>
<td>Develop skills that will enhance lifelong learning</td>
<td>2.47 (0.80)</td>
<td>2.75 (0.86)</td>
</tr>
<tr>
<td>Develop skills for practicing health promotion and disease prevention</td>
<td>2.22 (0.78)</td>
<td>2.34 (0.90)</td>
</tr>
<tr>
<td>Understand how the stresses of life as a physician will affect your personal life</td>
<td>1.53 (0.82)</td>
<td>1.36 (0.83)</td>
</tr>
<tr>
<td>Develop skills for practicing health promotion and disease prevention</td>
<td>1.95 (1.03)</td>
<td>1.95 (1.07)</td>
</tr>
<tr>
<td>Identify strengths and weaknesses in your academic and clinical abilities</td>
<td>2.36 (0.84)</td>
<td>2.36 (0.86)</td>
</tr>
<tr>
<td>Become more comfortable when being assessed by your peers‡</td>
<td>1.92 (0.89)</td>
<td>2.27 (0.97)</td>
</tr>
<tr>
<td>Gain a full appreciation for political, economic, and social influences on health care‡</td>
<td>1.82 (0.90)</td>
<td>2.24 (0.93)</td>
</tr>
<tr>
<td>Improve your problem-solving skills</td>
<td>2.42 (0.77)</td>
<td>2.74 (0.78)</td>
</tr>
</tbody>
</table>

*The Educational Goals section of the Student Perception Survey, distributed to students at the end of their second year, asked them to indicate the extent to which their medical school experience had helped them progress toward each of the 16 goals reproduced in this table, on a scale ranging from 0 (not at all) to 4 (completely). Independent-sample t-tests were run to determine whether there were significant differences between the perceptions of students who had experienced the old curriculum (class of 1996) as compared with those who had experienced the new curriculum (classes of 1997-2001).

†p < .001, two-tailed.
‡These goals were added by faculty who developed the new curriculum. The remainder are operationalizations of the original eight goals for medical education.

and importance ratings were compared via paired t-tests, we found statistically significant, though relatively small, differences (Δ) in how the students valued four educational goals. Importance ratings increased for "become more proficient at learning on your own" (Δ = .11, p < .01) and "improve your problem solving skills" (Δ = .14, p < .001); they decreased for "become proficient in clinical decision making" (Δ = -.10, p < .001) and "become more aware of ethical issues in medicine" (Δ = -.13, p < .001).

Progress. The students' mean ratings of the extent to which their experiences had helped them accomplish each goal were closer to the scale's mid-point that were the importance ratings (see Table 2). Students completing the new M1-M2 curriculum reported significantly more progress toward ten of the educational goals than did the cohort that progressed through the first two years before the new curriculum was implemented. The biggest changes were associated with "master skills for providing information to patients" (Δ = .50, p < .001), "gain a full appreciation for political, economic, and social influences on health care" (Δ = .42, p < .001), "become more comfortable when being assessed by your peers" (Δ = -.35, p < .001), "become more proficient at learning on your own" (Δ = -.33, p < .001), and "improve your problem solving skills" (Δ = -.32, p < .001). The only decrease was associated with "master physical examination skills" (Δ = -.10, ns).

Since distributions for some of the importance and progress items were not normal, we also ran nonparametric tests (Wilcoxon signed-ranks test for importance, Wilcoxon-Mann-Whitney test for progress). The power efficiencies of these tests are about 95% when compared with their parametric counterparts.† We obtained exactly the same patterns of statistical significance, reinforcing the notion that parametric tests are robust when it comes to the assumptions of normality.‡

Discussion

A number of measures and methods (e.g., written tests, clinical skills exams, faculty reports) can provide data for assessment of students and curriculum evaluation. However, such data are relatively particular in nature. Just as clinical outcomes researchers obtain patients' perceptions to complement more objective measures of health, medical educators interested in the outcomes of curricular reform have gained important information by measuring students' perceptions in the areas of well-being,† learning activity,‡ learning environment,§ and long-term effects.¶ This study's findings indicate the value of gauging students' perceptions regarding a variety of educational goals as well.

While there were statistically significant differences in importance ratings for 25% of the educational goals, there was no trend in terms of directionality. Thus, our first (null) hypothesis received general support; the value students placed on the educational goals remained relatively stable between orientation week and the end of the second year of the curriculum. As shown in Table 2, our second hypothesis, which focused on progress estimates, received general support as well. Students who had progressed through the new curriculum reported more progress toward ten of the educational goals than did students who completed the survey before the new curriculum was in place. All of the statistically significant differences in progress estimates were larger than any of the differences in importance ratings. This pattern of results was immediate and has been sustained over the years. It appears that the Patient, Physician & Society (PPS) course, which extends throughout the first two years,‡ contributes to increases in the students' perceived progress toward their educational goals. More specifically, the PPS course emphasizes providing information to patients, incorporates peer assessment and feedback, and explores the political, economic, and social influences on health care.

We were pleased to find that, when compared with the students in the old curriculum, the students who had experienced the current M1-M2 curriculum reported more perceived progress toward the goals of becoming more proficient at learning on their own and developing skills to enhance lifelong learning. We attribute this change to the adult-learner and active-learning approach taken by all four of the M1-M2 courses. However, we did not see a similar gain in the area of identifying strengths and weaknesses in academic and clinical abilities, an important component of lifelong learning and mindful practice.¶ The results suggest that we also need to focus our attention on helping students learn to manage time more effectively and understand how the stresses of life as a physician will affect their personal lives, two goals voiced by faculty who developed the new M1-M2 curriculum.

Regarding the goal of developing skills for practicing health promotion and disease prevention, we are planning to move to a more clinically oriented PPS unit on health risks, in part because the students reported little increased progress in this area at the end of their second year. Finally, despite a well-received first-year unit on physical examination skills in PPS, we observed a decrease in per-

vi
ceived progress toward this skill set, a consistent and rather troubling finding over the years. We will continue to work toward improving students' confidence and competence in physical exam skills within the PPS course, as the first and second years of medical school offer an opportunity to ensure a consistent approach to teaching and learning basic skills. Our aim is to provide a solid foundation that can be built upon during the clerkships.

While it would have been preferable to collect the Student Perception Survey's data for more than one cohort in the old curriculum, the survey could not be implemented until it was designed and tested. Still, the pattern of results is clear and consistent, and changes in progress estimates can be logically linked to changes in the curriculum. Further, results from other schools using the Student Perception Survey reinforce the findings regarding progress. For instance, progress estimates also increased at the University of Utah after a curricular revision. Interestingly, significant progress toward a similar number of goals was evident at both Northwestern and Utah, but the pattern of results (i.e., mix and magnitude of changes) differed. (We will be working with Dr. Neal Whitman and colleagues at Utah to determine the extent to which observed changes reflect the emphases of M1–M2 curricular reform at that institution.) Students' perceived progress toward their educational goals did not increase at schools that did not make substantial changes in their M1–M2 curricula during the period they have used the Student Perception Survey.

Taken together, these observations highlight the generalizability and sensitivity of this approach to curriculum evaluation. The Student Perception Survey has proved a very useful tool for gauging the effects of curricular reform and identifying areas in need of more attention. We consider students' perceptions one important component of curriculum evaluation, and we will continue to monitor them carefully. At present, we are working to develop a questionnaire for residency program directors and another one for medical school alumni, each of which will draw on aspects of the Student Perception Survey. As noted by Gertz and Mahaffy, this type of outcome data serves the important function of documenting where we have been and helping us better understand where we are going.

The authors thank Heather Sherman for her assistance in reviewing the literature related to this study and the RIME committee for helpful comments regarding the manuscript.
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THE EYE OF THE BEHOLDER

An Index of Students' Satisfaction with Instruction

JAY H. SHORES, MICHAEL CLEARFIELD, and JERRY ALEXANDER

The purpose of this study was to determine whether a students' satisfaction index (SSI), derived from responses to a single rating of a faculty member's overall instructional ability, is a reliably valid tool for identifying those medical school faculty members whose instruction is in need of improvement.

Background

Debates have been held since the 1950s on the validity of students' evaluations of faculty (SEF).1-4 While opinion is split over the application of SEF to the management of the professoriate,5-8 the majority of the researchers addressing this issue support the use of SEF in the areas of faculty development and instructional improvement.9-10

The primary premises underlying use of students' ratings of the instructional abilities of faculty have been repeatedly addressed by educational researchers. The reliability and validity of such measures have been the subject of numerous studies.11-13 While their results have not been consistent, they have predominantly supported the stability and validity of students' evaluations of faculty. The use of a single global measure to assess instructional ability has also received the attention of the researchers, and it has been established that such a measure can be valid.14-15

Students evaluate every instructor at the Texas College of Osteopathic Medicine. The items on the required evaluation form can be changed to correspond to the needs of academic departments and the unique characters of instructional programs. However, the final item on each and every evaluation form is constant across all courses. That item states "Overall, this is an effective instructor." Responses to this question are made on a five-point scale and reported on a 100-point scale (strongly agree equates to an SSI of 100, agree = 80, neutral = 60, disagree = 40, and strongly disagree = 20).

In practice, the SSI works like grades assigned to students in graduate and professional training programs. Medical students seldom use the lower half of the rating scale. Their responses result in SSI scores from the 60s through the 90s, with a mean score of 77. The SSI score is transmitted, along with responses to the other concepts assessed, to the faculty member and the department chair. Predictably, when an SSI drops below 70 the department's chair begins to comb through other data on teaching performance to find out why the faculty member is not doing well.

During the past 15 years faculty members have expressed a variety of concerns about the SSI. Faculty members think the SSI reflects the students' moods at the moment and, thus, provides unreliable results. They feel that students are not capable of judging their instruction and that their peers would provide different (presumably more favorable) results. They suggest that the students' ratings correlate highly with the grades the students receive. Many feel that an assessment made at the end of the course disadvantages those who teach early. Each of these beliefs casts doubt on the reliability and validity of the SSI. These are the questions that are addressed in this study: (1) Is the SSI reliable? (2) Is the SSI valid? (3) Is the SSI biased by grades? (4) Is the SSI biased by the time lag between performance and measurement?

Method

Eighty-five second-year medical students in a five-month course in internal medicine agreed to evaluate quality of instruction for each of the 124 lectures given during the course. The 24 faculty teaching the course agreed to end their classes ten minutes early each day to allow the students time for evaluation. The departments of Medicine and Medical Education agreed to have faculty members present to evaluate each lecture. As an inducement for participation, the Department of Medical Education generated individual formative assessments and suggestions to improve the quality of instruction for each faculty member who taught for three or more hours in the course. These reports were delivered after all the data in the study had been collected.

Data were collected following each of 124 lectures from the entire portion of the 85 students who attended the lecture. Faculty also evaluated each of the lectures in the course. Complete data were collected for 24 instructors. One instructor was removed from the study due to the onset of acute illness during instruction. The 23 remaining instructors were each assessed by ten to 310 students, and by two to nine faculty members. One of the faculty evaluators in each session was from the Department of Medical Education; the rest were from teaching faculty in the Department of Medicine. At the end of the course the normal instructor-evaluation process was conducted and a post-course SSI was derived at that time.

Results

Is the SSI Reliable? To answer this question a test-retest was conducted. Students' evaluations at the end of the course were compared with those obtained from the same students at individual lectures. In Figure 1, faculty have been ranked by their end-of-lecture evaluations. Figure 1 presents a mean end-of-lecture SSI and a mean end-of-course SSI for each of the 23 faculty members. The end-of-lecture SSI is the average response of the students who attended the lectures presented by the instructor. The end-of-course SSI is the average response of the students who evaluated that instructor at the end of the course. The correlation between these two sets of satisfaction indexes is r = .847.

There is some difference between the means (end-of-lecture mean = 83.21, end-of-course mean = 82.72). A paired t-test of the difference between the means of the measures was not significant (p = .647). The practical significance of observed differences depends on their interpretation. One pair of observed differences could cause an instructor to be viewed as a member of a different group. Students' satisfaction with Instructor 2 shifted from moderate agreement to neutral. In the other 22 cases the instructors' ratings remained in the same relative positions on the criterion scale.

Is the SSI Valid? A concurrent validation was performed. Students' SSI scores were compared with those derived from the observations of the faculty members. Figure 2 presents end-of-lecture ratings from students and faculty for each of the 23 instructors. The students' end-of-lecture satisfaction index is the mean response of students who attended the lectures presented by the instructor. The faculty's end-of-lecture satisfaction index is the mean response from faculty members who attended the same lectures. The correlation between these two sets of satisfaction indexes is r = .846.

The measures had different mean values (students = 83.21, faculty = 79.23). A paired t-test of the difference between the means of the measures was statistically significant (p = .012). These instructors were consistently rated almost four points lower by faculty
than they were rated by students. On a practical basis, several pairs of these observed differences could cause an instructor to be viewed as a member of a different group. Instructors 3, 6, 10, 15, and 19 could be viewed as less competent on the basis of their peers' ratings.

Is the SSI Biased by Grades? Four non-cumulative examinations were given in the course. The grades received on the four exams were correlated with the average satisfaction index given by each student during the time block covered by each exam (n = 84). The resultant correlations were: \( r = -0.1, 0.25, 0.89, \) and 0.90. There was no systematic relationship between grades and SSI scores.

Is the SSI Biased by Lag Time to Evaluation? End-of-course evaluations of the 23 instructors in this study followed their lectures by as much as five months. To assess the effect of lag time on the evaluations, each instructor was assigned to one of four groups based on the number of months that passed between his or her last lecture and the end-of-course evaluation. Table 1 presents descriptive data for the resultant groups. By subtracting the end-of-course satisfaction index from that obtained following their lectures, difference scores were generated. A one-way fixed-effects analysis of variance of the difference scores compared across groups was not significant \((p = .821)\).

Incidental Findings. There is a ceiling effect in medical students' responses to the question that forms the basis for the satisfaction index. As a result, for both the end-of-lecture SSI and the end-of-course SSI, there was less than one standard deviation available above the mean response in 52% of the cases. This reflects the fact that distributions of SSI responses were negatively skewed \((-1.289)\).

The behaviors of the medical students changed during the study. They came to the lectures in far greater numbers than they had before. In fact, a secondary issue the authors wanted to investigate regarding the effect of attendance on performance could not be addressed. There were too few students in the "non-attending" pool to do an analysis.

Conclusions

The SSI demonstrated sufficient reliability and validity in this population of students and faculty to support its use by our institution as a tool to identify faculty members whose instruction is questionable. The measure did not appear to be biased by either earned course grades or lag time to evaluation. The marked negative skew and ceiling effect observed in the data limit the application of the SSI to its intended purpose, flagging poorly-performing instructors. Differentiation among the instructors at the upper end of the SSI is practically impossible.
Table 1. Students' End-of-course Satisfaction Indexes by Months of Lag from Lecture to Evaluation

<table>
<thead>
<tr>
<th>Lag Time from Lecture to End of Course</th>
<th>Satisfaction Index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>≤1 month</td>
<td>82.33</td>
</tr>
<tr>
<td>2 months</td>
<td>83.10</td>
</tr>
<tr>
<td>3 months</td>
<td>84.35</td>
</tr>
<tr>
<td>≥4 months</td>
<td>81.97</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>82.72</strong></td>
</tr>
</tbody>
</table>

*A total of 23 instructors gave 124 lectures during the five-month interval; medical students were only half of the scale's values. This keeps the satisfaction index values for most instructors in a relatively narrow band and gives rise to a pronounced negative skew in their distribution.

Discussion

The findings of this study support the assumption that a single item can be used to assess the global effectiveness of a faculty member's instruction. However, caution should be used in generalizing the findings. The strength that the student satisfaction index has demonstrated may have been due, in part, to its use with second-year medical students. Medical students are highly focused intelligent respondents whose backgrounds are academically homogeneous. The strength of the index is partially attributable to the fact that the respondents commonly used only half of the scale's values. This keeps the satisfaction index values for most instructors in a relatively narrow band and gives rise to a pronounced negative skew in their distribution.

The concurrent validity of the SSI was assessed by comparing students' responses with the responses of teaching faculty from the Department of Medicine and PhD-level medical educators. The study was conducted in a medical school that routinely evaluates every faculty member in every course. Data were collected and analyzed by a department that the students had come to trust for its grading of their examinations and forwarding of their assessments of faculty and courses to the administration. Both the students and the faculty knew they were being engaged in a study of the SSI. The extent to which these environmental and research variables affected the results of this study will be known only when researchers subject the SSI to further analysis.

Finally, an ethical issue may be raised by the SSI. The SSI was developed as a flag to inform the faculty member and department chair that there could be a problem in the area of instruction. As such, it does not tell the user why the respondents feel that the instruction they have received is suspect; neither does it give guidance as to how to remedy the situation. It is incumbent upon the institution to develop the means for both accurately identifying the nature of the problem and also addressing it productively before it elects to discover which of its faculty has the problem.
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Modeling the Effects of a Test Security Breach on a Large-scale Standardized Patient Examination with a Sample of International Medical Graduates

ANDRÉ P. DE CHAMPLAIN, MARY K. MACMILLAN, MELISSA J. MARGOLIS, DANIEL J. KLASS, ELLEN LEWIS, and SUE AHEARN

Score validity is of central concern to any organization or school involved in high-stakes testing. Validation research entails clearly identifying the purpose for which test scores are to be used so that appropriate empirical evidence can be gathered to substantiate the intended score-based inferences. The validity of these score-based interpretations can be weakened by several task-related phenomena, including breaches to the security of the environment. The impacts of various forms of test security breaches need to be clearly addressed to determine the extent to which a priori knowledge of materials might provide an undue advantage to subgroups of examinees. This evidence also ensures that misinterpretation of scores is minimized on the part of the user. This task is especially crucial with performance-based tests such as standardized patient (SP) examinations, given the typically limited nature of case books, the long exposure of items/cases, and the high costs associated with developing these types of assessments.

Impact of Security Breaches on Test Performance

The literature devoted to assessing the impacts of various forms of security breaches on the performance of students completing SP tests has reported mixed findings. Most investigations undertaken in this area have been aimed at determining whether mean scores on SP tests vary significantly when cases are administered throughout an extended interval, ranging from as little as several weeks to as much as an academic year. The authors of these studies have reported that mean station or case scores generally remain stable and that the reuse of identical cases, consequently, appears to have only a minimal impact on the scores of students taking the examination at different periods of time throughout the administration cycle. However, other research suggests that the reuse of identical cases can yield an increase in overall mean score, prompting a suggestion that the number of common cases be kept at a minimum across forms.

Swarts, Colliver, Cohen, and Barrows examined whether collusion among students did affect overall SP test scores in a more systematic fashion by encouraging students who took the examinations to the early stages of administration to share as much information as possible about the cases with students scheduled to be tested at a later date. The authors found little evidence that information-sharing among students affected performance.

It is important to underscore that those studies restricted their view of a test security breach to various degrees of (presumed) information-sharing among examinees. It can be argued that complacency among students, although a common form of a test-security breach, is probably one of its most benign manifestations. This is especially likely with low-to-moderate-stakes SP examinations, where students' motivation to engage in information sharing is low. In a high-stakes context (e.g., in licensure and certification testing), dishonest coaching organizations and examinees might employ a host of illicit means to obtain and disseminate actual test materials. A study undertaken by De Champlain et al. did model the impact of additional, more severe forms of test-security breaches on examinees' performances such as those that would occur in students' having access to formal materials prior to taking the examination. The authors reported that disclosing test materials, whether it be directly to a subgroup of examinees or via a dishonest coaching course, led to significant checklist performance gains for a sample of United States medical graduates (USMGs). However, the impact of disclosure on interpersonal skills (IPS) scores was nil.

Although informative, it is important to point out that these findings were based on a small and homogeneous sample with respect to examinees' medical education and clinical skill levels. As such, there is a need for this type of research to be replicated with a more varied sample of examinees, to obtain an estimate of disclosure effects that might generalize to a more heterogeneous population of medical students.

The purpose of the present study was to model the impact of disclosing test materials to SP examination scores with a sample of international medical graduates. Furthermore, it is hoped that ensuing findings will provide a practical estimate of expected effect size within the context of this type of security breach with this population.

Method

Examination. In this investigation, the SP test assessed the clinical (history taking, physical examination, communication) skills and IPS of physicians about to enter supervised practice. SPs are laypeople trained to portray one of a variety of clinical scenarios. Test candidates route through these scenarios (or cases) and encounter patients in a setting intended to reflect an ambulatory care clinic. Case-specific checklists are used to assess examinees' clinical skills. These checklists were composed of dichotomously scored items, each of which represents a single action that is expected to be done by the student. A percent-correct score, corresponding to the number of actions done by the student out of the total number of behaviors listed in a given checklist, is computed for all encounters. IPS are assessed with the Patient Perception Questionnaire (PPQ), a case-independent inventory that is composed of six five-point Likert scale items. A percent-correct PPQ score is also computed and reported to each student for all encounters. Both measurement instruments are completed by the SP following each 15-minute encounter with the student. The same ten cases (chosen from the available pool) were administered to all examinees. The cases were selected to reflect the majority of cells contained in the test blueprint with regard to both skill and content domains.

Scoring Procedure. In this examination, two SPs were trained to portray each case. For any given case, the performing SP portrayed the actual clinical scenario with the examinee, whereas the monitoring SP observed the encounter as it proceeded on a video screen in a separate room. Each student's final percent-correct checklist score reflected the consensus reached by the performing and monitoring SPs as to what constituted the appropriate response to each item. Videotape review was instituted to arrive at a consensus if two or more discrepancies per checklist were noted in any given encounter. Of the 9,625 checklist item responses recorded (17 student X 125 checklist items across the ten cases), videotape review was necessary for 222 (2.10%). The PPQ percent-correct score was derived from the performing SP.

Examinees. Seventy-seven international medical graduates (IMGs), recruited from the Los Angeles metropolitan area, partic-
iopated in this study and were blinded to its purpose. All examinees were certified by the Educational Commission for Foreign Medical Graduates, i.e., they had successfully passed the following examinations: Step 1 and Step 2 of the United States Medical Licensing Examination and a test of English-language proficiency. The examinees were paid for their participation and randomly assigned to one of two testing conditions: control or security breach (SB). The testing environment for examinees assigned to the control condition (n = 32) was representative of a "normal" assessment situation (i.e., participants received routine prior information about the test but no materials from the examination). In the SB condition, we attempted to model a situation in which actual case materials were disclosed. Examinees in the SB condition (n = 45) were directly provided with the checklists for five of the ten cases to be seen (referred to as the exposed cases) as well as the PPQ, and were given one to two hours to review these materials prior to completing the test. Information pertaining to the five non-exposed cases was not disclosed to any of the examinees participating in this study. Cases included in the exposed and non-exposed sets were matched with respect to the main areas of this SP test's blueprint.

Analysts: Two separate analyses of covariance (ANCOVAs) were undertaken to compare the performances of the two groups on the five exposed cases. For both models, the condition factor (control or SB) was treated as the independent variable. The mean percent-correct checklist score on the five non-exposed cases was treated as the covariate in the first ANCOVA, while the mean percent-correct checklist score on the five exposed cases was deemed to be the dependent variable (DV). In the second analysis, the mean percent-correct PPQ score on the five non-exposed cases was deemed to be the covariate, whereas the mean percent-correct PPQ score on the five exposed cases was treated as the DV.

Results

Mean scores and standard errors on the five exposed cases for examinees assigned to each of the two conditions, adjusted for initial differences in ability between groups, were as follows:

For exams assigned to the control condition,
- the adjusted mean percent-correct checklist score was 54.53 (SE = 1.48), and
- the adjusted mean percent-correct Patient Perception Questionnaire score was 60.87 (SE = 1.18).

For exams assigned to the security breach condition,
- the adjusted mean percent-correct checklist score was 59.95 (SE = 1.24), and
- the adjusted mean percent-correct Patient Perception Questionnaire score was 67.03 (SE = 0.99).

A significant group main effect was obtained in the first ANCOVA, F(1,74) = 7.66, p = .0071. For the exposed cases, the SB group (adjusted M = 59.95%) significantly outperformed the control group (adjusted M = 54.53) on the checklist. Similarly, the mean PPQ score for examinees assigned to the SB condition (adjusted M = 67.03%) was significantly higher than the mean estimated for the control group (adjusted M = 60.87%), F(1,74) = 15.84, p = .0002.

Conclusions

Results obtained in the present study with a sample of international medical graduates mirror those reported in previous research with USMGs. Disclosing checklist items led to significant performance gains for the examinees assigned to the control condition, and noted in this investigation (5.4%), was, however, slightly lower than that obtained with a sample of USMGs. This is probably attributable to the larger number of cases administered in the test form (ten as opposed to six in the past USMG study). Therefore, the challenge posed to the IMGs was slightly more daunting, as they had to sift through ten cases to identify the clinical scenarios for which they possessed disclosed materials and apply this information accordingly. Nonetheless, the gain noted would concretely translate itself into a 4.4-checklist-item disadvantage over five cases (slightly less than one item per case). This advantage might be inconsequential for most USMGs, who typically perform well above the cut-score on this type of examination. However, it could significantly affect decision consistency for IMGs, whose scores tend to cluster in the vicinity of the pass/fail standard in a larger proportion. The control and SB groups also did differ significantly with respect to their mean PPQ scores, a result that was not found with USMGs. Interestingly, the difference between the two groups (6.2%) was actually larger than the one resulting from disclosing checklist items. This could reflect a difference in interaction styles that is culturally based. Disclosing simple indicators of IPS (such as the Likert-scale items found on the PPQ) to SB group examinees yielded a mean score that was similar to that typically encountered with U.S. medical students. It is also worth noting that the type of case that was most susceptible to the effects of disclosure appears to be population-dependent. For U.S. medical students, prior research suggested that cases involving largely mechanical, physical examination maneuvers were the easiest to memorize and consequently reflected the highest consistency of those examinees with prior knowledge of materials. Divulging materials for cases that primarily require communication and IPS in the interaction with the patient proved to be the most beneficial for our sample of IMGs. Again, these findings appear indicative of differences in the way our sample of IMGs interacted with the OPs. These results suggest that providing a clear description of the examination and its goal to all examinees prior to the administration (in some form of information bulletin, for example) is necessary to ensure a common understanding of expected behavior on the part of students.

In summary, the results presented in this study provide further evidence that the secure handling of test materials is essential for all examinations, whether they be traditional in format or performance-based. Although the security breach modeled in this investigation was severe (half of the test materials were directly exposed to students), it can nonetheless be unacceptable to maximize the likelihood of materials being disclosed. This, in turn, might lessen the impact of a security breach should checklists or other pertinent information fall into the hands of dishonest individuals.

One obvious strategy that should be adopted with all SP tests is to clearly lay out the flow of materials and restrict access solely to concerned staff so that those individuals can be held accountable for receipt and safeguarding of this information. Delivering the measurement instruments via a computer network would seem desirable, given the greater control that the latter medium can afford and the virtual elimination of a "paper trail." The results of our study also point out the need to increase test development efforts to minimize the likelihood of a security breach. Increasing the pool of available cases enables a more frequent rotation of forms within and across test sites, thus limiting the exposure rate for any given set. Finally, the use of modeled or cloned cases also seems desirable to increase the size of the case pool and thwart those individuals who may have mechanically memorized cases and accompanying materials. Modeled cases are defined as those presenting a similar opening scenario but requiring a different work-up on the part of the student. Cloned cases, on the other hand, call for a similar set of actions on the part of the student but present different contexts.

Although informative, these results need to be interpreted with a light of several limitations. First, the sample size examined was small, and generalizations should be made with caution. Our sample was also
composed of IMGs who were perhaps atypical of the corresponding population, given that they had successfully fulfilled several U.S. medical licensing requirements (passed the USMLE Step 1 and Step 2 and a test of English-language proficiency). Consequently, the effect sizes reported in this study should probably be viewed as lower-bound estimates of what to expect in an operational testing context. Replication of this research with different groups of both IMGs and USMGs seems advisable. This research might also permit us to test the hypothesis that lower-ability students might benefit more from gaining access to materials than would those who are more proficient. From a test-development perspective, pursuing research that focuses on the identification of characteristics that make a case more vulnerable to memorization would also be helpful. Finally, the findings reported in this study underscore the need to develop methods to detect breaches to the security of the testing environment. Research aimed at assessing the usefulness of “tagged” checklist items and other means should be pursued.  

Testing organizations and medical schools should always be vigilant in guarding themselves against dishonest examinees and organizations that may wish to compromise the secure nature of the testing environment. This investigation confirms past findings in that the psychometric properties of the SP examination described appear to be vulnerable to blatant disclosure of testing materials. It is hoped that the results presented in this article will foster future relevant research that will ultimately lead to the implementation of secure SP tests for licensure and other purposes.

Correspondence: André F. De Champlain, PhD, Senior Psychometrician, National Board of Medical Examiners, 1150 Market Street, Philadelphia, PA 19104.
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The large-scale standardized patient (SP) test in this study assessed the clinical skills of fourth-year medical students in a series of clinical encounters targeting history taking, physical examination, communication, and interpersonal skills. Yearly large-scale field tests have been undertaken over the past seven years in preparation for national administration. The study reported here was conducted in 1998.

Students are oriented to the test prior to completing up to 12 15-minute SP encounters (cases). Following each encounter, the SP records history elicited, counseling provided, or physical examination performed using an objective checklist developed by expert clinicians. The checklists may be thought of as a process measure, serving as a reflection of actual behaviors demonstrated by the candidate. Interpersonal skills are assessed using the Patient Perception Questionnaire (PPQ), a six-item instrument with a five-point Likert rating scale (uniform for every case).

Following each encounter, students are given seven minutes to write a free-response Post-Encounter Note (PEN) (either a list of significant positive and negative history and physical findings or a written chart note documenting findings and counseling). The PEN is specifically tailored to reflect each case. There is no limit to the number of findings students may write. Patient management (diagnosis or therapeutic plans) and interpretation of diagnostic tests are not assessed in these PENs. The PENs potentially reflect a candidate's ability to determine the most significant findings elicited from the encounter and to accurately record them. While numerous studies have examined the use of checklists with respect to fairness, security, and accuracy, there is limited research investigating the psychometric properties of PENs.

Previous studies have examined appropriate methods for scoring the PEN. Soliciting global judgments from experts seems appealing because scores are derived from the expertise of practicing physicians, but global ratings can be unreliable unless the scoring task is highly structured and extensive standardized training is provided. From a national testing perspective, recruiting physicians to score the PENs for thousands of candidates may not be feasible. As a result, many researchers have favored the use of analytic keys to score PENs. A significant advantage of using such scoring keys is the fact that non-physicians can be trained to score the PENs with an accuracy level comparable to that of physicians.

Research examining the usefulness of PENs with an SP test has suggested that these scores contribute valuable information to the assessment of clinical skills by providing unique information different from that derived from checklist scores. However, other research indicates that the chart audit scores should not replace the checklist entirely, since the information written by candidates in a simulated medical record may not provide a complete picture of events during an SP encounter.

The inclusion of the PEN in an SP test is appealing. First, it is thought that PENs are relatively immune to within-site and cross-site effects. Also, they do not depend on the accurate recording of checklists by SPs. Additionally, threats to security are minimized because the PEN is a free-response instrument and does not reveal checklist content or other exam material.

However, before the PEN can be used in large-scale testing, it is important to determine whether the PEN is a reflection of the checklist or whether the PEN contributes unique information about a student's ability to synthesize and record medical information. The purpose of this study was, therefore, to investigate the relationship between entries recorded in the PEN and actions captured on the checklist. It is hoped that the results of this study will help determine how to best incorporate PEN information into a composite score.

Methods

Measurement Instruments. History taking, physical examination, and communication skills in this SP test were assessed using six case-specific checklists composed of dichotomously scored items. Each checklist focused on two of the three clinical skills and contained a maximum of 25 items deemed critical for that case by a panel of expert clinicians. The six cases used in the study were based on a test blueprint reflecting the challenges expected to be encountered by a medical student entering residency. Checklists and PPQs were completed by the SPs following each 15-minute clinical encounter.

An SP monitor viewed the encounter on a video screen and completed the same checklist as the encounter unfolded. If two or more item responses on the checklist completed by the SP conflicted with the responses on the checklist provided by the SP observer, review of the videotaped encounter was required. The SP and the SP monitor reviewed the videotape together and discussed what constituted a correct response. The agreed-upon response became the key.

A panel of expert clinicians was selected from a range of medical specialties. Each member of the panel had experience teaching third- or fourth-year medical students and experience with developing or implementing SP exams for clerkships or other courses.

The panel developed analytic scoring keys for the PENs of the six study cases by using checklists, guides to the checklists, case prescriptions, and videotapes of each clinical encounter. These keys contained a list of significant findings or acceptable synonyms that the clinicians deemed essential for inclusion in a patient note.

Examiners. The sample was composed of 80 fourth-year medical students from one northeastern medical school. The students were required to participate in the examination, but the scores did not contribute to their end-of-year grades.

A group of six medical chart abstractors (MCAs) was recruited to score the PENs of the 80 students. The MCAs were divided into three pairs and each pair was assigned to score the PENs for two cases. The MCAs were oriented to each of their assigned cases by listening to the case summary and student instructions and by watching a videotaped encounter of the case. The MCAs then scored an initial sample of PENs for each case using the keys developed by the panel. The MCAs were instructed to give credit for each finding (or acceptable synonym) included in the PEN. Following this "practice scoring exercise," the pairs discussed their decisions and reached consensus. The MCAs then scored the remaining PENs and completed a post-scoring survey regarding their reactions to the process.

Analyses. Items on the scoring key were matched to content-equivalent items on the checklist by a test-development staff professional. Items on the scoring key without a matching checklist item and exemplars were not reviewed in the study. For each
matched scoring key and checklist item, the proportion-of-agreement rates (the observed agreement rate between a given behavior as measured by the checklist and the PEN) as well as kappa coefficients (an estimate of agreement above and beyond that expected due to chance) were computed.

Results

The frequency distributions of the proportion-of-agreement rates and kappa coefficients for the six cases are shown in Table 1. A total of 68 item comparisons were examined across six cases. Overall, 69% of the items had proportion-of-agreement rates that fell between .61 and 1.0. At the case level, 75% of the items in Case 1, 92% of the items in Case 2, 69% of the items in Case 3, 56% of the items in Case 4, 100% of the items in Case 5, and 36% of the items in Case 6 had proportion-of-agreement rates that fell between .61 and 1.0. Across the six cases, 31% of the items had rates that fell between .21 and .60, and none of the items had a proportion-of-agreement rate below .20. Kappa values ranged from -.12 (Case 6) to .90 (Case 3). Kappa cannot be computed for items that are correctly answered by all examinees, hence, the total number of item comparisons across all six cases was 62. Using classification guidelines proposed by Lindis and Koch,8a perfect or excellent agreement was achieved for 15% of the items, good or fair agreement for 42%, and slight or poor agreement for 44%.

The average proportions of discordance between items on the checklists and the PENs are provided in Table 2. Column three in the table represents the average proportion of students who received credit for an item during the encounter (checklist = Y, or yes) but did not write the findings in the note (PEN = N, or no, or errors of omission). At the skill level, the average proportions ranged from .08 to .31 for history taking, .09 to .33 for physical examination, and .09 to .39 for communication skills. Poor documentation in the note does not appear to have been skill specific.

Column five shows the average proportions of students who recorded findings in the note (PEN = Y, or errors of commission) that were not actually pursued in the encounter (checklist = N). With the exception of that for the history-taking skill in Case 6, these average proportions are considerably less than those in column three.

Discussion

Proportion-of-agreement rates uncorrected for chance were strong for four of the six cases. Cases 4 and 6 exhibited moderate agreement. The proportion-of-agreement rates corrected for chance were poor to moderate. Cases 4 and 6, for which agreement was particularly poor, required that the student use appropriate patient edu-
inherent in the study. First, the analyses were conducted with a small sample (80 students per case) from a single medical school; thus, generalizations should be tentative. Second, the study examined only six cases, which narrowed the limited opportunity to sample across the test blueprint. Future research should address these limitations by expanding the focus of the study to several diverse schools. Increasing the number of cases and the sample size will also help to minimize measurement error. Finally, excluding items from the scoring key without a matching checklist item may have underestimated the students’ abilities to document their findings. Within this study, the PEN scoring key was assumed to represent the “gold standard” for appropriate documentation. Students may have written in the notes items that would not be credited because the clinical experts did not deem them critical. Further content validation of the scoring key may be useful in addressing this shortcoming.

Despite these limitations, the results of this study suggest that the PEN provides unique information about students’ abilities to document the gathering of information, understand the significance of the information gathered, and translate verbal information into the written word. Thus, poor concordance between the checklist and the PEN suggests that students may have limited skills to properly synthesize, interpret, and record findings from a clinical encounter. Given these results, test developers may be less inclined to treat the PEN score as simply a reflection of the checklist or redundant information, in view of the fact that the ability to record significant findings from clinical encounters and demonstrate understanding of those findings is a critical function not only of medical students but also of practicing physicians.
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International Medical Graduates' Performances of Techniques of Physical Examination, with a Comparison of U.S. Citizens and Non-U.S. Citizens

STEVEN J. PEITZMAN, DANETTE MCKINLEY, MICHAEL CURTIS, WILLIAM BURDICK, and GERALD WHELAN

Literature dating back over 25 years has documented and commented upon deficiencies in the performances of medical students and house officers in both techniques of physical examination and ability to detect abnormalities. Many of these studies took place in U.S. teaching hospitals, and when the subjects were residents, the studies do not specify results for international medical graduates (IMGs). Yet in 1998–1999 25% of first-year house officers in U.S. postgraduate medical training programs were IMGs, whose clinical experience in medical school is considered more variable than that offered in U.S. and Canadian schools. A substantial number of IMGs are actually American and Canadian citizens acquiring their undergraduate medical training outside North America, particularly at the "offshore" schools, which have proliferated in the Caribbean. The quality of training in clinical skills in these new schools, which are not accredited by the Liaison Council on Medical Education, is largely unknown. In July 1998 the Educational Commission for Foreign Medical Graduates (ECFMG) implemented its Clinical Skills Assessment (CSA®), a new requirement for ECFMG certification. Experience with a more recently created "physical examination case" within the CSA has allowed us to measure skills in a selection of basic physical examination techniques among IMGs completing this high-stakes performance assessment, including non-U.S. citizens and U.S. citizens. Both groups were deficient in important skills.

Methods

Test Case and Design. The CSA is a ten-station performance assessment using standardized patients (SPs). It is designed to measure capabilities in history taking, certain aspects of physical examination, oral and written communications, interpersonal behaviors, and the English language. The typical case requires the examinee to assess a new patient problem by taking a focused history and performing what the examinee considers a relevant physical examination. The examinee completes a "patient note" and suggests a differential diagnosis and a diagnostic plan. The SPs use checklists to document which expected elements of history taking and physical diagnosis the candidate did, but the format cannot always distinguish whether an examinee omitted a physical examination element or attempted it but made an error. For this reason, the physician staff of the CSA, with the endorsement of its Test Development Committee, created a "physical examination case." The case scenario presents a young man who needs a pre-employment physical examination; the "patient" hands to the examinee a simulated examination form that explicitly indicates the physical examination components to be done (listed in Table 1). These elements were chosen not to replicate an entirely realistic pre-employment examination, but rather to include tasks relating to a variety of organ systems and to include some for which correct technique would likely be especially necessary for detecting abnormalities in actual practice.

Each task, such as "auscultation of lungs," "ophthalmoscopic examination," "deep tendon reflexes," was broken down into one to four components or scoring criteria, each scored by the SP as "done" or "not done" by the examinee. For example, for ophthalmoscopic examination, a candidate can separately obtain a point for correctly instructing the patient, for using his or her right eye for patient's right eye and left for left, and for bringing the instrument sufficiently close to the patient's eye. Such criteria were largely based on techniques outlined in a standard textbook on physical examination that is used extensively both in the United States and in other countries. Criterions for auscultation of the heart were minimal because we could not fairly expect special positioning and maneuvers in the setting of a screening examination for a young adult without complaints. More criteria might have been entered for some tasks, but since the CSA intends to assess basic clinical skills, we aimed at the most essential techniques. Also, we did not want to impair SP recall with too long a checklist.

Table 1. Performances of Non-U.S.-Citizen and U.S.-Citizen International Medical Graduates (IMGs) of Selected Physical Examination Techniques Tested in One Case within the Clinical Skills Assessment (CSA®) of the Educational Commission for Foreign Medical Graduates. October 1999–January 2000

<table>
<thead>
<tr>
<th>Physical Examination Task</th>
<th>No. of</th>
<th>Mean Score (95% Confidence Limits)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scoring Criteria *</td>
<td>Non-U.S. IMGs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(n = 318)*</td>
</tr>
<tr>
<td>Measure blood pressure</td>
<td>3</td>
<td>87 (83–92)</td>
</tr>
<tr>
<td>Assess extracranial movements</td>
<td>1</td>
<td>83 (78–89)</td>
</tr>
<tr>
<td>Ophthalmoscopic examination</td>
<td>3</td>
<td>70 (65–74)</td>
</tr>
<tr>
<td>Percussion of lungs</td>
<td>2</td>
<td>76 (71–81)</td>
</tr>
<tr>
<td>Auscultation of lungs</td>
<td>3</td>
<td>91 (89–94)</td>
</tr>
<tr>
<td>Auscultation of heart</td>
<td>1</td>
<td>99 (97–100)</td>
</tr>
<tr>
<td>Radial and dorsalis pedis pulses</td>
<td>2</td>
<td>80 (76–85)</td>
</tr>
<tr>
<td>Deep tendon reflexes</td>
<td>4</td>
<td>80 (76–84)</td>
</tr>
<tr>
<td>Whole case</td>
<td>19</td>
<td>79 (77–81)</td>
</tr>
</tbody>
</table>

* "Scoring criteria" are components of the physical examination task, when scores were averages over the groups of the proportions of criteria correctly met by examinees.
† Difference in means between non-U.S. and U.S. IMGs is significant, p < 0.01.
The case was carried out by one SP following intensive training. One author (SJP) validated the SPs accuracy using simultaneous checklist scoring during "pilot" runs of the case. The SP was already considered by staff a rapid learner and accurate in his work, and showed good scoring concurrence during quality-assurance observations in this and another case (less than 10% discrepancy). He has no physical abnormalities.

The case is not used in every administration of the test. It is one of a group of "miscellaneous" cases chosen by a computerized selection program designed to achieve balanced forms while accommodating the availability of SPs. From the perspective of any one candidate, the appearance of this case on her or his ten-case form was effectively random: the candidates were in no way prospectively selected. We report on the first 318 candidates who encountered this case on their form—247 non-U.S. citizens and 71 U.S. citizens from October 1999 through January 2000. The ratio of U.S. to non-U.S. citizens (.29) in this group turned out to be somewhat lower than the ratio (44) for all 8,313 candidates tested by the CSA as of the date of analysis. The overall test scores in data gathering (history taking and physical examination) across all ten cases in their forms for the 318 examinees in this study were similar to those for all candidates (F(9,922) = 1.732, p = .08), suggesting that our cohort was representative.

Analysis. For a task, such as "deep tendon reflexes," comprising four scoring criteria, an examinee could obtain 0, 1, 2, 3, or 4 points, expressed for each task as a percent-correct score of 0%, 25%, 50%, 75%, or 100%, with a similar transformation used for tasks comprising fewer subtasks. We calculated the mean of these percent-correct scores for each task (e.g., deep tendon reflexes), and for the whole case (percentage of all 19 criteria done correctly), over all examinees in the cohort, and did the same for the subgroups of U.S. IMGs and non-U.S. IMGs. Confidence intervals were also calculated. To compare the performances of non-U.S. IMGs and U.S. IMGs, we conducted a repeated-measures analysis of variance. The eight physical examination tasks were the within-subject factors, and citizenship at start of medical school was the between-subjects factor. Post-hoc analyses were conducted to determine whether differences in task scores between groups were significant.

To better understand qualitatively the nature of frequently scored errors and omissions, the author (SJP) most responsible for designing the case and training the SP interviewed the SP and observed 40 randomly selected tapes of actual encounters. The SP was asked, when appropriate, to recall the most common errors causing him to withhold a mark for a given scoring criterion (e.g., "palpating too high on the foot" for dorsalis pedis pulse).

Results

Table 1 shows the mean percentage scores for each task and for the whole case for all examinees in the cohort and for the U.S. and non-U.S. subgroups. The task main effect was significant (F = 22.631, p < .01), indicating that the tasks, averaged over the two groups, were not of equal difficulty. The weakest performance was in ophthalmoscopy, the strongest in cardiac examination (for which, as mentioned, the criteria were minimal). There was a significant group (between-subjects) effect (F = 14.325, p < .01), indicating that, averaged over the eight tasks (or the whole case), there was a statistically significant difference in scores between the two groups. The U.S. IMGs obtained significantly higher case scores than did the non-U.S. IMGs.

The group-by-task interaction was also significant (F = 4.126, p < .01), indicating that differences in performances between groups varied over the eight tasks. That is, the U.S. IMGs performed significantly better than did the non-U.S. IMGs for extracocular movements, ophthalmoscopic examination, locating radial and dorsalis pedis pulses, and deep tendon reflexes.

Analysis of the scores for each scoring criterion within the eight physical examination tasks (not presented here), a "debriefing" interview with the SP, and review of a sample of videotapes of encounters revealed the following common technical deficiencies: clumsiness in properly placing and wrapping the blood pressure cuff; insufficient extent of induction of motion in testing eye movements; failure to use "right eye for right eye and left eye for left eye" and not bringing the instrument in closely enough for ophthalmoscopic examination; not comparing right with left at a given location on the thorax for pulmonary percussion; unfamiliarity with the location of the dorsalis pedis pulse; lack of briskness in applying the reflex hammer and applications at incorrect locations.

Discussion

Our study looked only at proficiencies in some fundamental techniques of physical examination, not the ability to recognize and interpret abnormalities. Thus, performance levels below 90% of criteria met can be considered a cause for some alarm when observed in medical school graduates, or final-year students, intending to enter a postgraduate training program. While few prescribed and traditional techniques in physical diagnosis have been rigorously tested to determine whether they improve accuracy in detecting or excluding abnormalities, we used as criteria well-established methods advocated in the most widely used textbook of physical diagnosis. Furthermore, it is difficult to deny that little will be seen in the funds by an examiner holding the instrument 10 inches from the eye, or that a meaningful interpretation of the deep tendon reflexes is unlikely to follow misapplication of the hammer. It is not too much to expect that every new house officer on the first day of residency would be able to effortlessly and rapidly apply and use the sphygmomanometer in an urgent situation, yet our cohort of IMGs showed only an 87% level of proficiency in this skill. Of interest, McKay et al. tested Canadian medical graduates and found deficiencies in the technique of blood pressure measurement, though they used a more stringent set of criteria than ours.

The ophthalmoscopic examination warrants comment. Non-U.S. IMGs showed only a 60% and U.S. IMGs an 80% level of proficiency, a significant difference but low score for both. Recent literature and the observations of one of us (SJP) at the medical school where he teaches suggest a declining use of the ophthalmoscope among learners and teachers in American academic medicine. Our results in this study hint that the situation is similar elsewhere. McCaught and Pearson, in the United Kingdom, found that ownership of an ophthalmoscope declined sharply after an "equipment grant" was discontinued. While any conception of the core skills in physical diagnosis must evolve to match changing patterns of practice, arguably all general physicians and some nonophthalmologic specialists should be able to recognize at least papilledema, the advanced optic cupping of glaucoma, and perhaps some of the findings associated with common diseases such as diabetes and hypertension. Faulty basic technique, as evidenced by the IMGs we tested, will both frustrate those trying to master this difficult element of physical diagnosis and impede accuracy.

Why might non-U.S. IMGs have performed less well in some tasks than U.S. IMGs? The ECfMG elected to create and implement the CSA based in part on the belief that clinical instruction among international medical schools is less standardized and more variable in extent than that offered by U.S. and Canadian schools accredited by the Liaison Committee for Medical Education. A majority of U.S. IMGs taking the CSA have attended one of the "offshore" medical schools. Students in these schools do much of their third- and fourth-year clinical rotations in U.S. hospitals and practices, and so may encounter the sorts of physical diagnosis expectations tested for in the CSA. Candidates have the opportunity to try out the physical examination equipment available in our examination rooms before the examination begins. Staff have on
several occasions heard non-U.S. IMGs report that they had never used an ophthalmoscope or (more rarely) had seldom performed a blood pressure measurement. We are not aware, however, of any comparison of preliminary clinical skills instruction among U.S./Canadian, "offshore," and other international medical schools.

We do not believe that the SP performing this case showed bias in favor of U.S. IMGs over non-U.S. candidates. Obviously our training program for SPs includes discussion of bias and the imperative to avoid it. Also, by chance, the SP chosen for this case is himself a native of another country and speaks with an accent. Furthermore, our observations of a sample of encounters seemed to confirm the differences detected.

Our study has limitations. It provides no comparison of skills of IMGs with those of graduates of U.S. and Canadian schools, and we by no means intend to imply that the latter would not show some deficiencies—indeed, literature cited earlier suggests that they would. We were not able to assess all commonly used physical examination tasks, and such skills as rectal, pelvic, and breast examination are not incorporated into the CSA. As noted, our physical examination case yields little information on ability to carry out a thorough cardiac examination appropriate to a symptomatic patient. Observations of videotapes revealed that occasional candidates did not attend to the explicit instructions for the case and failed to attempt one or more tasks, though we do not think the resulting invalid scores would influence the overall results and conclusions.

This study has several implications. First, residency program directors should be aware that some medical graduates entering their programs might not bring with them a full repertoire of fundamental skills in physical examination technique; of course, our results apply only to graduates of medical schools outside the United States and Canada. It therefore may be desirable to assess selected clinical skills early in the first year and provide focused remediation for detected errors. Second, those responsible for clinical skills instruction at the medical school level may need to also sharpen their focus on ensuring the acquisition of fundamental physical diagnosis methods before students graduate. Finally, the authors' experience with this station supports the now widely accepted view that well-trained standardized patients can be used to assess ability in at least rudimentary techniques of physical examination.

Correspondence and requests for reprints: Steven Peitzman, MD, ECfMG, 3624 Market Street, Philadelphia, PA 19104; e-mail (speitzman@ecfmg.org).
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Comparison of Three Parallel, Basic Science Pathways in the Same Medical College

DAVID P. WAY, ANDY HUDSON, and BRUCE BIAGI

Since 1970, the Ohio State University College of Medicine and Public Health has offered medical students a choice between two basic science pathways, lecture discussion (LD) and independent study (IS). Since 1991 the college has offered entering students a choice among three pathways, LD, IS and problem-based learning (PBL). Most of the literature on implementing alternative basic science curricula has focused on the comparison of USMLE Step 1 test scores between different curricular methods. The purpose of this study was to investigate outcome measures (other than USMLE test scores) such as student activities and achievement in clinical education, and affective measures of student and faculty satisfaction. Additionally, we sought to assess the effect of pathway choice on admission, and to determine the factors that influence the decision of student pathway choice.

Ours is the only medical school in the country where entering students have a choice of three preclinical pathways, making it possible to compare the effects of different curricula. Learning objectives, content material, and structure (organ-based organization) are very similar across all three pathways. The three also share faculty, staff, and administrative oversight. What differs across pathways are the teaching and learning methods.

In 1997–98 the college formed a task force to study the benefits and overall desirability of maintaining the three preclinical pathways. Specifically, the task force was charged to look at all three pathways in terms of their educational importance, student and faculty preferences, and participant satisfaction.

Until recently, the traditional LD was the most commonly chosen pathway among the 210 matriculating students each year. The primary mode of teaching in this pathway is large-group lecture supplemented with small-group discussions and labs. The IS pathway, established in 1970 as the first alternative to the LD, offers students the flexibility to learn on their own through the use of highly structured reading materials, computer-based materials, and diagnostic practice examinations. The PBL pathway, established in 1991, emphasizes student-centered, self-directed learning. Unlike IS students, PBL students are introduced to basic science concepts through the analysis and discussion of clinical cases during small-group meetings. Students then work independently on learning issues that are defined by the group before coming back together to discuss their studies.

Literature Review

Like any educational innovation, both IS and PBL programs have had to prove their effectiveness as alternatives to the traditional lecture-based teaching. Lecture-based teaching has existed primarily for its efficiency, not necessarily for its effectiveness.

As medical schools struggled to develop alternatives to lectures, investigations comparing alternatives to traditional lecture curricula such as IS and PBL were reported in the literature. Such investigations have generally found little or no difference in examination scores or clinical performances 

The literature on IS in the health professions reveals the following:

1. There is little or no significant difference in learner performances as measured by examinations and patient care compared with traditional lecture-based curricula.
2. IS offers both faculty and students more flexibility and portability in learning when compared with lecture-based learning.
4. Students who participate in IS tend to pursue more research and full-time faculty positions than those in lecture programs.
5. After start-up costs are accounted for, IS costs the same as or less than traditional lecture-based courses.

The literature on PBL in the health professions reveals the following:

1. There is little or no significant difference in learner performances as measured by examinations or patient care compared with traditional lecture-based curricula.
2. Differences that have been reported generally indicate the same or less factual knowledge but better clinical performance and patient management for PBL students.
3. Both faculty and students find PBL more enjoyable and prefer PBL to "traditional" lecture courses.
4. PBL students tend to use "backward" reasoning (working from clinical information back to theory) when solving clinical problems, whereas traditional students reason "forward" (from theory to clinical practice).
5. PBL students have a greater tendency to use evidence-based medicine practices (more journals and literature searches) than "traditional" students.

Method

This article reports part of a larger, more comprehensive institutional research project conducted by a task force of clinical and basic science faculty supported by consultants from the College of Medicine’s Office of Academic Services (OAS) for Medical Education. Both qualitative and quantitative data were gathered for this report using a variety of methods: document analysis, survey methods, and interviews with key educational staff members.

Annual reports dating back to 1991 from each of the three pathways were reviewed and summarized by task force members. Surveys for both students and faculty were developed, pilot tested, and summarized by task force members with help from OAS consultants. Surveys were administered in spring quarter of 1997 to all students. First- and second-year students were surveyed in their respective class locations, as a group; third- and fourth-year students received paper copies in their college mailboxes. Return rates were much lower for clinical-year students due to clinical assignments and time of the survey. Faculty surveys were distributed through internal mail services to faculty with 50–100% academic appointment. Likert-type survey items were analyzed using descriptive statistics: frequencies, percentages, cross-tabulations, means, and standard deviations. For reporting purposes “very satisfied” and “satisfied” were combined into “satisfied,” and “very unsatisfied” and “unsatisfied”
were combined into "unsatisfied." Documents, interview notes, and other qualitative data were analyzed using domain analysis of key words and phrases. 49

Results

Academic Outcomes. No difference across pathways was observed for graduation rates or grades on clinical rotations, but more IS students were in Alpha Omega Alpha (24% IS, 17% LD, 14% PBL) and higher percentages of both IS and PBL students received more departmental awards than did LD students.

Student Survey. The student survey was designed to learn how students choose their pathways and assess their satisfaction with their choices. The students were also asked to comment on their impressions of all three pathways.

Of the 859 student surveys distributed, 467 usable responses were returned (55%). The return rate was biased toward the basic science classes (year one = 92%, year two = 76%, year three = 43%, and year four = 11%). Return rates by basic science pathway for each class surveyed resembled the proportion of students enrolled across pathways (LD = 69%, PBL = 17%, and IS = 12%). Because so few fourth-year students returned the survey, their data were not used.

Having a choice of pathways was a significant factor in the students' decisions to come to the college: 56% of the respondents agreed that choice of basic science pathway influenced their decisions to attend the school.

Based on the students' responses, the factors that contributed to a student's choice of pathway were learning style, experience with nontraditional learning methods, personal and family needs, and needs for socialization. Sixty-two percent indicated that the LD pathway was their first choice. Many students started a preference for it because it is a method with which they were familiar. Some felt that because of perceived weaknesses in their basic science backgrounds they needed the structure provided by LD. Social factors that contributed to pathway choice were distance from campus, need for contact with students and teachers, and need to make friends and network.

The PBL is the only pathway that caps enrollment at 35. Twenty-eight percent of the survey respondents (131 students) identified the PBL as their first choice of pathway; of these, nearly 49% (52 students) matriculated into other pathways. Students stating preferences for the PBL said that they either had had experience with group work in the past or believed that through PBL they could learn clinical reasoning skills early.

Nineteen percent of the respondents identified IS as their first choice. However, 12% reported participating in the IS pathway. Some students from the PBL wait list had chosen the IS pathway once it was determined that they would not be admitted into the PBL pathway. The students who chose IS as their first choice cited the flexibility of the pathway as their primary reason. This pathway tends to attract more nontraditional students such as older students with families, married students, or students interested in the MD-PhD program. Many stated that they would not have been able to complete medical school without the flexibility offered by the pathway. Others appreciated the opportunity to manage their own time by either accelerating or decelerating their pace through the basic sciences.

Overall, student satisfaction with their basic science pathways was high: almost 82% were satisfied with their pathways; only 9% reported being unsatisfied. Across the three pathways, PBL students reported being the most satisfied (91%), and 93% of the PBL students would choose it again. The IS students were almost as satisfied with their pathway, with 86% reporting satisfaction, although only 76% said that they would choose it again. The LD students were the least satisfied, with 79% stating that they were satisfied and only 61% said that they would choose that pathway again. No difference across cohorts was observed. The proportion of students expressing a preference for a given pathway was the same for each class: 42% said that they would pick LD, 41% said they would pick PBL, and 17% said they would pick IS.

Overall, 52% of the students felt they had missed something offered by the other pathways (54% of LD, 41% of PBL, 51% of IS students). Many LD students felt that they missed the clinical experience, case studies, and active learning that was offered by the PBL. On their own initiative, non-PBL students have started a case-study interest group in an effort to make up for this perceived need. Alternative-pathway students felt that they missed out on well-presented and organized material from content experts, comprehensive coverage, pressure to perform, and proper pronunciation of medical terms.

The overwhelming response by students was that choice was very important and that students have different learning styles. They felt that choice attracts a higher caliber of students and shows that the school is a progressive medical school. Over 90% of the respondents agreed that the school should continue to offer multiple basic science pathways.

Faculty Survey. All 968 faculty with 50% or greater appointments were surveyed; 133 (23.4%) responded. Of the 133 respondents, 23% were from basic science departments, 48% from clinical sciences, and 29% did not provide their departments.

Nineteen percent of the respondents reported no teaching experience in any pathway. Sixty percent taught in only one pathway (LD 50%, IS 1.5%, PBL 7.5%). Forty percent of the respondents reported experience in two pathways (LD/IS 6.5%, LD/PBL 7.5%, IS/PBL 2.3%). Seven percent participated in all three pathways.

The faculty respondents were generally satisfied with their student interactions in each pathway (54% of LD, 53% of IS, and 57% of PBL faculty). The basic science and clinical faculty disagreed on the appropriateness of the distribution of their teaching, research, and service time: 80% of the basic science faculty were satisfied with the time distribution, while only 47% of clinical faculty were satisfied.

When asked, "In your opinion is it important that the College of Medicine and Public Health continue to offer three preclinical pathways?" the faculty responses of those who expressed an opinion were split almost evenly (38% yes, 39% no, and 22% no opinion). For the faculty who identified their departments, approximately half replied in the affirmative (47% of basic science faculty, 50% of clinical faculty), and 19% had no opinion.

Discussion

Based on student and faculty opinions from surveys and comparisons of pathway outcomes for 1993 to 1997, the task force unanimously recommended that the college maintain three basic science pathways. The presence of three preclinical pathways provides the college tremendous flexibility to accommodate student learning styles and time requirements. Students highly value the commitment of the college to medical education by accommodating their different student learning styles. Providing three pathways is also an important factor in the recruitment and admission of high-quality students. Differences in outcome measures are small and may be attributed to higher pre-matriculation statistics for IS and PBL students.

The three basic science pathways are important in maintaining the positive image of medical education at the college. This is true both for current medical students and for those applying. Requests for the PBL pathway from entering students averaged 46% of the entering classes of 1994–1997, and IS enrollments have increased dramatically. Faculty are generally satisfied with student interactions in the LD and IS pathways, but are most satisfied with their interactions with the PBL students.
Three pathways provide for differences in learning styles, as well as offering time for independent learning, research, and outside interests. Time flexibility by pathway is greatest with IS, followed by PBL, and least with LD. Student satisfaction with their current pathways is very high: 91% of PBL, 86% of IS, and 79% of LD students were satisfied with their basic science pathways. In spite of the high satisfaction levels, however, approximately half of the students felt that they had missed something in their pathways that was available in another pathway. Student comments indicated that this lack was not one of content material but rather in the social and pedagogic opportunities with faculty and other students. Eighty-seven percent (87%) of the students agreed that the college should continue to offer three basic science pathways; only 9% disagreed.

Low faculty response rates, lack of teaching experience in the pathways, and "no opinion" responses make it difficult to interpret the faculty survey data. Therefore, the task force recommended educating faculty about the importance of the three pathways and their recruiting and retention benefits.

Conclusions

The Ohio State University College of Medicine and Public Health is well served by offering three parallel but alternative basic science curricula and will continue to do so. The large entering class size (210) and the three different pathways make the college fertile ground for comparison of alternative curricula. This study confirms previous conclusions in the literature about independent study and problem-based medical education in terms of outcomes, flexibility, choice, and student and faculty satisfaction and preferences. In addition, it established that multiple curricula are important factors in admissions, educational reputation, and accommodating various student learning styles.
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West Virginia is considered one of the most rural states in the nation, with over 60% of its population classified as rural. The state experiences relatively high unemployment, and it ranks among the lowest (49th) of all states in median household income. Fifty-eight percent of the students in West Virginia counties are eligible for free or reduced-price lunch. Furthermore, only 14.7% of adult residents 25 years and over have attained a bachelor's degree or higher, putting the state 50th in higher education.

The rural nature of the state coupled with economically depressed communities has limited the availability of secondary-level science courses required for health sciences majors in college. Additionally, most counties in West Virginia are considered medically underserved, and therefore it is important to increase the number of health care providers in rural areas of the state. However, if the state's under-represented students do not receive adequate preparation in pre-college math and science, the proportion who can attend college and succeed will continue to be limited, and the pool for the health professions will be too small.

To overcome some of these barriers, West Virginia University and 21 West Virginia counties have come together in the Health Sciences and Technology Academy (HSTA) in a community-campus partnership. Its website is (http://www.wv-hsta.org/). A pre-college enrichment program, HSTA helps students learn tools to enable them to progress through high school, college, and professional school. The HSTA program consists of an on-campus (WVU) Summer Institute at West Virginia University where students and science teachers are engaged in learning activities facilitated by science and education faculty. These science teachers also facilitate HSTA community-based science clubs during the school year. The HSTA model uses the inquiry-based theory that encompasses problem posing, problem solving, and persuasion. Research suggests that inquiry activities emphasizing problem solving enhance middle-level students' self-confidence in mastering science and their attitudes toward the discipline. Furthermore, inquiry-based learning is considered fundamental to students' understanding of science concepts and processes. The National Science Education Standards (NSES) call for greater emphasis on "inquiry into authentic questions generated from student experiences) which is the central strategy for teaching science. As a follow up to the NSES, a practical guide has been developed for educators who wish to emphasize inquiry-based instruction. A principal thrust within the community science clubs is inquiry-based learning of science through extended investigations and community service projects. The model also engages students in authentic learning processes (i.e., real-world problem-solving circumstances), which are both fun and challenging. Students' projects often target health-related topics and may potentially inform and benefit various communities through dissemination at local and state levels.

Methods

HSTA's effect on the academic success of its graduates and their decisions to pursue post-secondary studies and/or health sciences majors was assessed using quantitative and qualitative methods. HSTA participants are selected based on at least two of the following criteria: African American, financially disadvantaged, rural, and first generation aiming for higher education. Participants are admitted to HSTA during the ninth grade and participate in various activities until they graduate from high school, at which time they are considered HSTA graduates. There are 35 and 61 HSTA graduates for the 1998 and 1999 academic terms, respectively.

Telephonic interviews were conducted in the fall and spring of the 1999-2000 academic term. Graduates were asked a series of questions that employed a Likert-type scale regarding HSTA's impact on pursuit of post-secondary study (1 = no impact to 5 = very high impact), choosing a health sciences major (1 = no impact to 5 = very high impact), preparation for college (1 = not at all prepared to 3 = extremely prepared), and preparation for major (1 = not at all prepared to 3 = extremely prepared). The participants were also asked to briefly explain why they had rated the program's impact and preparation levels as such.

In the fall of 1999, HSTA's impact on graduates' college performances was assessed with an independent t-test comparing the mean (p) grade-point average (GPA) of 40 HSTA students (experimental) with that of 120 non-HSTA students at West Virginia University (WVU) in Morgantown, West Virginia. The 120 non-HSTA students were randomly selected from those enrolled at WVU with the same status (e.g., freshman), declared major, and residency. In order to achieve an effective sample size based on these characteristics (i.e., status, major, WV residency), three controls were matched to each experimental case.

Results and Discussion

Interviews. The return rates for questionnaires on pursuing post-secondary study and preparation level were 97% (93 students) and 80% (77) for the combined cohorts (1998 and 1999).

Post-secondary Study. The graduates' responses about HSTA's impact on their decisions to pursue post-secondary study indicate a strong impact, 3.88 and 3.96 (5 = very high) for the 1998 and 1999 graduates, respectively. The graduates provided a variety of reasons. One stated, "Before HSTA I didn't even know I could go to college because I'm from a poor family, and they gave me the chance to go to college." Another graduate affirmed that HSTA was the reason for her being in college. She posited that

First of all, I didn't think I would be able to go to college and I really didn't have anybody in my family that said okay here is where I'm going, you ought to check this stuff out. When I came up here, I fell in love with the [WVU] campus. And I got in and it's nice to have contacts. I knew a lot of the teachers and a lot of the faculty through HSTA and it really helped me out a lot.

A graduate who intended to pursue a nursing career reported that when I was in high school and worked with HSTA for the summer, we got to work with the cadavers. That's hands-on experience that I'd never have had. Essentially, HSTA provides students with tangible experiences that bring excitement to the learning process. Not only is the program a pipeline for participants who wish to pursue post-secondary study, it also provides financial support for students who would not have had the opportunity to attend college.

College Major. Approximately 66% (23) of the 1998 graduates and 80% (49) of the 1999 graduates chose health sciences majors.
Figure 1. The Health Sciences and Technology Academy (HSTA) graduates' GPAs, their retention rates at West Virginia University compared with a non-HSTA group at the university, and their choices of major in higher education, fall and spring 1999–2000.

Among these graduates, the impact of HSTA on this decision ranged from moderate to high, 3.60 (1998 cohort) and 3.74 (1999 cohort) (5 = very high). The graduates rated the program highly because of the hands-on learning experiences it had afforded them. For example, one graduate stated:

Whenever we ... would do hands on experiences, it just made me more interested, especially in Psychology because when we go to meet with the brains ... it just made me more interested. It made it not seem as hard or as bad as what people think it is.

Another graduate reported that, “HSTA allowed me to see a lot of different areas in the health field that I wouldn’t have seen otherwise. It kind of gave me a taste of everything and just sort of oriented me.” Overall, these experiences not only expose students to various occupations of which they would otherwise have no knowledge, but it provides the opportunity to explore horizons within the realm of health sciences.

College Preparation. The graduates responded positively regarding level of preparation for college and major as a result of their participation in HSTA. Of both cohorts, 98% (94) were pursuing post-secondary study. In response to questions about college preparation, the mean responses were 2.45 and 2.46 (3 = extremely prepared) for the 1998 and 1999 graduates, respectively.

The graduates rated the program's preparation for their majors as 1.95 (1998 cohort) and 2.77 (1999 cohort) (3 = extremely prepared). Thus, the overall perception is that HSTA prepared them at least moderately for their majors. The higher rating given by the 1999 graduates may be due to the higher percentage of them who intended to pursue health sciences majors.

College Performance. The HSTA graduates had a significantly higher undergraduate GPA (population mean μu) undergraduate GPA of 3.00) than the non-HSTA control group’s mean GPA of 2.51. An independent t-test comparing the mean GPA of HSTA graduates with that of non-HSTA students at West Virginia University proved that there is a statistically significant difference between the GPAs (α = .05, p = .0014, t = 3.2499). The result exemplifies HSTA's impact on those who matriculate to and graduate from the program. After the t-test was performed, a 99% confidence interval of the true μ of the non-HSTA population was determined. The true μ of the non-HSTA population is between 2.31 and 2.71. Thus, we are 99% confident that the true mean GPA of the non-HSTA student population lies in the interval [2.31, 2.71]. Therefore, the true μ GPA (3.20) of HSTA students who attend WVU is not only higher than that of the control group (2.51) but also higher than that of the total non-HSTA population.

Retention. All HSTA's graduates who enrolled at WVU during the fall of 1998 were retained, compared with a rate of 78% for non-HSTA first-time freshmen (see Figure 1). Furthermore, an overwhelming 74% of 1998 and 1999 HSTA graduates are pursuing health sciences majors, compared with 26% of the graduates who have chosen other fields of study (see Figure 1). The graduates majoring in health sciences are particularly drawn to fields such as biology/chemistry, nursing, psychology, and allied health (see Figure 2).

Conclusion and Implications

The Health Sciences and Technology Academy provides a pipeline for underrepresented youth to pursue their higher education goals. Through pre-college enrichment measures, HSTA gives students multifaceted opportunities for academic enrichment, which help them to realize that they can become accomplished individuals in their communities and in society at large. Pre-college programs such as HSTA can provide enriching experiences for underprivileged students who may not foresee the importance of completing high school and going to college.

Although HSTA has not provided its graduates with enrichment
experiences beyond high school, it can be assumed that the success of these students at WVU can be attributed, in part, to the precollege enrichment provided by HSTA. Many of the graduates at WVU and other higher education institutions express a deep sense of fulfillment as a result of their participation in HSTA. Furthermore, many have expressed that their desire to pursue health sciences as well as technologic careers are due, in part, to the HSTA program. Their performance relative to that of non-HSTA students with similar interests is extremely encouraging. We believe that the HSTA model provides an exciting opportunity to extend inquiry-based learning, via longitudinal science projects, beyond what otherwise would be possible in the science classroom. All evidence indicates that the long-term benefits of this pre-college enrichment program will be positive.

Correspondence: Sheron B. McKendall, PhD, Health Sciences and Technology Academy, PO Box 9026, Robert C. Byrd Health Science Center, Morgantown, WV 26506. Reprints are not available.
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In 1984 the AAMC report of the Panel on the General Professional Education of the Physician recommended that students preparing for medical school should strive for a curriculum that provides a broad study in both the sciences and the humanities and that required courses should be kept to a minimum. One way to encourage premedical students to follow a truly broad liberal arts education would be to accept students to medical school early in their college careers, thereby alleviating the pressure to focus excessively on the traditional science-based curriculum. Because there is no evidence to suggest that science majors are necessarily more qualified for medical school, we initiated an experimental program that encouraged humanities and social science majors to pursue their individual interests in college and to obtain a broad, maturing, liberal arts education. Such students might be expected to be less focused on the technology of medicine, bring different perspectives to the practice of medicine, and simultaneously diversify the student body.

In 1989 the Mount Sinai School of Medicine (MSSM) started the Humanities and Medicine (H&M) Program, an early-assurance-of-admission program designed for humanities and social science majors at a targeted group of five liberal arts colleges and universities (Amherst, Brandeis, Princeton, Wesleyan, and Williams). Students in this program are selected during the first semester of their sophomore year in college. Admission to the program is based on a written application with personal essays, verbal and math SAT scores, high school and college transcripts, letters of recommendation, and personal interviews. The students are required to major in the humanities or social sciences and are required to complete only one year of college biology and one year of college chemistry with a grade of B or better.

Admission to MSSM is contingent upon successful completion of undergraduate studies, provided the GPA does not drop below a minimum of 3.0. MCAT scores are not required. In addition, students are required to spend an eight-week summer term at Mount Sinai after their junior year, during which they are exposed to clinical activities and complete a much abbreviated course on the principles of organic chemistry and physics relevant to medicine. Housing and a stipend are provided. Students admitted to the H&M Program are under no obligation to attend Mount Sinai should their career choices change or another medical school appear more attractive. Also, the students have the option of deferring their admission to medical school for one year after obtaining the undergraduate degree.

This study reports the outcomes of ten years' experience with the H&M Program. Our experience shows that although students in this program have more academic difficulties in the preclinical years, they excel in the clinical/communitv setting and have greatly enriched the medical school environment. This program demonstrates that success in medical school does not depend on a traditional premed science curriculum.

Method

The achievements of all H&M students (n = 85) matriculating at MSSM between 1991 and 1997 have been compared with those of two matched cohorts of students who had been accepted through the standard admission process and had completed all standard premed science requirements. Students in each cohort were matched to the H&M students on the basis of year of matriculation, gender (within three years), category of educational institution (top 30 liberal arts colleges or universities, taken from the 1998 US News & World Report Survey), and, when possible, ethnicity, and were either humanities/social science majors or science majors. The groups of 85 students included students at different stages of their medical school careers and five classes of graduates (1993-1999).

For each group, academic performance in medical school in both basic science courses and clinical clerkships and performance on the USMLE Step 1 examination were analyzed. In addition to these quantitative indicators of performance, we performed an analysis of the students' overall medical school achievements and contributions to the medical school environment in terms of extracurricular activities, student leadership, and service, by evaluating their election to AOA and receipt of special awards. P values were determined using the chi-squared test.

Results

The undergraduate science/math background of students entering MSSM through the H&M program consists of one year each of biology and chemistry and a short summer course at MSSM, "Physics and Organic Chemistry Relevant to Medicine." This differs from the premed science/math requirements for all other students matriculating at MSSM, namely one year each of biology, chemistry, organic chemistry, physics, and math. The data in Table 1 show that a significantly higher proportion of H&M students had at least one course failure in the basic science years than did the students with traditional premed science backgrounds, who were either humanities majors or science majors. Over 75% of the course failures of H&M students occurred in the first semester of year one, where there were nine failures in biochemistry, six in embryology, six in cell biology, and five in gross anatomy (data not shown). Among the 20 H&M students who failed one or more courses, nine students failed multiple courses, with the range being up to four courses. In the second basic science year, the proportion of H&M students with at least one course failure decreased, with no single course having a disproportionate number of failures.

Compared with their classmates, the H&M students had a higher failure rate on the USMLE Step 1 examination (Table 1), although all these students eventually passed it (data not shown). In an attempt to determine whether failure on the Step 1 examination could be predicted from data available at the time of acceptance into the H&M program, we analyzed the correlation of these students' SAT scores with their performances on the Step 1 examination. Neither Verbal SAT (R² = 0.08) nor Math SAT (R² = 0.07) scores correlated with the Step 1 examination score. However, all students who failed the Step 1 examination had Verbal SAT scores ≤ 650.

In the clinical years of medical school, statistically significant differences in performance between the H&M students, when compared with the matched cohorts, were less evident. The failure rate of H&M students in clinical clerkships (Table 1), the percentage of clerkship honors, and election to AOA (Table 2) were not significantly different from those of either matched humanities majors or matched science majors. In fact, the H&M students with mul-
multiple clerkship honors were often the same students who had had academic difficulty in the basic science years or who had failed the Step 1 examination. Analysis of specific clerkships indicated that the H&M students excelled in the psychiatry and pediatrics clerkships (data not shown).

In the preclinical years, Book Awards are given to those students who have performed outstanding extracurricular activity within the community or who have contributed time and energy in service to the institution. Over half the Book Awards were awarded to H&M students (Table 2). H&M students are also disproportionately represented on various subcommittees of the Student Council and other institutional committees, as well as serving in large numbers as student group representatives to national organizations such as the American Medical Student Association, American Medical Women’s Association (AMWA), and Students for Equal Opportunity in Medicine (SEOM). Furthermore, a greater proportion of H&M students than students in the two matched cohorts received prizes and awards at graduation (Table 2).

Additional data, not shown, indicate that the H&M students completed medical school at the same rate and did not have a higher attrition rate than students entering medical school with more traditional premed backgrounds. Analysis of residency placements indicated that 77% of the H&M students placed in university hospital-based programs, as opposed to affiliate hospital-based programs, as did 74% of the science majors cohort and 69% of the humanities majors.

Discussion

The Humanities and Medicine (H&M) Program challenges the long-standing belief that there is a necessary relationship between undergraduate science preparation and the successful completion of medical school and physician excellence. Students in this program are encouraged to use their time in college to pursue in depth their individual interests in their particular majors, which must be in the humanities or social sciences. They often spend considerable time in study abroad, independent research projects in their major fields, or extracurricular activities on campus, such as creative or performing arts or journalism. These students thereby avoid premature specialization and can obtain a broad, maturing, liberal arts education.

The academic performance of H&M students at MSSM has been compared with the performances of two matched cohorts: matriculated students with the standard, required science course background who majored either in the humanities/social sciences or in science. Since the medical school basic science courses are all graded by a norm-referenced rather than criterion-referenced system, and all the other students had had at least two more years of science, including organic chemistry, it is not surprising that the H&M students had more academic difficulties in the preclinical years than did the traditional premed students. However, in the clinical years and in the community setting, the H&M students were similar to the traditional premed students in garnering clerkship honors, institutional awards and prizes, and election to AOA.

Table 2. Numbers of Honors and Awards Given to Humanities and Medicine Students and to Two Matched Cohorts, Mount Sinai School of Medicine, 1991–1999

<table>
<thead>
<tr>
<th>Clerkship honors/students</th>
<th>Humanities and Medicine Students</th>
<th>Matched Regular Premed Students, Humanities Majors</th>
<th>Matched Regular Premed Students, Science Majors</th>
<th>p†</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 honors grade</td>
<td>7</td>
<td>11</td>
<td>16</td>
<td>.12</td>
</tr>
<tr>
<td>1–5 honors grades</td>
<td>57</td>
<td>51</td>
<td>44</td>
<td>.06</td>
</tr>
<tr>
<td>6–10 honors grades</td>
<td>12</td>
<td>15</td>
<td>15</td>
<td>.77</td>
</tr>
<tr>
<td>Alpha Omega Alpha</td>
<td>14 (76)*</td>
<td>9 (77)</td>
<td>15 (77)</td>
<td>.08</td>
</tr>
<tr>
<td>Book awards</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First year</td>
<td>5 (85)</td>
<td>2 (85)</td>
<td>1 (85)</td>
<td>.21</td>
</tr>
<tr>
<td>Second year</td>
<td>9 (77)</td>
<td>2 (77)</td>
<td>4 (77)</td>
<td>.06</td>
</tr>
<tr>
<td>Graduation awards/prizes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>classes of 1995–1999</td>
<td>21 (61)</td>
<td>10 (61)</td>
<td>13 (61)</td>
<td>.03</td>
</tr>
</tbody>
</table>

* Number in parentheses is total number of students.
† p values were determined by chi-squared analysis of the data.
All the H&M students who failed clinical clerkships (n = 6) also had course failures in both of the basic science years, whereas none of the students in the cohort groups (n = 3) who failed clinical clerkships had course failures in both of the first two years of medical school. While the numbers are small, these data, together with other information about these students’ career goals and motivation, suggest that this subset of H&M students may represent students not wholly committed to the study of medicine. There was no evidence in the undergraduate records of these students that could have predicted this pattern of failure.

Although previous reports by others10 indicate that there is no significant correlation between medical school performance and undergraduate major, the students in those studies had completed the required science courses of a traditional premedical undergraduate education. Our report on the performance of the H&M students, who have majored in the humanities or social sciences and who have had minimal science education in college, indicates that, as might be expected, these students have significantly more academic difficulty in the basic science years in medical school than matched classmates who have completed the traditional premedical curriculum. Moreover, we found that all H&M students who failed the USMLE Step 1 exam had verbal SAT scores equal to or less than 650. Thus, in an effort to minimize the number of students whom we might predict would have difficulty in medical school, we have decided to pay particular attention to the verbal SAT score in our admission process, as well as to scrutinize applicants’ high school science and mathematics achievements with care.

The premise on which the H&M Program is based is that by eliminating the requirement for traditional premedical requirements in college, students have more time to devote to their humanities majors and other pursuits and thus have time to broaden their backgrounds, which would be beneficial to their careers as physicians. These students bring to the medical school certain qualities and outlooks that positively impact the entire medical school community. They have been among the founders of various musical ensembles, theater groups, and art exhibitions, as well as members of the executive board positions of MNSM chapters of AMWA and SEOM. The first woman president of the Student Council was an H&M student. There is no doubt that the MNSM community has been enriched by the diversity of interests brought to the campus by the H&M students.

The studies reported here should lead us to reconsider the need for the traditional science courses as a prerequisite for success in medical school. Numerous published reports1-7 have questioned the emphasis on science knowledge in the selection of medical students and have suggested that studies in the humanities may enhance effective patient interaction and communication. By selecting highly qualified, intelligent students early in their college career and allowing them to develop their curiosity in their chosen fields of interest, as well as involving themselves in community and extracurricular affairs, we have shown that such students successfully complete medical school and excel in clinical activities. We intend to track these students as they complete their residencies and establish their careers to be able to more fully evaluate their contributions.

Correspondence and requests for reprints: Mary B. Blumkin, PhD, Mount Sinai School of Medicine, Box 1475, New York, NY 10029.
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Physicians' clinical reasoning has been an active area of research for about 30 years. The goal of the inquiry has been to reveal the processes whereby doctors arrive at diagnoses and management plans (although as Elstein correctly points out in his discussion of this paper, the focus has been more on the former than on the latter) so that we could use this information to devise specific instructional strategies or support systems to make the acquisition and application of these skills more efficient and effective. Initially, these "clinical reasoning skills" were conceived as general, and content-independent, so that they could be observed in all clinicians working through any problems. That is, they were thought of as a general mental faculty, presumably rooted in the architecture of the mind, which would be brought to bear on solving clinical problems.

However, the research findings did not support this viewpoint. Elstein and Shulman showed that whatever clinical reasoning was, it was definitely not skill-like, in that there was consistently poor generalization from one problem to another, a finding that ultimately sounded the death knell for evaluation methods such as patient management problems. The past 30 years have seen an accumulation of evidence, in medicine and many other disciplines, about the nature of the process, and shown the importance and centrality of knowledge. The central issue of this revised research program is achieving an understanding of how knowledge is initially learned, how it is organized in memory, and how it is accessed later to solve problems.

A second research program in medical decision making also emerged from research of the early 1970s. As Elstein discusses in the companion paper, this program "views diagnosis making as opinion revision with imperfect information." From the decision-analytic perspective, the best decisions arise from the application of a statistical decision rule to data; any other method is suboptimal. Thus, the research agenda is directed to identifying areas such as medicine where humans function in a suboptimal way, and attempting to understand the strategies, the heuristics and biases, they apply to arrive at these suboptimal decisions.

Elstein states that "it seems to me that decision theory is at least as promising as the study of categorization processes." He may well be correct. But the two schools highlight a fundamental epistemologic dilemma that the remainder of this paper addresses: Will we understand more about the nature of clinical diagnosis by focusing on the diagnostician and striving to understand the mental processes underlying diagnosis, or by focusing on the clinical environment and attempting to understand the statistical associations among features and diseases? To what extent is the world of clinical reasoning "out there" and comprehensible by understanding the relation between symptoms and diseases, and to what extent is it "inside" and understandable only by examining mental processes in detail?

Further dilemmas face us as we examine the research in clinical reasoning. "Organization of knowledge" is viewed as a critical determinant of expertise in medicine. But it is not really clear what is meant by organization of knowledge. Is knowledge organized hierarchically with general concepts at the top, more specific scripts in the middle, and specific instances at the bottom? Is it organized in networks with nodes and connections, as a symptom-by-disease matrix, as propositions with causal links, as collections of semantic axes, or as individual examples with no overarching concepts, as some of my earlier research claimed?

A perusal of these various studies leaves the reader with only one overall impression—that the human mind is incredibly flexible and can organize and reorganize information at will and seemingly effortlessly to give the researcher exactly what he or she wants to hear. It is no coincidence that propositional networks are disturbingly idiosyncratic and not apparently reproducible. My view is that all of these concept architectures are produced on the fly at retrieval, in order to satisfy the expectations of the researcher, and none can claim special status as the way knowledge is organized. Do you want the clinician to tell you the probability that myocardial infarction (MI) will present with referred pain to the back? Can do. The nature of the neural pathways linking the heart and the upper arm? Sure. The hair color of the last patient they saw with an MI? Red. Given this incredible diversity of knowledge from specific to general, it seems likely that any attempt to uncover a representation of knowledge consistent with a particular perspective from fairly directive probes will be successful; however, the ultimate form of this knowledge (if that is even an issue worth addressing) will remain elusive.

Still, if the clinician's mind is really that malleable, then this poses a serious challenge to the research tradition. Are there really any more "basic" or "primitive" forms of knowledge? How can we understand the nature of clinical reasoning if it appears to be this flexible? These were the questions that presented themselves as I reviewed the studies of clinical reasoning. As I thought about these issues, I began to explore other perspectives on the nature of knowledge and knowing from philosophy, psychology, and neuroscience, and started to identify common threads that, I think, can shed some light on these questions. As I did so, I found myself moving back and forth among these three kinds of knowing, more or less from specific to general:

1. How does the clinician come to know about diseases? How might diseases be represented in his or her mind?
2. How do we as researchers come to understand domains of science, whether these are the diseases of clinical research or the workings of the clinician's mind?
3. What do we mean by knowing? What do we mean when we say we understand something?

In the remainder of this article I roam freely among these levels, since many of the writings I uncovered inform all levels. But I must begin with a disclaimer. My journeys in this field are as an amateur, and are recent. I have been heavily influenced in my interpretations by two books. The first is Lessons from an Optical Illusion, by Hundert, who took the brave step of trying to find links among philosophy, psychology, and neuroscience. His goal was to place ethics in a context of these disciplines; mine is to turn these general truths to an understanding of clinical reasoning. A second major influence on my thinking is a book called What is this Thing Called Science?
by Chalmers"—a wonderful and readable review of classical philosophy and philosophy of science. I highly recommend both.

The starting point of my discourse is a critical examination of the concept of disease. My intention is to use the exploration of disease as a case study of how we come to know about things.

What Is a Disease?

Through advances in biology, physiology, and molecular biology, we have come to a deep understanding of the mechanisms of many diseases. It seems almost nonsensical to now turn the clock back and ask what a disease is. But this small departure may serve us in good stead in understanding better what a concept is and how people identify concepts.

Let’s take two examples:

- **Is syphilis a disease?** Absolutely. It fits the medical model to perfection. A bacterium invades the host, simulating a diversity of processes that ultimately are manifested in clinical signs. Osler said “understand syphilis and you understand all of medicine.” But then there is a small historical glitch. Syphilis has been with mankind for millennia and the signs and symptoms were well established long before the bacterium was isolated.

- **Is heart disease a disease?** Yes. Put a label such as anterior myocardial infarction on it, and it looks even more like a disease. But likely we are all harboring the precursors of ischemic disease as cholesterol plaques slowly accrue in our arteries. So in a manner of speaking, the prevalence of heart disease approaches 100%. Can we then still speak of it as a disease? And by the way, although there are many risk factors for heart disease, there is no clear cause. The same is true for cancer. We can easily identify cancerous cells on pathology slides, and we can correlate the clinical course with the accumulation of malignant lesions, but we all have microscopic tumors in our thyroids, and a third of men who die of unrelated causes are found to have prostate cancer.

All of these things seen disease-like because we can "explain" them at some lower level—plaques, bacteria, malignant cells. But there are many other diseases listed in textbooks that have no clear causes, no microscopic correlates, no known mechanisms. And it is well to bear in mind that although anthropologists and historians have identified evidence of (for example) tuberculosis dating back several thousands of years, and although some modern medicine clearly describe the symptoms and clinical course of tuberculosis, the cause, the tubercle bacillus, was identified, by Koch, only as recently as 1884, and effective therapy has been available only since the 1940s. So the existence of a causal mechanism is hardly sufficient to claim that something is a disease. More generally, it is likely that exceptions to any definition of disease will be common.

Campbell et al., in a classic article, "The Concept of Disease," reported presenting clinicians and lay people with a series of medical conditions and asking them whether or not they were diseases. Perhaps not surprisingly, doctors were more prone than lay people to call things such as lead poisoning and tennis elbow diseases. But there was otherwise quite good concordance. Infectious diseases—malaria, tuberculosis, syphilis, polo—topped the list. Other common or serious medical problems—lung cancer, diabetes, multiple sclerosis, chickenpox—came next. At the bottom were things such as hangover, senility, heart stroke, tennis elbow, and drowning, which had English, not Latin, labels. These authors concluded that the features that best predicted the labeling of a condition as a disease were that the condition (1) was associated with an abnormality of structure or function (i.e., it had a "cause") and (2) was likely to be treated by a doctor. The latter was the stronger determinant, but regretfully, this seems tautological. Since doctors are in the business of dealing with disease, describing a disease as something that doctors deal with does not, in my view, advance our understanding much.

Let us consider the first predictor for a moment. Arguably one simplistic but functional view is that if a condition simply represents a cluster of signs and symptoms (for example, carpal tunnel syndrome, low back pain) it is less disease-like. Presumably this reflects a concern that a condition’s features and aetiology are so distant that the features may be an illusory correlation (which humans are particularly good at making) and not "real." There is good reason for such a degree of skepticism. Historically, many syndromes that existed 100 years ago, such as self-pollution, have now disappeared, and there is every indication that many contemporary syndromes, such as chronic fatigue, sick-building syndrome, Gulf War syndrome, and the myriad health problems believed to be caused by breast implants may go the same way. Conversely, the ability to explain disease through some underlying mechanism lends authenticity to it. Angina becomes much more believable if we can find narrowing of the lumen of the coronary artery on angiography, even though the association with the clinical manifestations is weak.

The Role of Basic Science

If we view the identification of the features of a disease as analogous to the findings of an experiment (in this case, an experiment conducted by a malicious deity) then one basis for distinguishing a disease from a non-disease is the extent to which the features can be explained by a scientific theory. Thus the infectious diseases are explained by a noncontroversial, and historically verified, theory of host and parasite. Chronic diseases such as atherosclerosis are a bit less disease-like since the theory underlying them is less secure. And as we move to syndromes such as chronic fatigue syndrome, we are less inclined to view them as diseases because no satisfactory scientific mechanism has yet been found to explain their features.

Turning to clinical reasoning, investigators such as Schmidt and Patel, in studying the role of basic science in clinical reasoning, have found repeatedly that clinicians rarely invoke mechanistic explanations. But as Schmidt has shown, the fact that they need not invoke mechanisms does not mean that they do not know them—the knowledge is available but is only rarely used. As he describes it, the knowledge is "encapsulated." While basic science may play only a minimal role in day-to-day practice, it is arguably the only, or at least the major, route to understanding in this domain. Of course, basic science need not be restricted to biology: In the same way, the basic science of epidemiology was fundamental to understanding the transmission of AIDS, just as Snow in the 1880s understood the mechanism of cholera transmission (the London water supply) long before the bacillus was isolated.

I believe we can now posit an explanation for the paradoxical findings of Schmidt and Patel. In the normal course of events, clinicians making diagnoses deal at the syndrome level, where the nature of the causal mechanism is irrelevant. The history and physical exam are directed at revealing the syndrome-like manifestations, which then point to tests directed at the underlying processes, and therapy. The textbooks of clinical diagnosis for "old" diseases probably have not changed much since Osler’s time. The signs and symptoms are pretty well what they have always been, although of course some historic scourges—smallpox, diphtheria, cholera—are now nearly unheard of in the West, and others such as AIDS, have taken their place. But despite the changes in our understanding of disease, the clinician attempting to make a diagnosis is dealing almost exclusively at the syndrome level. Occasionally, some understanding of underlying processes may help to sort out some conundrum, but one suspects that clinicians appear rarely to use basic science simply because their investigations of history and physical are directed to labeling the syndrome. Clinical reasoning reverts to a historically earlier form of the disease, following the biologic dictum that ontogeny follows phylogeny—the fetus passes through all stages of evolution before birth.
Campbell elaborated the notion of disease in philosophical terms, describing two basic positions: the "nominator" perspective and the "essentialist" perspective. In the nominalist view, a disease is simply a collection of abnormalities that appear to arise together. Thus, the historical diseases of dropsy, consumption, and plague were recognized long before any causal agent was detected, although etiologies (such as "bad humors") were advanced. Conversely, the essentialist perspective assumes that the signs and symptoms arise from pathologic processes that can be identified and hopefully treated. While it is tempting to place these two views in a historical order, the contemporary examples we have discussed indicate that the two perspectives represent extremes on a continuum, which, as we shall see, has parallels in both philosophy and psychology.

What is a Concept? Lessons from Philosophy

We can make some general observations about the concept of disease. First, a disease, like any concept, does not exist entirely "out there" but rather, to some degree, is a mental construct. Second, the category or concept called "disease" is not an all-or-none proposition: rather, particular examples have different degrees of disease-ness. Finally, it is awkwardly difficult to devise an explicit rule to aid in distinguishing between diseases and non-diseases. A rule such as "diseases are what doctors do with" works quite well but is singularly uninformative. And we sense, without proof, that any rule we may devise is not going to be coldly analytic, but must have sub-rules such as "the more Leitenske it is, the more disease-like it is." So ironically, while it is relatively easy to devise rules to determine whether someone has a particular disease (although I will go on to show that the rules are not the whole story), it is a lot harder to devise rules for the overarching category called "disease."

These issues are not at all specific to disease, but rather are part of a large body of knowledge extending in space across at least three disciplines—philosophy, psychology, and neuroscience—and in time as far back as Plato. To explore this further, I now venture (with considerable trepidation) into a more general inquiry into the nature of concepts. I begin by revisiting some philosophical views on the nature of concepts.

The origin of concepts has been, in some sense, a nature-nurture debate. However, this argument has focused not on whether human traits are inherited or learned (the usual spin on nature versus nurture), but rather on whether categories or concepts such as beauty, disease, table, or tree exist "out there" to be learned by individuals as they develop and mature (which would suggest that an individual's knowledge is formed from experience [nurture]) or are essentially a product of the mind (we impose order on categories from the outside world and thus create the boundaries where none exist, as a result of the biological structure of the mind [nature]). A casual reading of any philosophy textbook reveals that this issue has been a central concern through the ages of the great minds—Plato, Aristotle, Descartes, Hume, Kant, etc. Let us briefly review the historical debate in mainstream philosophy, with a view to showing how thinking in philosophy can help to frame our perspective on clinical reasoning.

Modern philosophy begins with Descartes, who emerges at the ultimate skeptic, and whose views have retained central status as the universal straw man for all his successors. His famous statement "cogito, ergo sum" (I think, therefore I am) has been a lodestone for philosophers and t-shirt makers for three centuries. Regrettably, this idea has been almost universally misunderstood. Most interpret it as a statement of the ultimate rational man; our humanity is defined in terms of our capacity for rational thought. Unfortunately, the statement had a much more humble meaning for Descartes. In continuing to question whether one could justify any external reality, to devise any conclusive argument for the existence of objects such as dogs and tables, Descartes was led to the deepest conclu-

sion that the only thing he could be really sure of was his own thoughts. I think, therefore I am.

The antithesis of this position was championed by the English empiricists Locke and Hume. Their view was that the mind was a tabula rasa, a clean slate on which one's experience with the world was written. This interpretation seems perfectly acceptable for sensory experience, but is more difficult to sustain for higher concepts such as causation, temporality, or, for that matter, disease. Hume's resolution was to suggest that these notions emerged as a result of experience.

Kant reframed the issue in a way that is central to our subsequent journey through psychology and neuroscience. He recognized that thoughts can occur only as products of interactions between the mind and the external reality of experience; we construct experience. He maintained a rigid boundary between those properties that our minds bring to experience (which are hardwired) and those that emerge from experience. He eventually created a list of 12 "primitives"—object, causation, temporality, and nine others—that he claimed the mind imposed on the world of experience.

Hegel went one step further and recognized that the external world can influence the categories and labels we apply. The categories themselves do not emerge from our minds, but are influenced by the objects of our perceptions. The mind is not simply a clean slate upon which all experience is written in coherent form (Hume); nor is it the case that there is no uniform order in the outside world and that all concepts are mental inventions (Descartes); nor finally does the mind impose fixed structure or constraints on sensory experience (Kant). Instead, the content and the context both grow and evolve ("become") as a consequence of the interaction between the individual and the environment.

Finally, in this century, Wittgenstein expanded these ideas further. He proposed that not only are concepts not fixed, they are also not definable by any set of logical rules. In pondering even commonplace concepts such as "dog," he realized that any attempt to devise rules is doomed. A dog has four legs, or one is a car. A concept—whether an abstract concept such as truth or a mundane concept such as dog, fork, or tree—emerges as a matter of "family resemblance." Robins are more bird-like than penguins; malaria is more disease-like than alcoholism. Wittgenstein proposed that concepts or categories are derived from family resemblances, not from fixed sets of defining attributes.

The philosophy of concepts evolved from a Cartesian view, which is entirely intra-psychic and questions any external reality, and an empiricist perspective that presumes that all order and concepts exist as natural categories to be discovered by the human observer, to a Kantian interaction, in which the mind provides the categories or concepts and the external reality provides the objects to fill the categories, to a Hegelian perspective, which is much more organic, and in which thoughts and concepts themselves evolve and change as a result of interactions with external reality. Ultimately, we reach the perspective of Wittgenstein, which places even fewer constraints on concepts, which are a matter of family resemblance and thus can be elaborated only through extensive experience with the world's families.

Applying these notions to clinical reasoning, philosophy presents a larger framework in which to view our dilemma in defining a disease. To the extent that a disease is a concept, philosophy buttresses the middle ground between the notion that diseases exist entirely "out there" only to be discovered and learned and the notion that they are probably simply mental constructs. We can then think of the concept of disease as arising from an interaction between the thoughts of the perceivers and regular aspects and associations of the environment. Further, some diseases, such as phyllis, are more central members of the family; others, including the symptoms, are more peripheral.

As we shall see, this formulation finds remarkable support in research in both psychology and neuroscience, to which I now turn.
What is a Concept? Lessons from Psychology

One division in psychology has been preoccupied with the same issue as the philosophers: how do people learn concepts such as table, dog, or truth? But instead of relying entirely on reason for understanding, psychology seeks evidence to understand how people create and learn concepts. Perhaps in the course of doing so, psychologists deliberately skirt some of the tough epistemologic issues that preoccupy philosophers. On the other hand, in my own reading, I was struck by how the one informs the other. A simple example:

The Müller Lyer illusion, shown in Figure 1, is pretty well known to all. We see the one vertical element as being longer than the other. Even though we can measure them and show them to be the same, the illusion is inescapable—a fine example of how we impose order (sometimes biased order) on the external world. But psychologists have gone further with this illusion, and questioned precisely why it is an illusion. In the course of doing so, they provide a nice illustration of Hegel's dialectic model of mind. One hypothesis is that it is an illusion because our minds are seeing it in three dimensions, so that the symbol on the left is seen at the outside corner of a wall nearest the viewer, and the one on the right is seen as the inside corner of a wall farthest away from the viewer. Although the two vertical lines are objectively the same size, since the one on the left is seen to be nearer than the one on the right, the right one is "actually" longer. Deregowski tested the illusion in Zulus, who spend their lives in round houses, and found that they did not see it as an illusion. So, it is not an illusion because our brains are "hardwired" to see it as such (unless Zulus have different hardwiring); it is an illusion because of the particular experiences we have had with the world. On the other hand, the illusion reminds us that our perceptions do not necessarily mirror reality; as they are also shaped by internal assumptions (in this case, about perspective and the inference of a third dimension from the two-dimensional representations on the retina) that sometimes lead us astray.

A second example from psychology leads us closer to our central concern with clinical reasoning. Most of us have, at one time or another, wondered whether the "red" we see is the same as the red seen by the person beside us. While the differences in perception are rarely likely to be as extreme as in the case of a childhood friend of mine whose color blindness was detected when he went to school and repeatedly drew green reindeer at Christmas, we have no real way of ever verifying the universality of "red." Is it just a linguistic device, or a cultural norm? After all, at some time we all had to learn, from our parents or friends, what red was. Perhaps it differs in different cultures. These questions, as they begin to cross the boundary between philosophy, psychology, and learning, are of more than passing interest.

Much of the fundamental work in concept formation has been done by Eleanor Rosch. One area she studied was how colors are identified in different cultures. While, on the one hand, there appear to be small cultural differences in the boundaries between colors (e.g., the Navaho have only one word for blue and green two words, with all that turquoise jewelry around), Rosch showed that all cultures were unanimous in their choices of the best examples of red, yellow, or green. Even more interesting, Rosch discovered a primitive tribe, the Dani, who had words for "bright" and black only. She then taught them words for colors, using Dani words (e.g. tree) that were unattached to color. One group learned the "primary" colors such as fire-engine red, the other learned Dani words for intermediate colors such as turquoise. The group learning red, yellow, and blue learned the associative words rapidly and effectively; the other group never did master the associations. Studies of this type provide support for the contemporary notion in philosophy that categories and concepts derive from our experience of the world; indeed there is surprising uniformity to these concepts in precisely those areas where we might expect that experience (such as the experience of color) is also universal.

Prototype theory was perhaps the first theory of concepts to be seriously applied to clinical reasoning. Bordage and Zacks used many of the methods of Rosch to demonstrate that the same kind of graded structure that distinguished the natural categories was present in disease categories. They found, for example, that diabetes was a much more prototypical endocrine disease than Hashimoto's disease or hyperthyroidism. It was volunteered more often by practitioners asked to name as endocrine disease, recognized more accurately and quickly, and so on.

These studies lead to two conclusions: first, there is evidence to substantiate our musings at the beginning of this talk that the concept of disease is a continuum, not a category. Second, the identification of conceptual prototypes such as diabetes, cancer, and schizophrenia transcends different cultures, argues for an external "nurture" basis for concepts—even high-level concepts such as disease.

Prototype theory, in its methods, seeks evidence for cultural or even transcultural norms for categories. In the extreme, prototype theory might be viewed as empirical evidence for a position that concepts and categories are derived entirely from universals in the environment, a position more extremely nurture-oriented than any we have considered except the positions of Locke and Hume.

Another psychological theory of concept formation, exemplar theory, while still holding to the implicit view that the concepts we learn reflect an external reality, is much more modest about the universality of such concepts. In this perspective, we are able to identify a member of a class or a concept, not because of any internal rules or because the sum of our experience has created prototypes of the class that are available for analysis and introspection, but because we have, in any category (dogs, chairs, diseases, sports cars, an innumerable number of instances of the category (my dog, Rover, Lassie, etc.)). When we are faced with a categorization task, a first line of defense is a search through memory for similar examples of the class, and then, if we find an example that is sufficiently similar, we assume the new beast is also a dog. This description makes the process sound far more deliberate and available for introspection than the evidence suggests. Instead, if we inquire why a person decided that the new beast was a golden retriever, the new car was an Audi, or the skin lesion was actinic keratosis, the modal response would be "Because it looks like a golden retriever," or an Audi or actinic keratosis. Further justification may be forthcoming, but it sounds astoundingly post hoc. This process is in fact unlikely to be available for conscious introspection.

I and some colleagues have done a series of studies in dermatology and cardiology in which we have found evidence for this mode of processing. As one example, in a series of experiments we gave subjects (residents) practice with a set of dermatology slides covering 11 conditions, then subsequently tested them with a new set of slides. The slides were carefully chosen. Each was drawn from
a quartet of slides containing two typical slides that strongly resembled each other, and two atypical slides that resembled each other. Each subject was then tested with two other slides of the quartet. We balanced it all off, so that we could look at performances on typical—similar, atypical—different, and atypical—different slides. Thus we deliberately compared typicality (a property of the number of features and prototype theory) with similarity (a characteristic of exemplar-based reasoning). The results showed effects of both similarity and typicality. With immediate testing, similarity resulted in a gain of accuracy of about 50%, typicality a gain of about 12%. After ten days' delay, slides that were similar to those in the initial learning series were diagnosed about 25% more accurately, and typical slides were diagnosed about 25% more accurately.

We have continued to explore these phenomena. One concern is that it will work only with visually rich materials, where similarity is highly perceptual. Hatala conducted a study with ECG interpretation, which, while still visual, is replete with quantitative rules. In this study, similarity to an ECG in the learning phase was based entirely on a one-line description (e.g., a "54-year-old accountant" and a "middle-aged banker" versus "an 80-year-old widow"). To demonstrate the effect, the match was to an ECG that was visually similar, but from an incorrect and confusable category (e.g., left bundle-branch block and anterior MI). When the description was matched, accuracy was 23%; when it was unmatched, it was 46%, and of course more residents who saw the matching description fell for the incorrect diagnosis. Further, it would seem that the process must have occurred without awareness. If they had known they were matching on the age and occupation, they would not have done it, since a moment's introspection reveals that this is irrational.

Both of these psychological theories—prototypes and instances—derive from a nurture view of concepts, namely that the concepts we learn are derived from our experiences. In fact, the exemplar models show precisely how specific experiences are available and used in subsequent judgments of category membership. However, as always, there is another side to the story. Psychology has been equally successful at deriving evidence to support the nature view, that what we see is influenced by our own minds. Admittedly, this is not a pure nature view, as we shall see, since the way our perceptions of the external world are biased derives itself from our experience with the world.

Cognitive psychology has its origins in an information-processing model based on the metaphor that the mind is like a computer. However, there was rapid accumulation of evidence showing just how un-computer-like humans are. One simple yet fundamental example is in information retrieval. The answers to questions such as "When did Columbus discover America?" and "What is the capital of Arkansas?" are available almost as soon as you hear the question itself. Second, if asked about Albania, not Arkansas, you would know that you didn't know almost as rapidly. Contrast that with a search of the Web. Although the computer processes information at least a million times faster than does the mind, retrieval will inevitably take much longer. Further, it will take the computer longer still to decide that it doesn't know, since it will have to search every corner of its memory before it gives up. It is difficult to envision what kind of memory architecture humans must have to do this job, but it must be very different from the computer's RAM.

One model of memory that accommodates these observations is called human associative memory. The model emerged from studies of reading coupled with a phenomenon called the word-superiority effect, which has relevance, surprisingly, to clinical reasoning as well as to many other domains. Imagine that I flash a four-letter word on the computer screen for a few milliseconds and ask you to identify the fourth letter. The phenomenon is this: when the fourth letter occurs in a real word such as "rink" or a pseudo-word such as "lunk," the "k" is recognized faster and more accurately than when it occurs in a non-word such as "nirk." While this seems perfectly plausible, it says some fundamental things about the nature of memory. That is, even at the perceptual level of recognizing individual letters, a process that must occur in milliseconds and without conscious introspection, identification is facilitated by memory of much higher-level concepts, the words themselves. This seems to illustrate beautifully the interactive nature of perception, showing that what we see can be influenced by what we expect to see.

The observations of the word-superiority effect were modelled by McClelland and Rumelhart using a "connectionist" or parallel distributed processing (PDP) model, with multiple layers of nodes between input and output corresponding to letter elements, letters, and words, with links among nodes at all layers. Unlike expert systems or Bayesian models, these connectionist models have no pre-programmed rules; rather, they "learned" from experience, gradually building up strength among certain links connecting nodes.

Parallel distributed processing models have been continually refined (and renamed—they are now more commonly known as "neural networks"), and have found application in many settings, including clinical diagnosis, where they appear to be more effective than traditional expert systems. However, for present purposes, these applications are less important than the observation that the models have commonality with psychological views of concept formation, based on learning from examples. And as we shall see, the new name is not simply good public relations—neural networks bear a striking resemblance to models emerging from neuroscience.

I and my colleagues have taken the phenomenon that recognition depends, in part, on available concepts in memory into the clinical reasoning lab. In a series of studies in dermatology, radiology, and electrocardiography, we biased the subjects by providing a brief history suggestive of a particular diagnosis, then showed them a visual stimulus—an ECG, a slide of a skin lesion, or a head-shoulders picture. We have consistently found that the bias influences not only the differential diagnosis (which might be viewed as perfectly rational), but also the feature calls. Moreover, in a recent study using textbook examples of physical signs, we showed that it was not simply a case that the history increased vigilance for that particular sign, and therefore the likelihood of detection. Rather, an incorrect history led students to misinterpret one sign as another—the inflamed parotid glands of mumps became the moon-shaped face of Cushing's disease, and the moon-shaped face of Cushing's became perianal edema when linked with a history of nephritic syndrome.

This phenomenon, that prior higher-level information either provided to the subject or available from memory can influence basic perceptual processes, has been demonstrated at all levels of expertise, from first-year students to cardiollogists, so it is not simply a naive bias that can be erased with experience. LeBlanc's follow-up studies of strategies to "de-bias" subjects, under way in our lab, have shown that even fairly draconian measures are only partially successful; a finding that is not surprising since perceptual processes are not available to conscious introspection.

These findings, both in cognition of perception and in clinical reasoning, challenge a commonly held view that experts use "forward reasoning"; that is, they begin with the facts of the case and reason inductively to a logical conclusion, a view championed by Groen and Patel. Their findings were derived from verbal introspections or written summaries, after the subjects had had time to read and reflect on the clinical case. It is my present view that the work on top-down processing, both in reading and reasoning, shows that deductive processes from hypothesized solutions are already occurring long before the case is in full view, and that the apparent induction of the expert simply reflects a coherent story told post hoc. One study done by Eve substantiates this view. He had subjects read mystery stories, then recount their solutions. They told their solutions "online" as they were reading; the other half,
as a summary after. On three measures, the latter group looked as if they were doing substantially more forward reasoning. However, the manipulation took place after the reasoning was over.

What is a Concept? Lessons from Neuroscience

Finally, conspicuous in its absence from the discussion to date is the role of neuroscience in our understanding of concepts. I have described how cognitive psychology has provided examples of phenomena that help us to understand some aspects of clinical reasoning. Theories of concept formation and perception are a useful heuristic for testing apart aspects of clinical reasoning. But the skeptical reader could be forgiven for remarking that these theories seem more like useful demonstrations and analogies than real explanations, in a scientific sense.

Let me then venture into what is for me the largely uncharted territory of neuroscience. In doing so, I am moving closer to the more traditional interpretation of the nature-nurture debate than the way I originally framed it. That is, we now see evidence from neuroscience that the brain and its structures (nature) are responsive to, and modified by, the environment (nurture). Further, just as basic science provides a framework for understanding disease, neuroscience may provide a framework for understanding the process of concept formation and clinical reasoning.

To advance the neuroscience argument, we need to discover evidence that categories "out there" can be localised to specific brain activities. Perhaps the most accessible argument about the impact of specific experiences on brain anatomy and brain development emerge from the phenomenon of plasticity—the discovery that there are critical periods in the development of the brain during which input from the environment is required in order for specific facilities to develop. The phenomenon is ubiquitous. Here are some examples:

- Children who have congenital cataracts must have them surgically removed before age 10, or they will be unable to recognize shape and pattern, although they will be able to learn colors. This was hypothesized to arise because of abnormal development in the visual cortex. Very recent research with newborns has extended this understanding further. Maurer studied children less than 9 months old who had had cataracts removed immediately following the surgery. Immediately after surgery, their vision was like a newborn's—about 1/40 the acuity of an adult's. But after only one hour of visual input, their acuity had improved to the level of a one-month infant. To quote the researcher: "It's using the eyes and having the experience of seeing that's driving the normal experience of vision after birth... the brain was wired to be ready to receive visual images... but it's got to have the input in order to do the learning." 27

- Animal experiments showed kittens raised in an environment that only allowed horizontal or vertical orientations never learned the other. Hubel and Wiesel 28 then showed that these selective deprivations are identifiable in the development of specific cells in the visual cortex. They went on to show that the brain development was incredibly specific, so that a single day of experience on day 28 was sufficient to establish the orientation. Other researchers have gone on to establish that plasticity is associated with the presence of specific proteins.

The phenomenon of plasticity is direct evidence of an interaction between brain structures and the environment, and provides an explanation for the philosophical dilemma. Of course, such experiments do not provide direct evidence that higher-order concepts such as temperature, unemployment, love, or for that matter, tables, are associated with specific local changes. The next step is to move from the construction of perceptual maps of the environment to conceptual maps in different areas of the brain. This may not be as large a leap as it sounds; after all, the mechanism that enables us to recognize Aunt Sally must involve links among the more primitive operators that isolate color, shape, and orientation. Thus, we move from brain mappings corresponding to perceptual inputs, which, as we have seen, develop and specialize as a consequence of interactions with the environment at highly specific developmental intervals, to mappings corresponding to the relations among these elements—a "mapping of types of maps," according to Edelman. 29 This remains a theory thus far, the theory of "neuronal group selection." I cannot pretend to be more than an intrigued observer, but it would seem that the evidence at hand regarding neural plasticity provides plausible mechanisms for such a neural correlate of concept formation. Indeed, as I discussed earlier, although neural networks were devised as a simulation device to test a model of concept learning involving parallel and distributed activation, there is a striking correspondence between the nodes and connections of neural networks and the proposed model of neuronal group selection.

Conclusions

This review was intended to accomplish no more than to place the current debates around clinical reasoning in a larger context. There is, in all this, a Michigan State University (MSU) connection. The small research program focusing on clinical reasoning was begun by Elstein and Shulman at MSU in the early 1970s. The McMaster group joined the fray soon after, with me as their hired hand. But soon after this first cycle of studies was completed, there was a strong divergence in the field. Elstein moved his interest to normative approaches such as decision analysis, assuming that clinicians were suboptimal decision makers who could be made more optimal with training. Others who followed, including Patel and Groen, while disagreeing on the details, retained a strongly rationalist perspective. On the other side, Boudage pursued studies in prototype theory, and I began a research program around exemplar models. It is only recently, with the study leading to this review, that I began to appreciate the historical origins of this divergence.

The exciting conclusion from this review is that there appears to be a convergence among the three disciplines—philosophy, psychology, and neuroscience—pointing to the reconciliation of these positions. While the constructs, the capacities for identifying regularities appear innate, these abilities are directly responsive to the environment, so that each individual's concepts will be both communal and idiosyncratic. Moreover, this synthesis has some practical implications (believe it or not!). It appears to me that these thinkers are urging us to a reconciliation in our own field—expertise in clinical reasoning is neither mastery of analytical rules nor accumulation of experience, it is both. And the role of experience with individual examples in refining the concepts is critical. Moreover, the philosophical work and the demonstrations of optical illusions show us that the external environment is not delivered to the senses intact, but is filtered through the prisms of prior experience. These are important lessons for instruction in clinical reasoning.

The sum of these findings describes a model of clinical reasoning very different from the algorithmic processes used by the computer (except when, using neural networks, the computer mirrors the mind). An evident implication is that there is little to be gained in demonstrating that humans are suboptimal Bayesians or algorithm-appliers; they are suboptimal because they are using a substantially different basis for computation. While, on the one hand, this provides a strong rationale for computerized decision-support systems, the cautionary note that pervades this review is that the support system cannot intervene after the data are collected, since the data are themselves subject to interpretation in light of mental models.

The Jack Mauch Memorial Presentation was sponsored by the Office of Medical Education Research and Development, Michigan State University, and presented at the annual AAMC-RIME meeting, October 27, 1999.
References

1. Elstein AS. Clinical problem solving and decision making: comment on "the
2. Shadish WR, Elson AS, Spaulding MA. Medical Problem Solving: An Analysis of
4. Schmidt HG, Norman GR, Baehr GM. A cognitive perspective on medical
5. McGaghie WC, Bozger RL, McClinson DR, Ravich MM. Learning pulmonary
physiology: comparison of student and faculty knowledge structures. Acad Med.
1996;71:S1–S15.
7. Patel VL, Green GJ, Frederikse CH. Differences between medical students and clinical
8. Bondage S. Elaborated knowledge: a key to successful diagnostic thinking. Acad
9. Norman GR, Brooks LR, Allen SW. Role of specific similarity in a medical
10. Howard EJ. Lessons from an optical illusion: On nature and nurture, Knowledge
11. Chalmers AE. What is "This Thing Called Science?" 2nd ed. St. Lucia, Australia:
12. Campbell EJ, Scolding JG, Roberts RS. The concept of disease. BMJ. 1979;6193:
757–62.
13. Chapman LJ, Chapman JP. Illusion correlations as an obstacle to the use of valid
14. Baddeley A, Schmidt HG. The role of biomedical knowledge in clinical reasoning
15. Patel VL, Green GJ, Strodt HR. Biomedical knowledge in explanations of clinical
and Nicolson, 1966.
19. Bondage S, Zacks R. The structure of medical knowledge in the memories of
medical students and general practitioners: categories and prototypes. Med Educ.
20. Pegoraro G, Clare J, Norman GR, Brooks LR. Effect of processing strategy on
21. Hatala R, Norman GR, Brooks LR. Influence of a single example upon subsequent
22. Reiker GM. Perceptual recognition as a function of meaningfulness of stimulus
23. McEwan JL, Pumellhakt DE. An interactive activation model of context effect
24. Brooks LR, LeBlanc VR, Norman GR. On the difficulty of noticing obvious
26. Eva KW, Norman GR. Is thinking aloud equivalent to post hoc explaining. Pre-
sented at the 1998 Research in Medical Education meeting, New Orleans, LA,
1998.
27. Maurer D, Lewis TL, Beret HP, Levin AV. Rapid improvement in the acuity of
28. Woolf TN. The postnatal development of the visual cortex and the influence of
29. Edelman GM, Mountcastle VB. The Mindful Brain. Cambridge, MA: MIT Press,
1978.
Special Presentation

- 1999 Jack Maatsch Memorial Presentation—Response

Clinical Problem Solving and Decision Psychology: Comment on "The Epistemology of Clinical Reasoning"

ARTHUR S. ELSTEIN

Geoff Norman has presented an extremely rich and stimulating paper that surveys many important themes. In my response to his article, I shall not comment on the connections he seeks between psychology, philosophy, and neuroscience, because this attempted synthesis is well beyond my area of expertise. Instead, my discussion focuses on two other issues: the status of research on the psychology of clinical problem solving, and the connections between this research and decision psychology, the framework in which I have worked for the last 20 years. Then I consider the implications of this work for improving the quality of health care decisions.

Status of Research on the Psychology of Clinical Problem Solving

Several schemes have been put forth to explain how diagnostic reasoning is accomplished, including diagnostic categorization by instance-based recognition, prototypes, propositional networks, forward reasoning or pattern matching, and generating competing hypotheses. Evidence supporting each of these models is available in the literature. How can this be? Norman argues that no single representation of the process or of the organization of knowledge accounts for all of the phenomena investigators have encountered. Each account is correct sometimes, because individuals adapt their strategies to the demands of the task, including the demands of the experimenter. This implies that experiments designed to test particular hypotheses also have, in some sense, been designed to validate the hypotheses or beliefs of the investigators.

Norman and I agree that problem solvers are adaptive creatures, and we must be careful about concluding that any one account of their behavior will explain all phenomena. He and his collaborator, Henk Schmidt, put it well: "There is more than one way to solve a problem." Viewpoint problem solvers as adaptive thinkers trying to cope with complexity does not attribute malicious intent either to investigators or to research subjects. On the contrary, it harks back to Newell and Simon, who argued that because of the limitations of working memory, complex tasks are represented in simplified problem spaces, and that consequently understanding problem solving is significantly advanced by understanding that cognitive representation. Their view was quite radical for its time, for the concept of a problem space really committed us to the study of what we now call problem representations or mental models.

Different mental models might be employed by different subjects, or the choice might depend on the task. It follows that a hierarchical organization of medical knowledge, with general concepts at the top and specific instances at the bottom, is a plausible representation and is partially correct. So are propositional networks, with their nodes and connections, symptom-by-disease matrices, and semantic networks. In most studies employing each of these frameworks, the model finds reasonable support in the data. Norman argues that this fits occurs because the subjects, whether medical students, residents, or more experienced physicians, figure out how to adapt to the demands of the task, and these demands usually ask them to behave in ways that provide evidence for the models.

This view owes much to Rosenthal's research on demand characteristics. Within the domain of cognitive studies of medical reasoning, I am not aware of studies that test the fits of different cognitive models to the same set of data, so we do not know which would fit the data best or how often each model is used. Studies to test competing models can and should be designed.

Several prominent investigators in the field of medical cognition have used verbal reports of subjects thinking aloud either while solving a diagnostic problem or retrospectively to construct representations of the problem-solving process. Norman notes that "propositional networks are disturbingly idiosyncratic and not apparently reproducible." I cannot entirely endorse his view that "all of these concept architectures are produced on the fly at retrieval, in order to satisfy the expectations of the researcher." It is at least plausible that these "architectures," like other blueprints, are plans for a constructive process: if one follows a blueprint and a house or office building results, we should not be surprised. The plan was designed to lead to that output.

Still, his caution is warranted. We should not hesitatingly embrace verbal reports as the solution to the problem of elucidating cognitive processes. Too much cognitive processing goes on beneath the level of verbal report. And we agree that, to the extent that subjects adapt to the demands of the experimenter, they are likely to tell us what they think we want to hear. These objections imply that research that relies on verbal reports for basic data is not as likely to lead to "truth" as we would like to believe, and that we should move away from thinking-aloud methods back to traditional experimental psychology; the researcher should observe the relationship between the stimulus and the subject's response, and ignore or distrust verbalizations about the task. The subject's response may be verbal, such as a diagnosis or a probability estimate, but a scientific explanation of the thought process should not be based on responses to such questions as "How did you know that?" or "Why do you think this is so?" If these questions are used, we should treat the explanations and justifications as data, not as true accounts of the operations of the subjects' minds.

Both Norman and I have taken these cautionary thoughts to heart over the years. Consequently, we have moved away from thinking-aloud accounts as the primary data source and toward more traditional experimental methods (for examples, see references 12 and 13). We have done this despite knowing that experimental studies will be criticized by clinicians on the grounds that they lack clinical verisimilitude and may not generalize to real clinical settings. A thoughtful clinician will surely ask this question about our work: "Even if I concede that physicians behave as you have shown in this experimental setting, what reason is there to believe that they would behave similarly when dealing with real patients?" Anticipating this question, Norman and his colleagues have worked extensively with visual stimuli, such as radiographs and EEG tracings, that are unquestionably part of the real clinical world. But this strategy begs the question, "Do the results apply to non-visual stimuli, such as are obtained in taking a good history?" My colleagues and I have done some research using case
vigettes that do not use thinking aloud to study clinical reasoning. One objection raised to our findings in those studies relates to motivational factors: clinicians are not motivated to do their best with hypothetical cases and would do "better" with real patients. I think it unlikely that clinical problem solving will be better in complex environments, with many distractions, than in simplified laboratory settings, but I concede that, just as with pharmaceutical research, laboratory findings should be verified in the "real world." Nobody ever said that doing good research would be easy.

**Decision Psychology**

Norman noted that my own research program moved in a different direction after 1980, from a focus on clinical "problem solving" to "decision making." What is the difference? For over two decades, much of the research on the psychology of decision making has been dominated by statistical decision theory, a model of idealized rationality under uncertainty. Behavioral decision research has concentrated on identifying systematic departures from this model, and these departures are viewed as "errors." The research has shown that while decision theory may be an account of ideal rationality, it is not a description of how people actually make judgments and choices under uncertainty. In short, limited rationality has its impact on both decision making and problem solving. The psychological processes that produce these errors are called "heuristics and biases." Indeed, the entire line of research has come to be identified by this term.  

Norman argues that there is not much point in identifying cognitive heuristics and biases that violate the rules of statistical decision theory, since people are not trying to reach conclusions using these principles. To quote: "An evident implication is that there is little to be gained in demonstrating that humans are suboptimal Bayesians or algorithm-appliers; they are suboptimal because they are using a substantially different basis for computation."

In my judgment, Norman has misunderstood the research agenda of decision psychology and its implications for medical education. The study of clinical diagnostic reasoning from the problem-solving point of view implies one thinks of diagnosis as categorization. The research questions then center around issues such as: "What categories does the problem solver know? What features justify placing the case in one category or another?" These are questions about the knowledge base and feature recognition and interpretation. From the decision-making standpoint, clinical diagnosis is opinion revision with imperfect information, and treatment choice is about how best to balance benefits and harms. Risk and uncertainty are everywhere. The aim of the research is to identify the processes people use in making complex judgments and choices under these conditions, and to ask whether their behaviors are consistent with Bayes' theorem (for diagnostic reasoning) and maximizing expected utility (for treatment choices). If behavior is not consistent with these principles, and if we find these principles sensible and appealing, we might well wonder what kind of educational program could be developed to improve our decision making. Therefore, there is just as much point to studying cognitive heuristics and biases as there is to studying the roles of instances and prototypes in categorization. Indeed, the role of instances in categorization can be seen as a special case of base-rate neglect of, or treating irrelevant data as strong evidence; in reality, some of the cases associated with the instance have likelihood ratios close to 1.0 (the decision-theoretic definition of irrelevant), but are treated as if they were meaningful, say >2.0. Using two very different theoretical frameworks, both of us have thrown some light on how the mind works, and we have shown that human inference can be improved upon. To improve clinical decision making, it seems to me that decision theory is at least as promising as the study of categorization processes. I still think that a general strategy applicable to a wide range of clinical situations would be very useful in helping people to think straight. Norman referred to the finding of content specificity, discovered in my early research in this area. Given this fact, the need for a general approach to sound thinking is even greater than we had previously suspected.

What is the evidence that clinicians at times need help in thinking about complex problems? Two related bodies of evidence, from cognitive psychology and from health services research, support this claim. From cognitive psychology, we have a series of lessons and findings about limited rationality. Health services researchers have provided a growing body of literature on practice variation (for example, see references 21 and 22), which has repeatedly shown that something besides hard science is involved in many medical decisions, both diagnostic and therapeutic, and that these variations are not necessarily rational responses to differences between patients.

**How Can We Improve the Quality of Clinical Practice?**

Interestingly, in the past 20 years, two related decision technologies have arisen that deal precisely with these issues: evidence-based medicine (EBM) and decision analysis (DA). Both offer to the medical community ways of quantifying the evidence, dealing with uncertainty and error in the evidence, and trying to systematically weigh risks and benefits of alternative treatment strategies. The rapid dissemination of these principles may be attributed in part to the diligence and enthusiasm of their devotees, but it cannot be entirely explained by their efforts. The zeitgeist or cultural climate had to be ready. In my view, psychological research on problem solving and decision making has contributed to these developments by showing that expert clinical judgment was not as expert as we had believed it to be, that knowledge transfer was more limited than we had hoped it would be, and that judgmental errors were neither limited to medical students nor eradicated by experience. EBM and DA offer approaches for dealing with these problems, and that is why they are making headway in clinical medicine. Clinical practice guidelines, which are intended to improve the overall quality of care, are another, related, approach to these issues, and the problems encountered in their dissemination and implementation have been widely discussed.  

The reactions to these approaches suggest that the tension between theory and practice will remain. All theories and models are simplifications of reality. They abstract particular features in order to provide a reasonably coherent account of how things work and to guide action. That is precisely why they are useful. Models are not reality, however, and theory is not practice. Consequently, physicians often mistrust the adequacy of scientific accounts or guidelines based on evidence, despite the necessity of relying upon them. Because general principles will never be able to account for all concerns in clinical cases, there will always be room for judgment, applying general principles on a case-by-case basis.

**Encomium: Let Us Now Praise...**

Geoff left his comments about the connection to Michigan State University (MSU) and its College of Human Medicine for the close of his remarks, and I follow his example. How fortunate that many years ago, Geoff Norman came to MSU and joined our small group of scholars. We were not aware that we were doing classic work that would be argued and discussed and revisited for a generation. Who could possibly have thought that? Yet, if there was ever a golden era of research in medical education, it was there and then. We have made some progress, and we have had a wonderful run. When I think of that medical school and its faculty and students back in the 70s, the wonderful lines from Shakespeare's Henry V always comes to mind: "We few, we happy few, we band of brothers." How appropriate that in Jack Maasch's memory we have come together to discuss some issues that concerned him and to celebrate that happy band!
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The Marvelous Medical Education Machine or How Medical Education Can Be Unstuck in Time

CHARLES P. FRIEDMAN

The jumping-off point for this paper is actually the second part of its compound title. The concept of becoming "unstuck" in time stems from the initial line of Kurt Vonnegut's popular novel Slaughterhouse-Five [Vonnegut 1969]:

Listen: Billy Pilgrim has come unstuck in time.

In this paper I will actually argue that medical education has become "stuck," not only in time but also in space and content. It has become stuck in time because events considered to be educational largely occur through interactions that require the learners and the faculty to be simultaneously participating in these interactions. It has become stuck in space because its mechanisms of delivery are largely bound to a specific physical location, the academic medical center with its classrooms and associated healthcare delivery venues. It has become stuck in content because the topics that are the focus of educational interactions are insufficiently under the control of the students, and the teachers. Increasingly, there is no reason for any of these requirements to be imposed on the educational process. Moreover, medical education remains stuck in an era when much of the rest of human enterprise is becoming unstuck, the result of a sweeping set of cultural changes made possible by information technology and primarily by the phenomenal proliferation of the Internet [Drucker 1999].

I will further argue in this paper that medical education can gradually be "unstuck" in space, time, and content through appropriate use of emerging technology, with emphasis on simulation methods that have become widespread in use of training pilots and professionals in other disciplines. Modern flight simulators have become so sophisticated that, for example, pilots being certified to fly a new aircraft might have a load of passengers in the back the first time they actually fly the plane [Dawson and Kaufman 1998]. While there will always be a pilot experienced flying this aircraft alongside the neophyte in the cockpit, this practice clearly testifies to the educational power of simulations. Recently, the U.S. Navy adopted the inexpensive Microsoft Flight Simulator® program as standard training for its new pilots, after a trainee who practiced extensively on this program recorded the best performance ever on an initial training flight [Brewin 2000].

The "marvelous medical education machine," as the concept will be developed in this paper, is the complete simulator for medical education, analogous to the best of contemporary flight simulators. But like Vonnegut's novel, the marvelous machine is currently a work of fiction. It does not exist although bits and pieces of it do exist, and these suggest what might be possible in the not-too-distant future. In the sections that follow, I will describe the need for the marvelous machine in greater detail, discuss what it can potentially do when built, expose the in-sital anatomy of the complete machine, review some of the pieces that exist now and how we might build it from here, and finally discuss some of the key educational research questions that will have to be illuminated along the way. This paper, in its entirety, will argue that building the marvelous machine should be a top priority for medical education nationally and internationally.

Stuck in Space, Time, and Content

To clarify what it means for medical education to be "stuck," it may be useful to consider education as a process with events that exist in three dimensions (Figure 1). The first dimension can be thought of as physical space, the second time, and the third the biomedical topic that is under consideration. Medical education is stuck in all three dimensions, because teachers and learners have little control over these dimensions: where and when the events occur and what topics are addressed. In the basic sciences, for example, lectures and labs occur in a fixed place and at a scheduled time and on a topic that faculty believes the students need to know about—and then they are over. In the clinical sciences, patients (who remain the primary "teaching material" even though this term is seldom used anymore) appear at a fixed location and at a particular time with the problem they happen to have—and then they leave.

This way of doing educational business is so much a part of daily life in an academic medical center that most of us take it for granted, and since our students learn and graduate and become certified as practitioners, it is easy to conclude that there is nothing wrong with being "stuck." But there are profound reasons for concern. First and foremost, education that is stuck routinely ignores much of what is known about teaching and learning in medicine. Studies of clinical reasoning accumulated over more than 20 years point to the "case specificity" of medical expertise, meaning that proficiency generalizes very weakly from disease to disease and, more generally, from one aspect of medicine to another [Elstein et
al. 1978; Schmidt et al. 1990]. As such, the most effective way, and perhaps the only way, of developing proficiency over time is active practice with a wide range of cases and with as many repetitions for each subject/disease area as possible [Izenberg et al. 1999]. In educational environments that are stuck, five patients are the primary source of such practice; yet faculty and students have control over the patients who walk into the clinic or are admitted to the hospital. Active, appropriate practice under these circumstances can be very difficult to engineer, much less guarantee.

Another problem is the expectations of a coming generation of learners that has increasingly "grown up digital" [Tapscott 1998]. Our students who have experienced increasingly sophisticated video games, and who have spent hours with such excellent simulations as Sim City® and Flight Simulator®, will recognize immediately the potential for similar experiences to enhance their training in medical domains. These learners will intuitively understand that medical education is stuck in space, time, and content. Although they may not use these exact words, they will find being stuck unacceptable. They may articulate this recognition by comparing their medical education experience with their undergraduate experience, wondering why, as the sophistication level of what they are studying is increasing, the sophistication of the technology used to support these studies is decreasing. In the short term, they may accept what they see as antediluvian educational practices, simply because these represent the only pathway to a desired profession, but over time they will demand a different kind of service, the need for which and the practicality of which they see as self-evident. If they cannot get this service from traditional educational institutions, their instincts honed by the Internet culture will lead them to seek it from other sources.

Economic pressures on academic medical centers may drive change as well. The problem of providing appropriate practice for trainees exacerbates as health care economics shorten hospital stays and clinic visits, and trainees necessarily have more limited access to patients. Clinical faculty members at academic medical centers and in community settings may perceive that their productivity is judged much more by patient throughput than student learning. An educational system already limited in its ability to provide an appropriate range of "teaching material" may find itself unable to provide appropriately motivated teachers as well.

If academic medical centers do not systematically recognize the opportunity afforded by information technology to "untuck" the system, others will. Hafferty has warned that, for a variety of reasons, medical education based in academic centers could lose its social mandate by not addressing in the curriculum a widely recognized set of social needs, and thus become irrelevant to the needs of the modern world [Hafferty 1999]. Similarly, by remaining obstinately stuck in space, time, and context, academic medical centers could lose what may be called their "technical mandate" to educate because the methods being used no longer make sense to trainees and to society as a whole. Simultaneous loss of social and technical mandates will generate alternative approaches to education that could, over time, become the norm. Such alternatives are already becoming evident, for example, in the Open University plan to offer a curriculum equivalent to the first two years of the medical curriculum in the United Kingdom [Daniel 1999], and possibly through Internet ventures such as "medschool.com" [Medschool.com 2000]. Established academic medical centers can choose to be leaders and active partners in these developments, or not.

Some may ask to what extent the technique of standardized or simulated live patients [Arighowart et al. 1991], which has occurred much of the attention of the medical education research community over the past two decades, offers the capabilities of the marvelous machine. It does, but as a practical matter only to a very limited extent. Standardized patients are expensive and do not offer the economies of scale that, as will be discussed, the marvelous machine so profoundly offers. The largest expense associated with use of standardized patients is the wages they must be paid, and the 26th standardized patient encountered by a student costs almost as much as the first. Standardized patients must be painstakingly trained, and there are significant costs associated with this training that are completely lost once the patient retires from active educational service. And a standardized patient can offer only limited variations on the case he/she was trained to represent. As a trainer for procedures, standardized patients must endure the mistakes of the non-expert. Invasive or risky procedures cannot ethically be performed on them at all. Although they can explain how they feel, standardized patients have no access to what is actually happening inside their bodies, and cannot explain to trainees the consequences of their actions at the organic or cellular levels. Finally, standardized patients cannot easily record what is being done to them by the trainee, so feedback to trainees cannot be related with high precision directly to their actual actions and decisions. So while standardized patients can be enormously valuable sources of practice and tools for assessment, they take medical education only part of the way to where it can and needs to go. They are, for the most part, stuck in space, time, and content.

Potential of the Marvelous Machine

Remember above all that the marvelous machine does not currently exist. As we consider what the future might hold if medical education begins a steady progression toward the development of the marvelous machine, it is useful to visualize an end-point of this progression. I do not envision, ever, the complete elimination of teaching around live patients in the same sense, although some might disagree. That no novice pilot is likely to receive a license without flying a real plane. Nor does this work envision that neurosurgery residents will perform their first operation solo after five years of practice only on a simulator. I do, however, envision a future where medical trainees, and practitioners for their continuing education, spend increasingly large fractions of their time working on computer-based simulators. The reasons for this are examined below. Later sections explore what must be inside such a machine in order for it to do these things.

The marvelous machine is not stuck in the three-dimensional educational space described earlier (see Figure 1) because it can provide continuous practice of medical diagnosis, management, and clinical procedures. It is not stuck in the time dimension because it can be used anytime, for as long as the trainee wishes, and over and over again to provide the kind of meaningful repetition of tasks that is highly desirable. The machine is not stuck in the space dimension because the ideal, fully developed machine can "go" or be accessed anywhere. The Internet can in principle bring the capabilities of the machine to a trainee at home or on campus, anywhere in the world. This capability has enormous implications for the future of medical education as it requires us to think of the medical school not so much as a physical place but as a set of learning resources that can be delivered anywhere [Friedman 1996]. The machine is not stuck in the content dimension because it can address on demand topics and skills of faculty and/or student choice, creating appropriate variants of each case or topic to enable meaningful practice to occur. It can record every element of what happened during a student's work with a case—generating highly specific feedback to the learner on his/her performance and informing student and faculty choices about what further practice each student may need.

A further key feature of the marvelous machine are the fortunate economies of its use. Once developed and programmed, there is minimal marginal cost attaching to its operation. The contrast to standardized patients, who are paid a fixed sum per hour, is particularly striking in this regard.

To understand the potential of the machine from a somewhat
different perspective, consider the potential of such a device to
engage learners in "what if" games, which are enormously educa-
tional. Students can ask, and get answers from, the machine, to
the following classes of "what if" questions:

- What if I did the procedure again, just a little bit differently? The
  marvelous machine allows students to tinker in a way that en-
  ables them to hone their skills and judgment. A student can, for
  example, explore the consequences of perhaps giving a slightly
  stronger dose of a drug to a "patient" whose disease is being
  simulated by the machine.

- What if I did this in a way I know is wrong? Without the ma-
  chine, it is difficult to experience the consequences of making
  mistakes as a way to learn to manage them. In the real clinical
  world, mistakes certainly cannot be purposely made, and when
  they occur occasionally by accident or oversight, they are not
  often not recognized as such until long after their occurrence.
  With the machine, students can make mistakes on purpose, knowing
  that they are mistakes, so they can practice managing the con-
  sequences, or just to see what happens.

- What if I did this 100 times in each of two different ways? One
  of the most educationally creative ways of using the marvelous
  machine may be to conduct an "instant clinical trial" by in-
  structing the machine to treat 100 instances of the "patient" one
  way and another 100 instances a different way. The models built
  into the machine, as will be discussed below, are necessar-
  ily and realistically probabilistic and the machine will there-
  fore reflect naturally occurring variability in the way organisms
  respond to drugs and other external stimuli.

- What if biology worked just a bit differently? Used in this way,
  the machine can connect the basic and clinical sciences. In a
  fully mature version of the machine, students can be given the
  capability of changing the parameters of the biological models
  that drive the simulator. The potential of enhancing their un-
  derstanding of basic biology is significantly enhanced through the
  ability to see how organisms would act or react if the basic laws
  of biology were constructed just a bit differently from the way
  we believe they are.

Based on this, for now, somewhat abstract conceptualization of
the marvelous machine and using our imaginations to conceive
what some day the machine will be able to do, consider how med-
ical education must then be undertaken. Medical education would
not look and feel at all as it does now. The rationale for "lockstep"
learning wherein students proceed in unison through a rela-
tively rigid curriculum would disappear almost completely, and likely with it
would disappear the notion of a four-year curriculum. Indeed, lockstep learning can be seen as an administrative artifact of the lack of a mature marvelous machine. Students could, in principle, begin their predoctoral education whenever they were ready, and authorized, to do so. They would end it when they had proved they had mastered the stated objectives of the curriculum. There might be no need to have students physically on the central campus most, or even some, of the time. Lectures certainly have their place as an educational medium, but the current reliance on lectures as a primary mechanism for conveying information would no longer make sense. Perhaps, with the marvelous machine, we could return to the pre-Pasternakian concept of the part-time student without inheriting the educational inadequacies of the pre-Pasternakian era. While this paper does not focus on continuing education of physicians and other health professionals, the needs in continuing education are such that the potential effects of the machine on this level of the educational continuum are similarly revolutionary [Barnes 1998].

The Anatomy of the Marvelous Machine

Now to more technical specifics. How are we going to build the machine? What is its anatomy [van Meurs et al. 1997], its necessary component parts?

As illustrated in Figure 2, the marvelous machine can be seen as having five major components, not counting the "learner" without whom the machine would have no purpose. The specific techniques for developing each of these components are beyond the scope of this paper, but a later section discusses the academic disciplines that contribute to each one.

- First and foremost, the machine has a domain model, which is a
  mathematical description of the biological phenomena governing
  the disease or body system of interest. The domain model
  computes the state of the patient and the effects of the learner's
  actions on the state of the patient. The mathematical domain
  model is what makes it possible for the marvelous machine to
  generate an endless supply of novel cases and other practice op-
  portunities, and it is what largely sets the marvelous machine
  apart from traditional simulation environments that use
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"scripted" cases. Typically, these domain models have explicit probabilistic features that reflect the natural variability in disease development and response to clinical interventions.

- Next is the clinical representation engine. This component is necessary because the output of the domain model is typically a set of numbers that must be translated into clinical observables: statements the patient would make about his/her disease ("I feel tired all the time . . ."), findings that could be appreciated on physical examination ("The patient is cyanotic . . ."), and test results ("Biopsy reveals a tumor . . .").

- The sensory pathways component takes the findings and creates portrayals of them that are actually seen, heard, or touched by the learner. This component can be seen as the visual reality aspect of the machine [Hoffman and Vu 1997; Satava and Jones 1998]. In a mature version of the machine, the learner will see the patient and hear his/her statements and experience his/her physical condition through sight, touch, and hearing. All of these presentations would change as the patient's condition changed, as directed by the domain model in response to actions taken by the learner and for natural evolution of the patient condition. The changes might occur in real time, as would be the case if the learner were using the machine to practice a procedure, or in compressed (simulated) time if the learner were using the machine to practice longitudinal management of a chronic disease.

- The scoring model is the basis of providing performance feedback to the learner. Although there are other ways of approaching this problem, the scoring model typically would compute what is the ideal action for the learner to take at any point in the simulation and compute an instantaneous "score" for learner through a metric that compares the ideal performance with what the learner actually did. In some versions of the machine, the knowledge encoded in the domain model can also be harnessed to power the scoring model.

- Lastly, a complete educational application using the machine must have a curriculum model. Since the machine's domain model can support learners' practice by constructing cases with specific problems and other characteristics, the curriculum model would represent the set of problems and characteristics on which all learners must have practice, and in which order. For each learner, the curriculum model would maintain records of which aspects of practice had actually occurred.

To illustrate how these components of the machine would interact to generate a comprehensive practice experience, we could follow the machine through one conceptual cycle of operation. This example is a bit simplistic, but illustrative of the concepts.

Ms. Smith, a medical student, is taking a rotation in clinical oncology and indicates to the machine that she wants to practice on a simulated case. The process begins with the curriculum model determining that she has not completed her minimum quota of practice on managing metastatic breast cancer. The machine may tell Ms. Smith at that point that she would like some further practice in breast cancer management. After an affirmative response, the domain model then generates a case of metastatic breast cancer, represented mathematically, subject to the constraints passed to it by the curriculum model. Because the domain model is inherently probabilistic, many features of the case presented to Ms. Smith are determined by chance and no two cases would be exactly the same.

- The clinical representation engine then converts the initial state of the patient to a set of clinical findings that can be made known to Ms. Smith, should she request them as part of her initial work-up of the patient.

Ms. Smith's work then begins. She is told that the patient is in her "clinic" and takes a history, performs an exam and runs tests on the patient. Only those patient findings actually requested by Ms. Smith would be revealed to her. This is mediated through the sensory pathways component of the machine. Ms. Smith would hear the patient's voice responding to questions, see (and, depending on the maturity of the virtual reality component of the machine, perhaps feel) the areas affected by the patient's previous surgery, and see the results of lab tests and imaging studies indicating metastatic disease. Based on Ms. Smith's initial work-up, she then puts the patient on a regimen of chemotherapy.

The domain model then computes the effects of the chemotherapy on the course of the patient's disease, mathematically modeling the growth of tumor cells, the reactions of these to the therapy, and any toxicity that may result from the therapy. The scoring model, in the meantime, has assigned and recorded a score (or scores) to the actions Ms. Smith has taken.

Assuming that the domain model determines that Ms. Smith's therapeutic regimen would cause toxicity, Ms. Smith would encounter the patient again when that toxicity had developed to the point that the patient would be symptomatic and would return to the clinic. At this later point in simulated time, the domain model will have generated a new set of mathematical parameters describing the patient's updated condition, and will have passed them to the clinical representation engine. The cycle of the machine's operation continues with Ms. Smith having the opportunity to examine the patient again, run more tests, and make decisions to manage the toxicity. Those decisions would be assigned a score, and the simulation would continue until the exercise was completed. Ms. Smith might indicate to the machine that she was finished, or the patient might die or become disease free after a sufficient period for the domain model to conclude a probable cure. It would then be possible for Ms. Smith to initiate a dialog with the scoring model, which would present her score and critique her performance. If Ms. Smith wished, she could run the simulation clock back to a point when her performance was sub-optimal, and play a "what if" game by trying something different and experiencing the consequences of her revised actions.

How the Machine Will Be Built

Is the example above science fiction? Partially, but on balance, not. Indeed, a primitive version of the simulator described above (see Figure 3) has been developed through the OncoTCap project at the University of Pittsburgh [Day et al. 1998]. A key innovative element of OncoTCap ... development for many specific areas of oncology of a domain model that is powerful enough to drive a simulation of the type described. Indeed, OncoTCap's domain model allows students to "play the game" without being prescribed earlier. They can try again, just to see if they can do better; they can do something wrong on purpose, just to see what happens or to practice managing the consequences; they can instruct the domain model to run two types of treatment, each with 100 simulated patients, to run a "clinical trial" to see which method is superior; and they can even change the parameters of the domain model to see what the world would be like if biology worked a bit differently than science currently thinks it does.

Other notable efforts to build elements of the marvelous machine are described below. Still, it is safe to say that building the marvelous medical education machine is rocket science. It is much harder then building a flight simulator, in part because of a major difference between aviation and medicine. As Dawson and Kaufman (1998) have observed, in medicine one must manipulate the environment whereas in aviation the goal is to avoid it. The problems of realistically representing clinical findings, and their evolution over time in the same patient, are enormous. When one leads on top of that, the virtual reality aspects of creating the sensation of actually interacting with the patient through all senses, the full magnitude of the challenges that lie ahead begins to come clear.

So how will the machine be built? First of all, it will be built
incrementally. Pieces of it already exist; other pieces will arrive in the near future, and in some sense it will never be complete. It will just get better and better over time. Second, it will be built domain by domain. The comprehensive unified mathematical model of human biology, the "Maxwell's Equations of biology," probably do not exist yet, and if they do, they are not likely to be discovered anytime soon. What we are therefore likely to see in near future are cancer simulators, anesthesia simulators, diabetes simulators, surgical simulators, etc. These domain-specific simulations will become increasingly sophisticated, and then at some point in the future, the models will become sufficiently powerful that simulations from different domains will begin to merge. Finally, the marvelous machine will be developed through collaborations among clinical domain experts and scientists in various disciplines. The clinical representation and sensory pathway components are problems that fall to computer scientists and engineers; domain modeling is work for computational biologists and researchers in artificial intelligence; the scoring and curriculum models are the purview of psychometricians and decision analysts.

Collaborative efforts to develop components of the marvelous machine abound. Many collaborations, some of which have created mature products, have been ongoing for many years. To cite just a few examples, two models of simulators for anesthesia have reached a high level of development [Norman and Wilkins 1996]. A group in London has developed a prototype marvelous machine for diabetes [Lehmann 1998]. Groups at Stanford and UC—San Diego have taken important strides in developing anatomical simulations that are the basis for building practice on clinical procedures into the marvelous machine [Hoffman and Vu 1997; Dev et al. 1998], as have groups at Mayo and Walter Reed Hospital in the specific area of GI procedures and endoscopy [Robb 1997]. It is important to acknowledge the CBX (Computer Based Exam) project of the National Board of Medical Examiners, which has created a comprehensive simulation environment of the U.S. medical certification process [Clauser et al. 1998] and an effort underway at the American Board of Family Practice to develop simulations driven by mathematical models [Sumner et al. 1998]. Algorithms that would drive a scoring module of the type described above have also been developed [Downs et al. 1997].

So while the marvelous machine as a whole does not exist, it is very safe to say that significant bits and pieces of it do exist and there are substantial reasons to believe that it can and will be built over time.

Conclusion: The Educational Research Challenges

A final piece of the challenge of the marvelous machine is the set of educational research questions that must be addressed if the machine is going to be built properly and its value and place in medical education thoroughly understood. By this I do not mean the
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