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Abstract

Researchers consistently fail to report reliability estimates for data used in their studies. This lack of reporting hinders appropriate evaluation and interpretation of data and may lead to inappropriate conclusions. Because reliability is inured to scores obtained from a test, and not the test itself, it is important to report score reliability in both measurement and substantive studies. Failure to report reliability estimates is an ill practice that plagues socio-science research and may undermine results across studies. Reliability Generalization (RG) is a meta-analytic method that looks at the reliability of scores from tests and helps to determine what is causing measurement error across studies. In short, RG has the potential to help researchers more accurately utilize specific tests and help to identify specific sample characteristics and other factors that influence and affect score data. The purpose of this present paper is to: (a) discuss the sample dependency of score reliability, (b) emphasize the importance of measurement, even in substantive studies, and (c) explain the premises and procedures of Reliability Generalization.
Tests are Not Reliable

One of the prevailing yet misleading beliefs among researchers is that tests are reliable. In fact, it is scores, and not tests, that are either reliable or unreliable (Thompson, 1995; Thompson & Daniel, 1996). The false presumption that tests are reliable has led to an underreporting of reliability estimates and a general dismissal of its relevance in research altogether. Reliability Generalization is an important meta-analytic method that may serve to correct this ill-practice, for its application highlights the relevancy and usefulness of reliability coefficients and links its importance to data interpretation. The purpose of the present paper is to: (a) discuss the sample dependency of score reliability, (b) emphasize the importance of measurement, even in substantive studies, and (c) explain the premises and procedures of Reliability Generalization, a new meta-analytic method that examines sources of measurement error variance across studies.

Invariably, even a cursory examination of the literature reveals researchers attesting that their "test is reliable" or making mention of the "reliability of [their] test" (Vacha-Haase, 1998). Thompson (1994) stated that this "language is both incorrect and deleterious in its effects on scholarly inquiry, particularly given the pernicious consequences that unconscious paradigmatic beliefs can exact" (p. 839). The inappropriate use of language, and subsequent confusion about the issue, is encouraged when researchers claim that their "test is reliable"
without calculating the exact reliability on their data. Thompson (1992) warned that,

this is not just an issue of sloppy speaking—the problem is that sometimes we unconsciously come to think what we say or what we hear, so that sloppy speaking does sometimes lead to a more pernicious outcome, sloppy thinking and sloppy practice. (p. 436)

For example, the recent report from the APA Task Force on Statistical Inference (Wilkinson & the Task Force on Statistical Inference, 1999) presents contradictory information concerning score reliability. Correctly, the report stated, "It is important to remember that a test is not reliable or unreliable. Reliability is a property of the scores on a test for a particular population of examinees" (p. 597). Unfortunately, the very next paragraph incorrectly begins with "[b]esides showing that an instrument is reliable . . ." (p. 597).

This inconsistency highlights the pervasive nature of misconceptions surrounding score reliability. Even well-respected textbooks present misleading information. For example, Kerlinger (1992) defined reliability as "... the accuracy or precision of a measuring instrument"(p. 405). Further, to illustrate, he gives the example of a sportsman, who, in attempting to determine the firing accuracy of two guns, places the guns on two fixed bases. Then, they are "zeroed in" by a sharpshooter and equal rounds are fired at matching targets for comparison (p. 405). However Thompson (1994), Vaccha-Hasse (1998) and others would rebuff this
example, for measuring instruments can yield both reliable and unreliable scores and this definition, like others, fails to address what other factors (e.g., wind velocity, accuracy of the sharpshooter, etc.) could have impacted the results as well. Hence, although tests are important and do impact scores, they do not do so exclusively. Other factors influence score results and must be considered by researchers as well.

This "unconscious paradigmatic belief" to which Thompson (1994, p. 839) alluded assumes that tests, in and of themselves, are responsible for score reliability. The assumption follows that if a test yielded reliable scores in the past, then certainly it will yield reliable scores in the future. The assumption is faulty. It has repeatedly been argued that reliability is a function of scores and not tests (cf. Pedhazer & Schmelkin, 1991; Thompson, 1994; Vacha-Haase, 1998). Accordingly, the scores obtained from a given test are dependent, at least to some degree, on the characteristics of the sample tested. As sample characteristics change, it is very possible (even likely) that score reliability estimates will fluctuate even when using the same test under identical testing conditions. (It is important to note here that other issues, such as testing conditions, may also impact score reliability.) Reinhardt (1996) explained that "[b]oth the characteristics of the person sample selected and the characteristics of the test item can affect coefficient alpha" (p. 6).

To illustrate that reliability (coefficient alpha) is
heavily impacted by sample characteristics, a brief hypothetical example is employed here. Assume that a test was given to two samples, one of which was very homogeneous on the trait tested, and the other being very heterogeneous on the trait of interest. It is intuitive that these two samples would possess very different total score distributions. The homogeneous sample, no doubt, would have a smaller total score variance than the heterogeneous group. After all, if persons in the heterogeneous group actually differed greatly on the trait of interest, then their total scores would vary considerably (assuming the test was well designed).

Table 1 presents scores for six persons on five items for these two types of samples. Items are scored right (1) or wrong (0). As theoretically expected, these data yielded a larger total score variance and coefficient alpha for the heterogeneous group ($s^2 = 3.50; \alpha = .83$) than the homogeneous group ($s^2 = .30; \alpha = -5.00$).

As noted by Thompson (1994), "The same measure, when administered to more heterogeneous or more homogeneous sets of subjects, will yield scores with differing score reliability" (p. 839). Reliability, then, is not inured to tests, but to other influences, including sample characteristics. The data in Table 1 illustrate this possibility. Cronbach's coefficient alpha (1951)
differed in the example because alpha is impacted by the ratio between the sum of the item variances and the total test variance. Generally, as item variance decreases and total variance increases, reliability estimates will increase. As such, tests given to heterogeneous groups are likely to yield more reliable scores than tests given to people who are common on the trait of interest. Readers are referred to Reinhardt (1996) and Thompson (1999) for detailed treatments of this ratio including explanations of why alpha can have a negative value. In brief, however, the negative value is a product of the alpha formula itself (below) and is paradoxical since alpha is a variance-accounted-for statistic in a squared metric.

\[
\alpha = \left( \frac{n}{n-1} \right) \frac{SD^2}{SD^2_I} - \frac{\Sigma_{j=1}^n SD^2_j}{SD^2_I}
\]

Theoretically, scores are considered more reliable when they correctly order persons on the trait of interest. If persons with more of the trait (e.g., knowledge of math) score higher than persons with less of the trait, then the scores are considered accurate (reliable). In test-retest situations, the theory is clearly illustrated. If Susie, for example, really is knowledgeable at math, then she should score high in both testing conditions. If she does not, then her scores are considered less reliable (accurate). As such, the total score variance plays an important role in coefficient alpha estimates. The greater the total score variance, the more likely the sample is ordered correctly on the trait of interest, thereby honoring the
theoretical assumptions of score reliability.

Since reliability may vary (and likely will) from sample to sample, then it is important that researchers report reliability estimates for their data in all studies. Unfortunately, many researchers fail to cite or even recognize the importance of reporting score reliability (Thompson, 1994; Vacha-Haase, 1998). This problem is quite pronounced. In a review of the common reporting practices of three major research journals over a period of 7 years (1990-1997), Vacha-Haase (1999) reported that 64% of the articles did not provide reliability coefficients for their data, and one-third of the articles ignored the issue altogether by not even mentioning reliability of scores. When reliability is not reported, the reader is left to guess whether the scores used in the current study were reliable. Since scores, and potentially reliability, will change with future samples, references to score reliabilities in test manuals or prior studies do not help the matter. Out of the many articles that do not report reliability for the data in hand, one may begin to question the stability of reliability across studies for a given test. For example, Vacha-Haase (1998) found considerable variability in reliability coefficients for the Bem Sex Role Inventory (Bem, 1974) and noted that "absent an expectation that authors will routinely report reliability coefficients for their data, one is left to wonder if a 'file drawer' problem regarding such results might mean that reliability coefficients . . . [are] even more variable [than observed]" (pp. 14-16). Willson (1980)
stated 20 years ago that the lack of score reliability reporting was "inexcusable at this late date" (p. 9).

The Importance of Measurement

Researchers who do not report the reliability of their scores are making assumptions about their data and, as a result, are potentially drawing unwarranted and misguided conclusions that would otherwise change if they examined score reliability in the context of their data. The problem is perhaps attributable to the perceived irrelevancy of measurement issues in sociobehavioral research. Some time ago, Kuder (1941) observed that measurement is nearly disregarded. As researchers, measurement issues are not uniformly taught nor is the importance of score reliability demonstrated prior to interpreting and reporting results in the literature. As Pedhazur and Schmelkin (1991) noted,

Measurement is the Achilles' heel of sociobehavioral research. Although most programs in sociobehavioral sciences, especially doctoral programs, require a modicum of exposure to statistics and research design, few seem to require the same where measurement is concerned. . . . It is, therefore, not surprisingly that little or no attention is given to properties of measures used in many research studies. (pp. 2-3)

Consequently, there exists a systemic problem in socioscience research in which the failure to interpret findings in light of score reliability coefficients may adversely impact conclusions.
Nunnally (1982) cautioned against this practice when he noted that "if we rely solely on the testing instrument, or how the researcher used the test, the reality of results is limited" (p. 1589).

Importantly, score reliability "is critical in detecting effects in substantive research" (Reinhardt, 1996, p. 3). If, for example, two variables are correlated and either of the variables was measured in a manner that yielded perfectly unreliable scores, then the resulting effect size (i.e., squared correlation) is inescapably zero. At this point, of course, the correlation cannot be statistically significant, regardless of the size of the sample and observed statistical power. Outside of perfectly unreliable scores, the degree that measurement problems will affect effect sizes can be estimated. Locke, Spirduso, and Silverman (1987) noted that "the correlation between scores from two tests cannot exceed the square root of the product for reliability in each test" (p. 28). As Reinhardt (1996) observed, thus, if a researcher is correlating scores having a reliability of .9 with scores having a reliability of .6, the correlation cannot exceed .73. Prospectively, researchers must select measures that will allow the detection of effects at the level desired; retrospectively, researchers must take reliability into account when interpreting findings. (p. 3)

When one set of scores has a .50 alpha and the second set of scores has .60 estimate (which is probably not terribly
uncommon), the attenuation is worse, limiting the possible
correlation to .55 \([r^2 = .30]\). In this case, only a little over
one-half of the variance in the dependent variable is going to be predictable, regardless of the true relationship between the
variables. Certainly, measurement properties must be considered
in result interpretation.

Yet, it is common practice not to examine results in light
of reliability. When trying to replicate findings, researchers
may arduously set up a matching study with similar conditions
using the same dependent variables, independent variables, and
sample size, and ponder over why their results did not replicate.
However, if the researchers had reported score reliabilities,
they could have observed not only the conditions under which the
results may be replicable, but also the potential attenuation of
replicability due to poor score reliability that impacted their
results.

Vacha-Haase (1999) emphasized that "score reliability is
critically important, even in substantive studies . . . because
the score reliability of the data being analyzed directly affects
. . . results and possible interpretations of such results" (p.
335). It is very possible that some studies draw certain
conclusions when, if score reliability were considered, the
results would have painted a different picture altogether. As
noted by Pedhazur and Schmelkin (1991), assuming reliability is
inured to the test is "inappropriate and potentially misleading"
(82). The problem is exacerbated by ignoring the fact that
scores, not tests, account for reliability or unreliability. Keep in mind that "a single instrument can produce scores which are reliable or unreliable....[Thus], reliability is a property of scores on a test for a particular group of examinees" (Rowley, 1976, p. 53). Researchers, before drawing conclusions, must (not should) report and consider score reliability. As Thompson (1990) emphasized, "[M]easurement integrity is critical to the derivation of sound research conclusions" (p. 585). In other words, if we ignore what is influencing the reliability of our scores in research, then the inferences that we are drawing from our findings are potentially flawed.

Reliability Reporting and Journal Policies

Fortunately, there has been some, albeit little, movement in the field regarding the need to report reliabilities. While the dialogue concerning the issue is not new, actual reporting practices have changed little. Furthermore, it is unlikely that reporting practices will change unless the editorial policies of journals mandate that reliability be reported for the data in hand. As gatekeepers of what research gets recognized, journal editors should examine their policies regarding score reliability and emphasize (even require) that reliability estimates be reported and that results be interpreted in light of such estimates. At present, several journal, including Educational and Psychological Measurement, Journal of Applied Psychology, and Journal of Experimental Education, either require or strongly encourage as part of their acceptance criteria, that score
reliability be reported along with effect sizes (Vacha-Haase, 1999). This growing trend will hopefully encourage further emphasis on measurement properties and promote customary use of this reporting practice in the field.

Vacha-Haase’s Reliability Generalization

In addition to journal policies emphasizing the relevancy of score reliability and its link to data interpretation, interest in score reliability has increased due to Reliability Generalization (RG). Vacha-Haase (1998) introduced RG as a new meta-analytic method that explores sources of measurement error across studies which employ the same instrument. RG examines the “mean measurement error variance across studies and . . . the sources of variability of these variables across studies” (Vacha-Haase, 1998, p. 7). RG is akin to the renown validity generalization method (see Hunter & Schmidt, 1990; Schmidt & Hunter, 1977). In fact, “the same premises and methods [used in validity generalization] can be applied to study score reliability” (Vacha-Haase, 1998, p. 9).

In RG, the study becomes the unit of analysis, and the reliability estimate becomes the dependent variable. It is then possible to explore variation of reliability estimates for a given instrument across studies and to determine what study characteristics (e.g., sample size, test form, etc.) can predict the variation. Unlike validity generalization, which examines to what “degree . . . validity obtained in one situation can be generalized in another without further study” (Rafilson, 1991, p.
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RG is a meta-analytic technique that assesses the measurement error variance and, importantly, defines for the researcher where these variances may lie within the sample (Vacha-Haase, 1998). In other words, conducting an RG study provides information about what is potentially causing measurement error across studies using an instrument. For instance, length of the test could predict reliability variation. Typically, as a test increases in length, it yields more reliable scores. However, as Thompson (1990) noted, when discussing the Bem Sex Role Inventory (BSRI, Bem, 1974), the short version (20 items) generally yields more reliable scores on the feminine scale than the long version (40 items). Vacha-Haase (1998) empirically validated this observation through an RG study of the BSRI. RG helps to determine these types of critical factors that impact scores across studies and enables researchers to ultimately determine what may affect score reliability when a particular instrument is used. Further, with these types of influences identified, RG may help researchers draw more accurate conclusions and interpretations about score results.

What is Reliability Generalization?

In reliability generalization, the first step is to assemble studies that utilize a specific instrument in analyzing and computing results, such as the BSRI that Vacha-Haase (1998) used in her introductory article describing the RG method. Of course, any achievement or attitudinal instrument could be utilized. As a meta-analytic method, RG does necessitate that enough studies
using the instrument of choice have been published to justify synthesis of research. For example, Vacha-Haase (1998) located 628 articles utilizing the BSRI.

Once the studies are collected, the articles are analyzed for correctly reported reliability estimates. It is important to separate the articles in categories of reporting because researchers vary in how and whether they report reliability coefficients. In the test case, Vacha-Haase (1998) separated her studies into three categories. The first category of studies (65.76%) reported no reliability; the second category reported reliability estimates from the test manual or prior studies (14.65%) or mentioned reliability as being reported elsewhere but specific coefficients were not reported (6.53%); the third category of studies did calculate reliability estimates for the researched data and reported coefficients (13.06%). The Reliabilities from the third category of studies were used as the dependent variable in the RG analysis (Vacha-Haase, 1998). It is important to emphasize that of the 628 studies using the BSRI, 546 (roughly 87%) did not report reliability coefficients for the data in hand. Since they failed to provide reliability for the data in hand, these studies were excluded from the RG analysis.

Once studies are identified, the reported articles are then coded for specific and well thought-out “study characteristics” that potentially can affect the variance of scores across the studies. For instance, it would be expected that if you gave a psychological profile test to a group of depressed patients
(homogenous), and you administered the same test to a group of college students (heterogeneous), the results of the depressed patients would yield less variant scores, and thus lower score reliability, than the heterogeneous group. Therefore, when determining "study characteristics", it is vital to determine what could be impacting and creating errors across studies. Other examples of characteristics include, but are not limited to, population types (e.g., clinical v. general) type of scale used; (e.g., Likert), language used, length of test, type of reliability coefficient used, and a variety of sample characteristics such as ethnicity, age, education, and gender.

Coding Data for RG

Once determined, the selected characteristics are dummy coded. An important consideration is to code for characteristics that capture contrast in the data. Remember, RG explores errors across studies and potential causes for those errors. Hence, an example of coding for RG could be by gender: male (0), female (1), and mixed (2). In addition, population type could be coded as a clinical population (1) and a non-institutionalized population (0). Other examples include: non-degreed participants (1) v. degreed participants (0); blacks (1) v. non-Blacks (0); 7-point Likert scale (1) v. 5-point Likert scale (0). Again, coding should be based on the type of instrument used and what differences one is attempting to make known. Vacha-Haase's (1998) study examined 11 different study characteristics.

Once all study characteristics are properly identified and
coded, regression (or some other general linear model analysis) is then run to determine which of the identified study characteristics are related to variation in reported reliability estimates, and thereby identify potential sources of measurement error for test across studies. Importantly, both beta weights and structure coefficients are then examined to determine the best predictors of reliability variation, thereby assessing what study characteristics tend to contribute to measurement error. When an instrument consists of more than one subscale, then it may be preferable to use a multivariate analysis such as canonical correlation. Reliability estimate fluctuation can (and should) also be examined descriptively, perhaps through a box and whisker plot or some other graphical representation. In Vacha-Haase’s (1998) BSRI study, the data told two stories in the box and whisker plot: (a) the reliability coefficients for the Feminine scores were higher than those for the Masculine scores, and (b) for both scales, reliability coefficients were "fairly variable across studies" (p. 14). For example, Figure 1 graphically presents results of a hypothetical RG study for a self-referent test containing three subscales: self-esteem, self-image, and social-self. The RG study examined 15 different articles using the three subscales.

In this example, scores on the self-esteem variable generally had high reliabilities. Estimates for the self-esteem
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...subscale were also relatively homogeneous across studies. For self-image, there was a considerable range of reliabilities reported across studies (.49 to .89). Also, variability of estimates was greater for scores from the self-image subscale than the self-esteem variable. One would have less confidence that the self-image subscale would always yield reliable scores. Finally, the range of score reliabilities for the social self variable was similar to the self-image subscale (.50 to .90). However, the social-self subscale exhibited the greatest variability between the 25th and 75th percentile. Again, as with self-image, one should use caution and not assume that the social-self subscale would always yield reliable scores. Of course, one should never assume such. For instance, even for the self-esteem variable, one of the studies reported a marginal alpha of .50, despite the fact that the subscale generally yielded acceptable score alphas in other studies (see outlier observation in the boxplot).

Why is Reliability Generalization Important?

In Vacha-Haase’s (1998) initial RG study, several study characteristics predicted variation in the reliability estimates, including the type of coefficient used (alpha or KR v. test-retest), sample size, and test length. The long form of the test tended to produce less reliable scores than the short form of the test for the Feminine scale. Of course, some study characteristics were not predictive (e.g., 5 v. 7 point Likert scale). These results are important not only for those
considering the use of the BSRI instrument in the future, but also regarding the use of RG as a method to examine score reliability across studies. RG may very well foster a greater understanding of various testing instruments and what influences results when employing them. Furthermore, RG adds to the growing support that reliability coefficients must and should be considered, analyzed, and reported. As a meta-analytic method, RG spotlights the considerable variation in score reliability that can occur across studies using the same instrument. Understanding what influences on score reliability may also guide researchers in creating better tests that yield more reliable scores. For instance, the confirmation that the short form of the Feminine scale of the BSRI tends to yield more reliable scores is significant. And, equally important, the use of a 5 v. 7 point Likert scale had no impact on score reliability on the BSRI. But, do such results necessarily hold true for other instruments? Of course not. Accordingly, as researchers, it is crucial that we investigate these and other potential factors which could impact score reliability. RG provides a means of doing just that.

While Vacha-Haase’s (1998) original RG method only included studies that reported reliabilities for the data in hand, a recent extension of the method also includes those studies that fail to report reliability but do report the mean and standard deviation for the scale of interest. Using the KR-21 reliability formula, Henson, Kogan, and Vacha-Haase (2000) estimated score reliability for those studies employing the Teacher Efficacy
Scale (Gibson & Dembo, 1984) that did not report reliability for the data in hand (see Kuder & Richardson, 1937 for discussion of the KR-21 formula.) If KR-21 is used to estimate reliability, then RG can then include a great many more studies in its analysis. Theoretically and as a caution, KR-21 "may be expected to give an underestimate of the reliability coefficient in situations not favorable for its application" (Kuder & Richardson, 1937, p. 159). The newest extension of RG will be able to empirically evaluate this assumption as well as more closely evaluate the impact of sample characteristics (e.g., homogeneity v. heterogeneity) on score reliability.

Interested readers are also referred to an upcoming issue of *Educational and Psychological Measurement* (EPM, Vol. 60, slated for April 2000) in which several RG studies will be published. Given the infancy of RG as a method, the apparent utilization of the approach is encouraging. The upcoming EPM issue includes three RG studies, one on the Beck Depression Inventory and two concerning the NEO personality scales (cf. Caruso, 2000, Viswesvaran, 2000; Yin & Fan, 2000). In addition, the issue will present a critique of RG as a method (Sawilowsky, 2000) and a thoughtful response by EPM's editor and Vacha-Haase (Thompson & Vacha-Haase, 2000).

In short, RG informs researchers about reliability variation across studies using a particular instrument. It identifies what factors are related to measurement error within either the test itself or the sample used. Moreover, RG has the potential to
allow for better construction and administration of tests and may facilitate more thorough and complete discussions of score reliability in the literature.
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Table 1
Hypothetical Data for Heterogeneous and Homogeneous Samples

<table>
<thead>
<tr>
<th>Person/ Statistic</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Total Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Heterogeneous Sample</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Item s²</td>
<td>.14</td>
<td>.22</td>
<td>.25</td>
<td>.22</td>
<td>.14</td>
<td></td>
</tr>
<tr>
<td>Total s²</td>
<td>3.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>alpha</td>
<td>.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| **Homogeneous Sample** |   |   |   |   |   |             |
| 1                 | 0 | 1 | 0 | 1 | 0 | 4           |
| 2                 | 1 | 0 | 1 | 0 | 1 | 3           |
| 3                 | 0 | 1 | 0 | 1 | 0 | 4           |
| 4                 | 1 | 0 | 1 | 0 | 1 | 3           |
| 5                 | 0 | 1 | 0 | 1 | 0 | 4           |
| 6                 | 1 | 0 | 1 | 0 | 1 | 3           |
| Item s²           | .25 | .25 | .25 | .25 | .25 |               |
| Total s²          | .30 |                      |
| alpha             | -5.00 |                     |

*Note.* This illustration is adapted from Reinhardt (1996) and Thompson (1999).
Figure 1:

Hypothetical RG Study Results
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