A study was conducted to explore empirically the effect of different definitions of the target examinee on the judgment of panelists setting a passing score. Two cut score studies were done in a school district for the same test within a 6-month period, and different definitions of the target candidate were provided for each study. In October 1998, 15 teachers, all of whom were middle school or high school mathematics teachers, participated in the first standard setting exercise. The target student was called the "Barely Master Student," a student whose skills are sufficient to justify graduation, "but just barely." The methods and procedures for the April study were essentially the same, but the target examinee was designed to be more skilled. The 10 panelists who participated in both studies typically set higher standards when the target student definition represented a more skilled student. The findings suggest that under the same conditions, cut scores can be very reliably set across time and panels, but when elements of the cut score study change, the cut score may change accordingly. (SLD)
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Mills, Melican, and Ahluwalia (1991) advocate strongly for having panelists who participate in standard setting studies reach a consensus about the characteristics of the examinees who are at the cut score (i.e., the definition of minimal competence). In reaching consensus, they advocate the development of a set of behavioral characteristics that can be used to describe these target candidates. Mills, et al. suggest that agreement among panelists will result in a more defensible cut score, especially when using a test-centered model (e.g., Angoff, 1971) for setting the cut score. Their rationale is that if all panelists have similar examinees in mind, then panelists will have a reference set of behavioral characteristics to use when examining and judging individual test items.

Berk (1996) reinforces this need for extensive training. He cites others who have made similar statements (e.g., Melican and Mills, 1986; Mills, Melican, and Ahluwalia, 1991). Reid (1991) although offering no evidence that training is effective, suggests that effective training will lead to item judgments that are stable over time. Berk (1996) offers a set of criteria to be used in evaluating the
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validity of the standard setting process. One criterion he proposes is the inter- and intra-judge consistency of standards. A similar criterion is proposed by Kane (1994) who suggests that this reliability concern is a necessary condition for providing evidence of the validity of the cut score process.

Several studies have looked at both the impact of training judges in the description of the target candidate, and in the extent inter and intra judge consistency can be attained. For example, Fehrmann, Woehr, and Arthur (1991) examined the consistency and reliability of the cut score under different conditions of defining the target examinee. They found that panelists who were either provided with a well-defined frame of reference, or who developed a consensus-based definition (both strategies are consistent with the methods proposed by Mills, et al., 1991) produced a more consistent and reliable cut score than did a group who had no frame of reference.

More recently Plake, Impara, and Irwin (1999) reported on a study in which panels of judges set cut scores on tests consisting of a small subset of the same items across two years. Using only the set of common items the two panels from one year to the next set essentially the same cut score. Some panelists were on both panels and these panelists were split out from the total group and the repeating panelists and first time panelists were analyzed separately. Both groups set essentially the same cut score on these items in the second year and the panelists who had been on the previous year's panel set essentially the same cut score on these items both years. This suggests that given the same training and the same definitions of the target candidate, that panelists can demonstrate
both inter and intra judge consistency. The methods recommended by Mills, et al. (1991) to define the target examinee were followed in both years.

Giraud (1999) examined qualitatively how panels composed of public school teachers attended to the process and training in several standard-setting studies that employed a modified Angoff method. The teachers indicated that the process of defining the target examinee was very important and they referred back to the behavioral definitions frequently when making item-rating judgments. Teachers indicated they were able to set aside their personal judgments of what constituted competence in order to comply with the specific definition provided by the school system (as presented by the study facilitators).

These studies suggest a) that the judges attend to the training and were sensitive to the definition of the target examinee, and b) that similar training and definitions will result in judges making equivalent judgments on separate occasions. Of interest is whether providing different definitions of the target examinee in the context of training will result in judges making different judgments concerning the performance of the target examinee.

The purpose of the present study was to examine empirically the effect of different definitions of the target examinee on the judgment of panelists. This study was done in a medium-sized mid western school district. Two cut score studies were conducted for the same test within a six-month period. Different definitions of the target candidate were provided for each study. Approximately two-thirds of the panelists in the first study also participated in the second. The procedures and definitions of the target examinees are described below. The results of the two cut score studies are described and discussed.
Methods and Procedures – October, 1998

In October, 1998 a panel of 15 teachers participated in a standard setting study in which a modified Angoff (1971) method was used to set a cut score. These 15 teachers (all of whom were middle or high school mathematics teachers were selected (and who volunteered after being selected) by the school system such that they collectively represent a cross section of the district’s teachers and their classes represent a cross section of the district’s students. An attempt was made to insure that all participating teachers had at least three years of teaching experience and at least two years (the current year and last year) teaching mathematics to ninth grade students.

The High School Mathematics Proficiency Examination used as a graduation examination in mathematics is in its third version. The current version of the examination is believed to be of sufficient psychometric quality to be used as one way for students to demonstrate their readiness, in mathematics, to graduate from high school. The test development efforts over the past several years have involved many individuals (teachers, specialists, and parents) in the school system. The objective of administering this test is to classify students into only two categories: those who demonstrate mathematics performance sufficient to graduate from high school and those whose performance is insufficient.

The content of the mathematics test includes 15 multiple-choice items, five short-answer items (all are computational and require students to show their work), and three long-answer items (all computational, multi-step problems, that
require students to show their work). The test is administered over a two-day period; Parts 1 and 2 (the multiple-choice and short-answer questions) are administered in a 45-minute period the first day. Part 3 is administered in a 30-minute time frame on the second day. Items in each part are weighted such that each part carries equal weight in computing the total score. Specifically, the 15 multiple-choice items each count 2 points, the 5 short-answer items each count 6 points, and the three long-answer items each count 10 points.

The modified Angoff method entails using teachers to examine each item on the test and estimate how a typical “Barely Master” student will perform on that item. The training is described followed by a description of the process used to make performance estimates for multiple choice items. That description is followed by a description of the variation in the method used for constructed response items as it was used in this study.

Training of panelists

The panelists were provided an overview of the activities to be done, including an overview of the Angoff to be used in this study. Once the panelists indicated that they understood the basic structure of the standard setting method, the initial training for the panelists began. The initial training consisted of providing the teachers with a description of the target student that was adopted by district staff to be acceptable. This target student was called the Barely Master Student (BMS), and was defined as follows: “The student can complete some appropriate mathematical tasks independently and can get by on other tasks with normal help from the teacher or other adult. This student is one
who can do most assigned tasks, but only after careful introduction, help in some problem solving steps, and considerable effort on the student's part. The student's skills are sufficient to justify graduation, but just barely."

After presenting this definition to the teachers, they were asked to visualize a specific BMS with whom they have interacted and to describe what characteristics would make mathematics tasks easy or difficult for that student. All panelists indicated they had such a student in mind for this exercise. The purpose in seeking descriptions of the BMS in mathematics at grade 9 was so that all panelists would have a common understanding of such students. Easy and difficult tasks were listed for each topic within the Table of Specifications (TOS) independently. The majority of characteristics listed were descriptions of specific skills that might be tested. An example of an easy task was: Perform direct single step word problems. An example of a difficult task was: Perform multi-step word problems.

Following this development of a behavioral description of the target student, teachers were provided a set of practice items on which the Angoff procedure was practiced. These practice items, six multiple choice and 2 short answer, had been administered in the school system and had item performance characteristics (p-values) similar to the operational items.

Angoff Ratings for Multiple Choice Items

For the High School Mathematics Proficiency Examination multiple choice items, teachers were asked to conceptualize (after a training activity) a specific barely master student they had taught. Keeping this student in mind, they were
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directed to indicate, for each multiple-choice item, whether the student they had in mind would answer the item correctly or not (Yes or No) as described in Impara and Plake (1997). This was done for each multiple-choice item the teachers rated. After an initial rating, actual performance data from a sample of almost 800 students was provided to the teachers and they were asked to make a second estimate that could be either the same or different from their first estimate (the data provides a reality check to ensure that expected performance is not set either unrealistically high or low because the teacher has misjudged how hard or easy the item actually is). The cut score is based on the second estimate. It is calculated by summing, for each teacher, the number of “yes” items and then averaging these values across the teachers.

Angoff Ratings for Constructed Response Items

For the constructed response items, a paper selection method was used. This method required panelists to read a set of anchor papers (described below) and identify the papers that either represent the performance of the target student (the barely master) or, if no papers are shown that exactly match that performance, then two papers are selected that “bracket” the performance of the target student. Teachers were not advised of the scores on the anchor papers. The teachers were then provided actual performance data regarding the average score for students on that question, or set of questions, and also the cumulative percent of students at each of the score points (an estimate of the percent of students who would pass or fail at each score point). After being provided data on the average score and the distribution of scores, teachers were asked to review
the anchor papers a second time and make a final decision about which papers either represented, or bracketed, the performance of the target student. The cut score for an item was the average score across all teachers for the papers they selected in their second ratings.

The district staff selected anchor papers for each constructed response item. Specifically, a set of anchor papers was selected for each item prior to the standard setting workshop. At least two papers at each score point were provided. The anchor papers were selected such that they met the following criteria:

1. Selected papers are representative of student responses at that score point. That is, if most students made a particular error that resulted in a particular score, then that error should be reflected in the anchor papers. If a specific score resulted from several different answer strategies, then as many of the different answering strategies should be represented as possible. The occurrence of multiple strategies was most likely to occur in the mid-ranges of scores, as very low or very high scores were mostly all correct or all incorrect.

2. Selected papers are scored correctly and accurately. The basis for scoring was not to be an issue.

3. Selected papers are written legibly and darkly enough that they could be photocopied.
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Methods and Procedures – April, 1999

The methods and procedures for the April study were essentially the same as those used in October. The differences were in the way the target student was described and in the number of panelists. Teachers were not told what their individual cut scores were in either October or April.

The school district staff wanted to change the definition of the BMS for the April meeting. They felt the definition used in October was targeted too low and that it would be difficult to justify the outcome of that definition in the context of using the results of the test as a high school graduation demonstration at grade 9. The new definition of the BMS was: “The barely master student is able to solve some multi step application problems using a numerical or 'brute force' method, but has difficulty using traditional algebraic methods. The barely master student can solve most algebraic, geometric, or simple arithmetic applications that are not embedded in context (e.g., percent, proportion, probability, mean). The 'Typical' barely master student is in ninth grade algebra and demonstrates the skills necessary to earn a grade of 'C+' or 'C'. Or, the 'typical' barely master student is a very strong transition math student, e.g., a student who demonstrates the skills necessary to earn a grade of 'A'.” It is important to note that the district staff, who developed this definition, intended it to describe a more skilled examinee than the previous definition. This perception seems to have been shared by the teachers who, for example, described the April BMS as a student who is able ‘to
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solve some multi step application problems" which was one of the behaviors an October BMS would find difficult.

In April there were 20 panelists. These panelists were selected using the same criteria that were used in October. Ten of the panelists in April had also participated in the October study. It is the data from these ten panelists that is of interest in this paper.

Results and Discussion

This study was intended to examine the extent that teachers would set a consistent cut score when provided different definitions of the target examinee, but when the purpose of the test is ostensibly the same. The perception of the school district staff was that that the second definition (for the April study) defined a more skilled student and would result in a higher cut score, resulting in more students scoring below the cut.

The expectation that both the new and the repeating panelists (i.e., the panelists who participated in both October and in April) would set a higher cut score in April was realized. Table 1 shows the cut scores for both October and April for all panelists combined, for the panelists who participated in only one study, and for the repeating panelists.

The October cut score for the 10 repeating panelists was 50.20 (SD=5.9). In April, just six months later, these panelists set a higher cut score 55.80 (SD=11.64). Also of interest was the almost 4-fold increase in the variance from October to April for all panelists, but which was greatest for the repeating panelists. The new panelists in April also set a higher cut score than did the non-repeating panelists in October.
The repeating panelists are typically setting higher standards when the target student definition is representing a more skilled student. Therefore either the higher standard set in April was due to the panelists being basically more stringent, without regard to the target candidate skill level or because the panelists were being sensitive to the higher skill level of the target candidate. Data from the repeating panelists suggests two possible explanations. First, we can infer that either the repeating panelists set different performance standards as a function of the different target skill level as defined in the training. Second, that the repeating panelists were familiar with test items and may believe the items are of relatively low difficulty without regard to changes in the definition of the target examinee. The second option can be discounted for two reasons. First, the work reported by Plake, et al. (1999) suggests that panelists who repeat and are provided consistent definitions of the target examinee set the same cut score. Therefore, it does not appear that repeat exposure to the same items distorts panelists' estimates of item difficulty for the target examinee. Second, the panelists in both October and April were provided with the same item p-values for the total group of examinees, thus the item difficulties were known for at least the average 9th grade student across the school district (including transitional, algebra, and a few geometry students).

As shown in Table 2 only three repeating panelists had lower values in April. One of these three was the panelist with the lowest value in October and this panelist had an even lower cut score in April (moving from a cut score of 38 to a cut score of 32. The largest change was exhibited by panelist 2, whose April
cut score was 22 points higher than his/her October cut score (moving from 44 to 66). Panelist 2 was accompanied by two other panelists who made a substantial change. We presume these changes were made as a result of the revised definition. It would have been interesting to interview these ten panelists after the study to learn more directly why they made such dramatic changes. These wide swings, as shown in Table 2, resulted in the substantially larger variance in April than in October.

Table 2 about here

Conclusions

Teachers who participate in a cut score study on the same test but at different times using different “mastery” definitions set a different cut score. Giraud (1999) found that teachers indicated they attended carefully to the definition of the target examinee. Moreover, he reported that discussion about the behavioral characteristics of that examinee were helpful to teachers in making decisions about their estimates of item performance. Intensive training has been advocated (Mills, et al., 1991, Fehrmann, et al. 1991) and such training clearly makes a difference in how teachers perceive of the target examinee. Because these teachers were not asked explicitly if they perceived that the April definition was more rigorous than the October definition of the target examinee, it is not clear how all the teachers interpreted the definition of the Barely Master Student on each occasion. Three of the teachers may have felt the October definition was the more rigorous because their October cut scores were higher than the cut scores they set in April. The remaining teachers, however,
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appeared to interpret the new definition as more rigorous and they set a higher cut score.

We can conclude from this that under the same conditions (definitions, methods) cut scores can be very reliably set across time and panels (Plake, et al., 1999), when elements of the cut score study change, then the cut score may change accordingly. Thus, cut scores are context dependent and constructed based on judges’ interpretation of the definition provided and by the discussion that fleshes out that discussion in more behavioral terms. There may also be a sensitivity of the judges to the desires of the district regarding the impact of the cut score. One interpretation of these findings is that perhaps cut scores are a product of both expert deliberations and the nature and content of the training these experts receive. Facilitators of cut score studies need to be sensitive to the definitions used in the training and to the processes used to obtain behavioral descriptions of the target examinees.
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Table 1. Cut scores from the total panel and the non-repeating and repeating panelists for both October and April.

<table>
<thead>
<tr>
<th>Panel</th>
<th>Cut Score (St. Dev.)</th>
<th>Median</th>
<th>Min/Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oct. – Full (N = 15)</td>
<td>49.30 (6.17)</td>
<td>51.50</td>
<td>38/56</td>
</tr>
<tr>
<td>Oct. – Non repeaters</td>
<td>47.75 (7.41)</td>
<td>49.50</td>
<td>38/54</td>
</tr>
<tr>
<td>Oct. – Repeaters only</td>
<td>50.20 (5.90)</td>
<td>51.50</td>
<td>38/56</td>
</tr>
<tr>
<td>Apr. – Full (N = 20)</td>
<td>52.80 (10.84)</td>
<td>53.00</td>
<td>31/72</td>
</tr>
<tr>
<td>Apr. – Non repeaters</td>
<td>49.80 (9.62)</td>
<td>52.00</td>
<td>31/61</td>
</tr>
<tr>
<td>Apr. – Repeaters only</td>
<td>55.80 (11.64)</td>
<td>57.50</td>
<td>32/72</td>
</tr>
</tbody>
</table>

Table 2. October and April cut scores for repeating panelists

<table>
<thead>
<tr>
<th>Panelist #</th>
<th>October</th>
<th>April</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>44</td>
<td>66</td>
<td>22</td>
</tr>
<tr>
<td>2</td>
<td>54</td>
<td>72</td>
<td>18</td>
</tr>
<tr>
<td>3</td>
<td>51</td>
<td>67</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>52</td>
<td>58</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>47</td>
<td>-3</td>
</tr>
<tr>
<td>6</td>
<td>56</td>
<td>57</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>38</td>
<td>32</td>
<td>-6</td>
</tr>
<tr>
<td>8</td>
<td>46</td>
<td>50</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>55</td>
<td>59</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>56</td>
<td>50</td>
<td>-6</td>
</tr>
</tbody>
</table>

Correlation between October and April = .51
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