This study explored two methods that are used to assess the dimensionality of item response data. The paper begins with a discussion of the assessment dimensionality and the use of factor-analytic procedures. A number of problems associated with using linear factor analyses to assess dimensionality are also considered. A procedure is presented for hierarchical cluster analysis in combination with a new proximity measure. A simulation was performed to study how well the different cluster methods (group average, centroid, and Ward's cluster method) recovered unidimensional and multidimensional data and whether different cluster methods over- or underestimated the number of dimensions in unidimensional or multidimensional data. In the simulation, only the centroid cluster method recovered the true dimensionality of simulated unidimensional data reasonably well and only in shorter tests. For all other conditions, the three cluster methods consistently overshadowed the true dimensionality of the simulated data. For three-dimensional data, Ward's cluster method was the best performing, and only the group average and Ward's cluster method recovered the multidimensional data well. Implications for practitioners are discussed. (Contains 6 tables and 46 references.) (SLD)
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Introduction

For a long time, achievement tests were built with dichotomously scored multiple-choice items. Due to the movement towards testing higher order thinking and problem solving skills, large-scale testing programs are devoting more attention to constructed-response items (Bennett, 1993). A constructed-response test is often created based on a high level of dimensionality-based substantive considerations (e.g. content and cognitive process requirements). In addition, different characteristics in a constructed-response test (e.g. number of score levels) may also contribute to construct-irrelevant variance and affect the dimensionality of the test. In constructed-response tests that integrate various levels of performance standards and item characteristics, the dimensionality underlying the test must be evaluated in order to validate any inferences about performance in targeted domains.

Finally, the application of IRT models to constructed-response tests also requires exploring the dimensionality of a set of items. Like most mathematical models, IRT models have a number of assumptions. One assumption is unidimensionality. Therefore assessment of unidimensionality of item response data is essential prior to the application of any unidimensional model if valid inferences are to be drawn from the examinee’s standing on the trait of interest (Nandakumar & Yu, 1996).

The purpose of this paper is to explore two different methods that are used to assess dimensionality of item response data. This paper begins with a discussion of the assessment of dimensionality and the use of factor-analytic procedures. A number of problems associated with using linear factor analyses to assess dimensionality are also considered. Hierarchical cluster analysis in combination with a new proximity measure, has been recommended as an alternative procedure for exploring the underlying dimension and structure of constructed-response tests. This procedure is presented, including a discussion of proximity measures or the statistics used to measure the similarity between items; cluster methods or methods used to combine items into clusters or sets; and, stopping criteria or statistics used to determine the optimal number of clusters. Finally, the research questions are presented, followed by methodology, results and analyses, conclusion, implication for practitioners, limitations and future research.

Assessing test dimensionality using factor analysis

There are many procedures used to assess the dimensionality of a test, which range from examining measures of internal consistency (McDonald, 1981) to evaluating eigenvalue plots (Lord & Novick, 1968; Reckase, 1979). Factor analysis is a commonly used method to assess dimensionality in a test. Based on past research, there are problems in using factor analysis for examining dimensionality for dichotomous items. First, the phi correlation (special case of Pearson correlation) confounds item difficulty with correlation (Mislevy, 1986). When item difficulties are not uniform, factor analysis often identifies spurious factors. Although the problem associated with phi correlations is alleviated by using tetrachoric correlations, the matrix of sample tetrachoric correlation coefficients is almost never positive definite (Lord & Novick, 1968; Muraki & Engelhard, 1985; Bock, Gibbons, & Muraki, 1988). In addition, the present method of calculating tetrachoric coefficients becomes unstable as the value approaches +1 or -1. When an observed frequency in the 2x2 contingency table for a pair of items is 0, the absolute value of an element in the item correlation matrix becomes 1 and produces the Heywood case or negative covariances (Carroll, 1945). The problem of Heywood cases for tetrachoric correlations may be extended to polychoric correlations.

A second problem with factor analytic methods is that the value of dichotomous responses is bounded, that is, there is only a score of 0 or 1 on the items. This causes the relationship between the item scores and the continuous latent variables (abilities) to be nonlinear (Mislevy, 1986). However, as the number of categories in the item increases, as in the case of polytomous items, the relationship between item scores may become more linear thus alleviating the problem of non-linearity.
Assessing dimensionality using hierarchical cluster analysis

New dimensionality assessment tools have been explored and developed in recent years. One promising tool is hierarchical cluster analysis (HCA). Hierarchical cluster analysis has recently been used as an exploratory tool to investigate the descriptive nature (e.g. content or item type) of items in its identified clusters (Roussos, Stout, & Marden, 1997). It has been applied successfully to standardized tests with dichotomous items (Douglas, Kim, Roussos, Stout, & Zhang, 1995; Roussos & Stout, 1995; Roussos, 1995; Roussos, Stout & Marden, 1997).

I. Proximity measure

The concept of a cluster is closely linked to the concept of proximity between objects and groups of objects. A common measure of similarity is based on the Pearson correlation coefficient. These types of proximity measures are sometimes called correlation-type measures. Dissimilarity measures are sometime referred as distance-type measures. A commonly used measure of dissimilarity is the Euclidean distance, which is the sum of distance differences between two points.

In test-response data, the proximity measures chosen or developed have to be sensitive to differences in dimensionality between items. However, the classical proximity measures tend to cluster items on the basis of difficulty level rather than dimensionality. The common correlation-type and distance-type measures are therefore not sufficient to use as proximity measures for the purpose of present study.

To address this problem, Roussos (1995, 1997) developed a new proximity measure based on research by Cronbach and Gleser (1953), Hambleton & Rovinelli (1986), McDonald (1982), Roznowski, Tucker, & Humphreys (1991), and Roussos, Stout, & Marden (1997). In this approach, the pattern of local dependence in the conditional covariance among all item pairs is incorporated into the proximity measure. The new dimensionality sensitive proximity measure is computed as follows:

$$P_{cor} = \sqrt{2(1-\sum_{m=1}^{n} \sum_{k}^{n} m \cdot Corr_{k})}$$

where $n_k$ is the sample size conditioned on the ability $k$, and $Corr_{k}$ is the correlation between the items pair conditioned on the ability $k$.

In the case of multidimensionality, the item pair covariance is conditioned on a unidimensional composite of multiple abilities (Roussos, Stout, & Marden, 1997). The covariance conditional on the composite abilities will be positive when the two items measure the same dimensions but negative when the two items measure different dimensions (Roussos, 1995; Roussos, Stout, & Marden, 1997). The patterns of positive and negative conditional covariances are the basis of new dimensionality sensitive proximity measures. However, since not all constructed-response items in a test have the same number of score categories, the conditional covariances may not be appropriate. The conditional correlation coefficients, which removes the variability of score differences by standardizing the item score range, were therefore used in place of the conditional covariances. The new dimensionality sensitive proximity measure, $P_{cor}$, is based on the conditional polychoric correlation between the two items. The $Corr_{k}$ is the polychoric correlation between two items conditioned on the remaining items. Since the observed variables were all ordinal, the use of ordinary product moment correlations based on raw scores was not recommended. Instead estimates of polychoric correlation were computed and used (Joreskog & Sorbom, 1988).

II. Cluster methods

There are various hierarchical cluster methods that are commonly used in cluster analysis: Single Link (SL) Complete Link (CL), Unweighted Pair-Group Method of Averages (UPGMA), Weighted Pair-Group Method of Averages (WPGMA), centroid method and Ward’s minimum variance Method (Ward’s) . Previous research has provided inconclusive results regarding the “best” cluster method. Milligan (1981) found that no single method from the studies seemed to be more effective in term of recovery, although based on studies by Kuiper and Fisher (1975), Blashfield (1976), and Mojena (1977), Ward’s method using Euclidean distance appeared to be the best algorithm for general data analysis (Milligan, 1981). However, other studies found that UPGMA provided superior recovery (Blashfield & Morey, 1980; Edelbrock, 1979;
Edelbrock & McLaughlin, 1980; Milligan & Isaac, 1980; Milligan, 1980). In some cases, distance-based measures were used, while in others, correlation-based measures were used. In addition to the method that is used, Cronbach and Gleser (1953) stressed the importance of using appropriate proximity measures. While Milligan (1981) found that cluster methods were robust to the choice of proximity measures and concluded that the choice of cluster methods was more important than the choice of the proximity measure, Scheibler and Schneider (1985) concluded that the choice of clustering methods depended on the research purpose and the type of data in the study. As noted by Edelbrock and McLaughlin (1980), different cluster methods with different algorithms are designed to optimize different clustering criteria and thus give different clustering characteristics. Therefore, both the choice of proximity measures and cluster methods will depend on the type of data being analyzed.

III. Application of cluster analysis in testing

Hierarchical clustering analysis (HCA) has been used extensively in other areas like anthropology, psychology, engineering and market research. However, it has not been widely used in educational and psychological testing.

Miller and Hirsch (1992) used hierarchical cluster analysis to cluster IRT item discrimination parameters. The cluster analysis procedure was suggested as an alternative to conventional item factor analysis for investigating test dimensionality within a single test form and between alternate test forms. However, the IRT item parameters must be known before cluster analysis can be performed. Given that multidimensional calibration programs are necessary to perform these analyses and they are not readily available for polytomously scored data, the methodology of clustering item discrimination parameters is limited.

Hierarchical cluster analysis has been further explored and studied both theoretically and empirically in Roussos' dissertation and in his later research (Douglas, Kim, Roussos, Stout, & Zhang, 1995; Roussos, 1995; Roussos & Stout, 1995; Roussos, Stout, & Marden, 1997). The use of hierarchical cluster analysis in Roussos' simulation study identified highly correlated dimensions with as few as five items. As expected, he found that as the correlation between dimensions increased, the ability of the proximity measure to detect the dimensions underlying the test increased with test length. Although a promising tool for identifying groups of items reflecting different dimensions, Roussos concluded that the successful application of HCA is partly dependent on the formulation and/or choice of an appropriate proximity measure. Roussos' (1995; Roussos & Stout, 1995) research demonstrated that classical proximity measures are inappropriate for detecting dimensionally similar items because they tend to confound item difficulty with dimensionality. In his simulation study on dichotomous items, the new dimensionality sensitive proximity measures described by Roussos outperformed four classical proximity measures. Finally of the four selected cluster methods, only group average (UPGMA) performed well in the simulation with real dichotomous test response data.

IV. The stopping criterion in hierarchical cluster analysis

In cluster analysis, the selection of the number of clusters or partitions in the final solution is not always straightforward (Sneath & Sokal, 1973). The hierarchical cluster method does not indicate how many clusters underlie the data. In the hierarchical clustering process, a sequence of cluster solutions is obtained for each level. In order to obtain the optimal number of clusters, a stopping criterion or optimality criterion (Sneath and Sokal (1973)) is used. The cluster solution is usually evaluated by computing one or more available optimality criteria at each level. An optimal classification of objects occurs when the variances of between clusters to within clusters changes drastically between stages or levels of the cluster analysis.

Miller and Cooper (1985) performed a comprehensive review of 30 criteria that are used to determine the optimal number of clusters in a data set and have found two criteria that performed best: pseudo F statistic by Calinski and Harabasz (1974) and the Je(2)/Je(1) ratio criterion by Duda and Hart (1973). The ratio index Je(2)/Je(1) is commonly seen as the inverse of pseudo T² statistics. Although the Duda and Hart ratio criterion has some difficulty at the level of two clusters, the recovery performance in general has been good. The Calinski and Harabasz index, on the other hand, has performed rather consistently across the varying number of clusters. This statistic, however, performs well only if there are a few distinct spherical-shaped clusters (Jobson, 1992). Milligan and Cooper (1985) caution that
the findings may be data dependent. However, they have felt that the ordering of the indices would not change too much even when a different data structure is used.

Summary

Assessing the dimensionality of test-response data is important for establishing the validity of test score inferences and the validity of using item response theory models. Hierarchical cluster analysis, in combination with a dimension sensitive proximity measure described by Roussos (1995), has been recommended as an alternative to factor-analytic methods for examining the dimensionality of a test. While a good deal of research has been presented on the use of cluster analysis, there is still a lack of consensus as to which methods are most effective. Scheibler and Schneider (1985) concluded that the choice of the cluster methods depends on the research purpose and the type of data being analyzed. An additional problem is that little research has been conducted in the context of test-response data.

The purpose of the present study was to examine the performance of cluster analysis in polytomously scored constructed-response tests. Such tests offer challenges to validating the underlying dimensionality because of the nature of the items and scoring criteria. The present study also evaluated cluster methods that were not studied by Roussos but have been found to be effective. Finally, a broader range in correlation among dimensions as well as unidimensional tests were considered. Unidimensional tests are relevant since many assessments are designed to be unidimensional so that IRT methods are applicable.

The specific research questions addressed in this study were:

(i) How well did the different cluster methods recover unidimensional and multidimensional data?
(ii) Would different cluster methods over- or under-estimate the number of dimensions in unidimensional or multidimensional data?
(iii) How accurate were the two cluster stopping criteria?
(iv) How did the different cluster methods compare to the traditional exploratory factor analytic method?
(v) Did test length affect the performance of different cluster methods?
(vi) Did the correlation between dimensions affect the performance of different cluster methods?

Methodology

A Monte Carlo study was used to address the above research questions and considered the following factors: sample size, number of replications, proximity measure, cluster methods, stopping criteria, test length, number of dimensions and correlation between dimensions, and item and ability parameters. In this study only cluster methods, stopping criteria, test length, number of dimensions, and correlation between dimensions were chosen for manipulation.

(a) Sample size

In order to make the simulation realistic and manageable, the sample size was fixed at 3000 for all conditions. A sample size of 3000 was chosen to minimize any impact of the sample size on the results.

(b) Number of replications

The number of replications refers to the number of datasets that are generated for each combination of conditions under study. While much of the IRT-based MC research in the past typically used a single replication (e.g. Baker, 1990; Harwell & Janosky, 1991; Hulin, Lissak & Drasgow, 1982; Kim & Nicewander, 1993; Mislevy & Stocking, 1989; Swaminathan & Gifford, 1986; Yen, 1987), Harwell and colleagues (1996) advocate the use of multiple replications in order to increase the reliability and generalizability of the results. In this study, the ability of methods to recover the pre-specified dimensionality of the simulated test response data was being evaluated, the number of replications was fixed at 100 across the combination of factors being manipulated.
(c) **Proximity measure**

Since the classical proximity measure confounds item difficulty with dimensionality, the proximity measure developed by Roussos (1995) was the only proximity measure incorporated in this study. The only modification was the use of the conditional polychoric correlation instead of the conditional Pearson correlation. Since there are many dichotomously scored constructed-response items in the dataset, the use of conditional Pearson correlation may underestimate the relationship between those items. Conditional polychoric correlation was therefore used in place of conditional Pearson correlation in the dimensionality sensitive proximity measure.

(d) **Methods for assessing dimensionality**

Four methods of assessing the dimensionality structure were manipulated: three hierarchical cluster methods and exploratory factor analysis. The three hierarchical cluster methods had been selected based on past research in other areas of study. They are group average (UPGMA), centroid (UPGMC) and Ward’s minimum variance methods. Each of the three cluster methods utilizes a different algorithm for determining the proximity between two clusters.

Exploratory factor analysis using polychoric correlations, which is a method traditionally used to assess dimensionality, was also evaluated. The maximum likelihood (ML) method was used since it provides a significance test for the “number of factors”, and it also provides more accurate parameter estimates than the principal axis method (Hatcher, 1996). Since data were generated under conditions in which dimensions are uncorrelated and correlated, a varimax and promax rotation for each respective condition was conducted to facilitate interpretation.

SAS was used to perform both the cluster and factor analysis on the generated datasets. SAS PROC CLUSTER was used to perform the cluster analysis using Roussos’ dimensionality sensitive proximity measure on each of the generated datasets. SAS PROC FACTOR was used to perform the ML factor analysis on each dataset. The proportion of variance accounted for was used to determine the underlying dimensionality of the one- and three-dimensional test.

(e) **Stopping criterion (stopping rules)**

Stopping criteria are needed to identify the number of clusters or dimensions in the cluster methods. The pseudo F statistic by Calinski and Harabasz (1974) and the ratio index \( \frac{J_e(2)}{J_e(1)} \) by Duda and Hart (1973), have been shown to be the two best performing indicators for determining the number of clusters (Milligan and Cooper, 1985), and were therefore chosen as the stopping criteria for the hierarchical clustering methods in the simulation study.

(f) **Test length**

Two test lengths, 12 and 24, were used. A test length of 24 was based on the New Standards Mathematics Reference Examinations. The average total test length of the three combined sub-tests is approximately 24 items for the various Mathematics Reference Examinations. Since other performance-based assessments such as NAEP have shorter tests with items as few as 12, a test length of 12 was chosen. Shorter (e.g. 6 items) or longer (e.g. 36 items) test lengths were not selected for manipulation since such test lengths are not typical of performance-based assessments.

(g) **Number of dimensions and correlation between dimensions**

The simulation study examined one- and three-dimensional data. Three-dimensional data was chosen to conform to constructed-response tests such as the New Standards Mathematics Reference Examination. This exam reports scores in three separate skill areas (Mathematics Skills, Mathematics Concepts, and Mathematics Problem Solving). Three-dimensional data was also chosen based on empirical results from estimating one, two, and three dimensional models for the exam using POLYFACT (Muraki, 1996).

The correlation of the three dimensions was also based on the relationship of the three sub-tests scores in the New Standards Mathematics Reference Examination. The values of the correlations that were used in this simulation were 0.00, 0.35 and 0.70. The correlation of 0.00 was used as the lower bound and baseline comparison. The correlation among the three factors in the real administration ranged from 0.69 to 0.83. A correlation of 0.70 approximated the relationships among New Standards sub-tests and was
therefore chosen to represent a level in the manipulated factor. Finally a correlation of 0.35 was used to provide a comparison condition when the correlation between sub-tests was moderately low.

A one-dimensional condition was also evaluated in the present study. One-dimensional data were modeled to provide a comparison for the case that involves data appropriate for the application of unidimensional IRT models.

(h) Item and ability parameters

Using POLYFACT, item parameters for the simulation study were obtained by calibrating the middle school Form B Mathematics Reference Examination on 10,000 randomly selected examinees.

From the set of calibrated items (26 total items), 12 items were selected that represented a broad range in the types of items and the number of score levels for items on the New Standards Mathematics Reference Examination. The 12 items were selected based on a three-dimensional POLYFACT promax rotated solution. It should be noted that the item slope parameter estimates from POLYFACT correspond to an unrotated orthogonal solution. In order to obtain a pattern of estimates that conformed to approximate simple structure, the estimates for the uncorrelated and correlated three-dimensional condition slope parameters were transformed from the POLYFACT promax rotated solution (Muraki & Carlson, 1995). The promax rotated factor loading was used instead of the varimax rotated factor loading, because the promax rotated solution better approximated a simple structure factor solution. The 12 selected items were reanalyzed in POLYFACT to obtain the final item parameters used in the simulation study.

The 24-item test condition was obtained by replicating the set of 12 items. This served to reduce some of the random error when comparing the 12- with the 24-item model. Table 1 contains the set of 12 items and their associated parameters for the one-dimensional model. Table 2 contains the set of 12 items and their associated parameters for the three-dimensional model with uncorrelated and correlated dimensions. The highest absolute item discrimination is in bold to identify the dimension associated with the item.
Table 1  
Slope and item-category threshold parameter estimates for the one-dimensional model.

<table>
<thead>
<tr>
<th>Item</th>
<th>Original Item no.</th>
<th>Slope</th>
<th>Item-category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>a1</td>
<td>b1</td>
</tr>
<tr>
<td>Item 1</td>
<td>S202</td>
<td>0.54882</td>
<td>0.46909</td>
</tr>
<tr>
<td>Item 2</td>
<td>S203</td>
<td>0.82198</td>
<td>0.53174</td>
</tr>
<tr>
<td>Item 3</td>
<td>S204</td>
<td>0.67832</td>
<td>0.12981</td>
</tr>
<tr>
<td>Item 4</td>
<td>S220</td>
<td>0.92390</td>
<td>0.77992</td>
</tr>
<tr>
<td>Item 5</td>
<td>C211</td>
<td>0.75994</td>
<td>0.04136</td>
</tr>
<tr>
<td>Item 6</td>
<td>C416</td>
<td>1.18408</td>
<td>-1.02871</td>
</tr>
<tr>
<td>Item 7</td>
<td>C417</td>
<td>0.92260</td>
<td>-1.13282</td>
</tr>
<tr>
<td>Item 8</td>
<td>C319</td>
<td>1.02345</td>
<td>-1.29256</td>
</tr>
<tr>
<td>Item 9</td>
<td>P524</td>
<td>1.01483</td>
<td>2.49048</td>
</tr>
<tr>
<td>Item 10</td>
<td>P525</td>
<td>1.01483</td>
<td>-1.29256</td>
</tr>
<tr>
<td>Item 11</td>
<td>S313</td>
<td>0.72736</td>
<td>0.61184</td>
</tr>
<tr>
<td>Item 12</td>
<td>S314</td>
<td>0.91270</td>
<td>0.36579</td>
</tr>
</tbody>
</table>

*Note.* In the original item number, the first letter represents the skill areas (where S=Skills, C=Concepts, P=Problem Solving), the second numerical value represents the number of categories the item has, and the last two digits represent the item number.

Table 2  
Slope and item-category threshold parameter estimates of the three-dimensional model for the uncorrelated and correlated dimensions

<table>
<thead>
<tr>
<th>Item</th>
<th>Original Item No.</th>
<th>Slope</th>
<th>Item-category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>a1</td>
<td>b1</td>
</tr>
<tr>
<td>Item 1</td>
<td>S202</td>
<td>0.00870</td>
<td>0.01999</td>
</tr>
<tr>
<td>Item 2</td>
<td>S203</td>
<td>-0.17499</td>
<td>-0.02783</td>
</tr>
<tr>
<td>Item 3</td>
<td>S204</td>
<td>-0.14318</td>
<td>-0.02122</td>
</tr>
<tr>
<td>Item 4</td>
<td>S220</td>
<td>0.23744</td>
<td>0.09685</td>
</tr>
<tr>
<td>Item 5</td>
<td>C211</td>
<td>0.30112</td>
<td>-0.02500</td>
</tr>
<tr>
<td>Item 6</td>
<td>C416</td>
<td>1.59169</td>
<td>0.11725</td>
</tr>
<tr>
<td>Item 7</td>
<td>C417</td>
<td>1.13316</td>
<td>0.05144</td>
</tr>
<tr>
<td>Item 8</td>
<td>C319</td>
<td>1.01051</td>
<td>-0.03324</td>
</tr>
<tr>
<td>Item 9</td>
<td>P524</td>
<td>0.64897</td>
<td>-0.02494</td>
</tr>
<tr>
<td>Item 10</td>
<td>P525</td>
<td>0.90035</td>
<td>-0.06427</td>
</tr>
<tr>
<td>Item 11</td>
<td>S313</td>
<td>0.03951</td>
<td>1.58271</td>
</tr>
<tr>
<td>Item 12</td>
<td>S314</td>
<td>0.08450</td>
<td>0.94166</td>
</tr>
</tbody>
</table>

*Note.* In the original item number, the first letter represents the skill areas (where S=Skills, C=Concepts, P=Problem Solving), the second numerical value represents the number of categories the item has, and the last two digits represent the item number.

For all conditions, ability parameters were randomly generated from a multivariate standard normal distribution with correlation among the dimensions equal to 0.00, 0.35, or 0.70.
Data generation

For each of the combination of conditions, RESGEN 2.1 (Muraki, 1992) was used to generate item response data using the defined item parameters and randomly generated abilities. One 1-dimensional item response dataset and three 3-dimensional item response datasets with a correlation of 0.00, 0.35, or 0.70 were generated. In order to check if the generated data conformed to the simulated one- or three-dimensional structure, the four sets of simulated item responses were checked using LISREL confirmatory factor analysis. The goodness of fit index (GFI) and adjusted goodness of fit index (AGFI) were consistent with the simulated dimensionality. These values ranged from 0.953 to 0.979 and 0.928 to 0.968 respectively. The RMSEA also validated the simulation procedure with values ranged from 0.0479 to 0.0733.

Given the item and ability parameters, response probabilities were first calculated using the multidimensional Graded Response Model (MGRM). The probabilities were then translated into discrete item responses by comparing the probabilities with random numbers drawn from a uniform distribution [0,1]. In the two-category response case, if the probability of a correct response for an examinee to an item is greater than or equal to the random number, a 1 is assigned to the items; otherwise a 0 is assigned. For greater than two category response items, if the random number falls between response categories k−1 and k, the item response of k is assigned to the item. The process was repeated with different random numbers for each item and for all examinees. The distribution of the item scores from the data generated using RESGEN was checked against the distribution of the item score in the real data through simple statistics (e.g., frequency distribution of each item). Consistency between the response distribution for the simulated and observed data was found.

In a simulation study, common item parameters and common seed values help minimize the effects of random error on parameter estimates. To reduce chance variations, common item parameters and common seed values may be used to generate a large data set so that replication can be randomly sampled from this population (Harwell, Stone, Hsu & Kirisci, 1996). However, this will create dependency among the datasets across the combinations of conditions. Alternatively, a seed can be used to generate a large set of item response data and subsets of non-overlapping blocks of examinees can be selected in a systematic order, creating independent replications. This was the approach taken in this present study. In the present study, a dataset of 300,000 examinees was generated and 100 data subsets of 3000 examinees defined the 100 replications for each set of condition were selected.

Determining the number of factors

In the case of hierarchical cluster methods the number of clusters was determined by computing the stopping criteria (pseudo F and $t^2$ statistics). For the pseudo F, a gradual monotonic increase in the pseudo F occurs as like items are joined and ends as dissimilar items or clusters are joined. The criterion value of cluster g immediately prior to this large decrease is the possible optimum cluster. In the case of pseudo $t^2$, a relatively large value of pseudo $t^2$ at cluster g would suggest that cluster (g+1), the relatively low criterion value, is the optimal cluster choice (Jobson, 1992).

In order to gauge the performance of EFA in recovering the underlying true dimensionality (1 or 3 dimensions), the proportion of variance accounted for by the initial eigenvalues was examined to determine the number of factors. A cut-point of 0.05 was used since this criterion has been found to identify dimensions of substantive importance (Hatcher, 1994). The eigenvalue greater-than-one criterion, or the Kaiser criterion, was also examined but not used to determine the number of factors. This criterion has been found to underestimate dimensionality (Cattell and Jasper, 1967; Browne, 1968) and it has been argued to be more appropriate for principal component analysis (Hatcher, 1994; Pedhazur & Schmelkin, 1991).

Dependent variables

Descriptive and inferential statistics were used to analyze the results of the simulation study. The dependent variable for this simulation study was based on the correspondence between the dimensionality
identified through the analysis and the dimensionality under which the data were simulated. For each replication and within each combination of conditions, the match between the analysis and the simulated dimensionality was determined. It was coded 1 if the number of dimensions for the analysis matched the number of simulated dimensions; otherwise, it was coded 0. Therefore, the performance of the methods in recovering the underlying true dimensionality (1 or 3 dimensions) could be compared by using the number of times the method identified the true dimensionality across 100 replications.

Log-linear analysis was performed to assess the significance of the manipulated factors on the correspondence between the dimensionality uncovered in the analysis and the simulated dimensionality. Post-hoc analyses were also performed to determine which specific levels of a factor differed significantly.

Results

The purpose of this simulation study was to compare the recovery performance of three cluster methods (group average, centroid, Ward’s), and the traditional factor analysis (EFA). In addition, several factors were manipulated to further evaluate the performance of the methods used to assess dimensionality: type of stopping criteria (pseudo F statistic, pseudo $t^2$ statistic) for cluster methods, length of test (12 items and 24 items), number of dimensions (1 and 3 dimensions), and magnitude of the correlation between dimensions (0.00, 0.35 and 0.70). One hundred datasets of 3000 item responses were simulated for each combination of test length, number of dimensions, and magnitude of correlation between the dimensions. The three cluster methods in combination with the two stopping criteria and EFA were then used to analyze the dimensionality of each simulated dataset.

Recovery of one-dimensional data – Descriptive results

Table 3 presents the percent agreement between recovered and simulated one-dimensional data for the method and test length variables. As can be seen in the one-dimensional data, the three cluster methods recovered the true dimensionality of the simulated data 23%, 98%, and 54% of the time respectively in the 12-item test. In the 24-item test, the three methods recovered the true dimensionality 12%, 82%, and 3% of the time. As test length increased the cluster methods overestimated the dimensions more frequently. Only the pseudo $t^2$ statistic stopping criterion was used since the pseudo F statistic can not be applied to the one-dimensional data. EFA, on the other hand, recovered the true dimensionality of the one-dimensional data in both 12-items and 24-items test 100% of the time.

Table 3
Percent agreement between recovered and simulated one-dimensional data for the method and test length variables.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Number of clusters</th>
<th>12 items</th>
<th>24 items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pseudo $t^2$ Proportion variance &gt; 0.05</td>
<td>Pseudo $t^2$ Proportion variance &gt; 0.05</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>1 23</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥ 2 77</td>
<td>88</td>
<td></td>
</tr>
<tr>
<td>Centroid</td>
<td>1 98</td>
<td>82</td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥ 2 2</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Ward’s</td>
<td>1 54</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>≥ 2 46</td>
<td>97</td>
<td></td>
</tr>
<tr>
<td>EFA</td>
<td>1 100</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>
Recovery of three-dimensional data – Descriptive results

Table 4 demonstrates the correspondence between the number of dimensions recovered and the underlying true dimensionality (3-dimensions) across the 100 replications within each combination of conditions. In comparing the three hierarchical cluster methods, Ward’s minimum variance method performed best when considering the three manipulated variables: type of cluster method, test length, and correlation between dimensions. The group average method was comparable to Ward’s in terms of performance for correlated dimensions of 0.00 and 0.35. The centroid method performed markedly worst among the three cluster methods. With regards to the stopping criteria for the cluster methods, little difference was found between the use of the pseudo F versus pseudo t² statistic. As can be seen in the table, both stopping criteria were comparable in performance across the three cluster methods and across the three correlations. The one noteworthy exception was with Ward’s method for the correlation of 0.70 in the 12-items test, where the pseudo t² statistic performed slightly better than pseudo F statistic. This result was consistent with Milligen’s (1985) research, who found that both pseudo F and pseudo t² are the best performing stopping criteria and their rank ordering of the clusters do not change with different types of data.

Table 4
Percent agreement between recovered and simulated three-dimensional data for the method, correlation among dimensions, stopping criteria, and test length variables.

<table>
<thead>
<tr>
<th>Correlation between dimension</th>
<th>Method</th>
<th>12 items</th>
<th>24 items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pseudo F</td>
<td>Pseudo t²</td>
<td>Proportion variance &gt; 0.05</td>
</tr>
<tr>
<td>0.00</td>
<td>Average</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Centroid</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Ward’s</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>EFA</td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>0.35</td>
<td>Average</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Centroid</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Ward’s</td>
<td>99</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>EFA</td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>0.70</td>
<td>Average</td>
<td>80</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>Centroid</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Ward’s</td>
<td>92</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>EFA</td>
<td></td>
<td>89</td>
</tr>
</tbody>
</table>

When comparing the cluster methods to EFA, EFA performed nearly as well as Ward’s method in recovering the true dimensionality of the multidimensional item response data. The one exception was for the correlation of 0.70 and the 12-item test, where Ward’s method using the pseudo F and pseudo t² identified the true dimensionality better than EFA. While the dimension recovery rate among the three cluster methods was similar for the correlation conditions of 0.00 and 0.35, the recovery rate differed as the correlation increased to 0.70. As the correlation increased to 0.70, the cluster methods less accurately recovered the true simulated dimensionality. As the correlation between dimensions increased the dimensions may seem more similar and behave more like unidimensional data.

As found by Roussos (1995), the recovery performance of the methods increased as number of items increased. However, this finding was limited to the case of correlated dimensions of 0.70. The one exception was the case of the centroid method, although it is of little interest given the poor performance of the method. The recovery rate of the 12-item test was very high among the two cluster methods (group
average and Ward’s) and EFA. Among these three methods, the recovery rate in the 12-item test ranged from 79% to 100%; while the recovery rate in the 24-item test ranged from 82% to 100%.

Table 5 presents the descriptive statistics for the eigenvalues and the proportion of variance accounted for in the EFA analyses of the 3-dimensional datasets. Only the statistics for the first four factors are reported. Although only the proportion of variance accounted for was used as the criterion for identifying the number of factors in EFA, both eigenvalues and proportion of variance accounted for were used to check the performance of the first three factors across the replications.

In Table 5, on average, the eigenvalues of the first three factors for the three-dimensional data were large compared to the fourth factor. The mean eigenvalues for the first three factors were also more prominent in the 24-item test when compared to the 12-item test. However as the correlations increased, the eigenvalues of the first factor for both 12-item and 24-item tests increased while the second and third factors decreased. The same was observed for the proportion of variance accounted statistics. A reasonable explanation for this was that the dimensions were becoming less distinct as the correlation increased. Finally, the average proportion of variance accounted for by the first three factors was greater than 0.05, which implied that, on average, the proportion of variance accounted for indicated the presence of three factors.

The results also demonstrated that the eigenvalue greater-than-one criterion would not have yielded the same dimensionality decisions as the proportion of variance accounted for criteria. As the correlation between dimensions increased to 0.70, the mean for the third eigenvalue for the 12-item test fell below 1.00. If the eigenvalue greater-than-one criterion was used to identify the number of dimensions in the test, the number of true dimensions would have been underestimated in most replications.

Table 5
Means and standard deviations of the eigenvalues and variances accounted for in the EFA across the replications.

| Corr. | Factor | 12 items | | | 24 items | | |
|-------|-------|----------|--------|--------|----------|--------|
|       |       | Eigenvalue | Proportion of variance accounted | | Eigenvalue | Proportion of variance accounted | |
| Mean  | SD    | Mean      | SD     | | Mean      | SD     | |
| 0.00  | 1     | 4.418     | 0.236  | 0.593 | 0.021 | 10.698  | 0.407  | 0.489 | 0.014 |
| 2     | 3.100 | 0.170     | 0.417  | 0.019 | 7.846 | 0.354  | 0.359 | 0.013 |
| 3     | 1.432 | 0.124     | 0.193  | 0.016 | 4.933 | 0.274  | 0.225 | 0.012 |
| 4     | 0.039 | 0.029     | 0.005  | 0.004 | 0.251 | 0.036  | 0.011 | 0.002 |
| 0.35  | 1     | 6.044     | 0.253  | 0.768 | 0.015 | 14.495 | 0.438  | 0.650 | 0.011 |
| 2     | 2.233 | 0.125     | 0.284  | 0.013 | 5.819 | 0.267  | 0.261 | 0.010 |
| 3     | 1.047 | 0.093     | 0.133  | 0.012 | 3.539 | 0.199  | 0.159 | 0.008 |
| 4     | 0.038 | 0.025     | 0.005  | 0.003 | 0.252 | 0.032  | 0.011 | 0.001 |
| 0.70  | 1     | 8.623     | 0.318  | 0.972 | 0.010 | 20.104 | 0.619  | 0.865 | 0.008 |
| 2     | 1.054 | 0.085     | 0.119  | 0.009 | 2.828 | 0.157  | 0.122 | 0.007 |
| 3     | 0.469 | 0.063     | 0.053  | 0.007 | 1.688 | 0.098  | 0.073 | 0.004 |
| 4     | 0.050 | 0.027     | 0.006  | 0.003 | 0.256 | 0.033  | 0.011 | 0.001 |

Inferential Analyses

Recall that the dependent variable was dichotomized where a 1 was coded to indicate a match between the simulated dimensionality and dimensionality uncovered by the statistical method, otherwise a 0 was coded. Therefore, log-linear analyses were performed using PROC CATMOD in SAS to study the significance of the four manipulated variables: cluster methods, stopping criteria, test length, and correlation between dimensions.
Four log-linear models were estimated: main effects only, main effects plus all two-way interactions, main effects plus all two-way and three-way interactions, and the saturated model (main effects plus all two-, three-, and four-way interactions). Likelihood ratio statistics for an estimated model were used to evaluate the goodness of fit. Based on the comparison of goodness-of-fit statistics for the four models, the model with main effects plus all two-way interaction effects was the preferred model.

The analysis of variance table for the effects estimated in this particular model were used to identify the specific effects that are significant. These are presented in Table 6. As can be seen, the item, correlation and method main effects and correlation by method interaction effects were significant. The significant interaction effect showed that there was mutual dependence between the two variables: correlation and method. The item, method and correlation main effects were significant which implied that one level of method or correlation was significantly different from the next level. Based on Table 4, the centroid method may be the reason the method main effect was significant since the centroid method was very different from the other two cluster methods. The same could be observed for the correlation effect. The results for correlated dimensions of 0.70 were different from the other two levels (0.00 and 0.35) and thus may have accounted for the significant correlation main effect.

Table 6
Likelihood ratio tests for the effects estimated.

<table>
<thead>
<tr>
<th></th>
<th>Df</th>
<th>$\chi^2$</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item</td>
<td>1</td>
<td>10740.62</td>
<td>0.0000</td>
</tr>
<tr>
<td>Corr</td>
<td>2</td>
<td>37.84</td>
<td>0.0000</td>
</tr>
<tr>
<td>Method</td>
<td>2</td>
<td>1108.51</td>
<td>0.0000</td>
</tr>
<tr>
<td>Stop</td>
<td>1</td>
<td>0.28</td>
<td>0.5994</td>
</tr>
<tr>
<td>Item*corr</td>
<td>2</td>
<td>0.23</td>
<td>0.8910</td>
</tr>
<tr>
<td>Item*method</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item*stop</td>
<td>1</td>
<td>0.01</td>
<td>0.9154</td>
</tr>
<tr>
<td>Corr*method</td>
<td>4</td>
<td>39.19</td>
<td>0.0000</td>
</tr>
<tr>
<td>Corr*stop</td>
<td>2</td>
<td>0.04</td>
<td>0.9819</td>
</tr>
<tr>
<td>Method*stop</td>
<td>2</td>
<td>0.36</td>
<td>0.8336</td>
</tr>
</tbody>
</table>

Since there were three different methods and three different correlations represented in the design, CONTRAST statements in SAS were used to compare the different levels in each of the two variables. Based on the results, the correlation condition of 0.00 (orthogonal level) was found to be significantly different from the other two levels (unorthogonal levels). In addition, the average and Ward's methods were similar while the centroid method was significantly different from the other two. However, these results should not be surprising given the results in Table 4. In the table the centroid method performed very poorly.

Since the centroid method was markedly different from the other two cluster methods the log-linear analyses were conducted disregarding the data for the centroid method. Upon rerunning the analyses without the centroid method, the contrast of correlation 0.00 versus 0.35 was not significant, but the contrasts of 0.00 versus 0.70, and 0.35 versus 0.70 were significant. As before, no differences were observed between the group average and Ward’s method.

It can also be noted in Table 4 that most of the differences occurred for the correlation condition of 0.70. Therefore further analyses focused on this level to investigate the differences of the methods across the two test lengths. The log-linear analyses focusing on the correlation condition of 0.70 for the different methods (group average, Ward’s, EFA) across the two test lengths (12 items, 24 items). Based on the results none of the methods was significantly different (average, Ward’s, and EFA). Although it might seem that there was a difference in recovery rate across the two test lengths at the correlation of 0.70 in Table 4, the contrast statistics showed that the difference in test length was not significant for both stopping criteria (pseudo F and pseudo $t^2$). It should also be noted that the difference between the stopping criteria
Further analyses

In view of the high recovery performance of EFA, further analyses were performed to explore conditions that might affect the performance of EFA in comparison with Ward’s method. Ward’s method was the focus of these analyses since it performed best across the three cluster methods. In order to gauge the effect of sample size, the sample size of each replication was reduced from 3,000 to 1,000. Also the effect of non-normal data was explored by generating multivariate gamma (positively skewed) data using RESGEN. However, since RESGEN cannot generate correlated skewed data, only uncorrelated skewed data were generated for comparison with uncorrelated standard normal data.

The results indicated that both EFA and Ward’s method still performed well in recovering the underlying dimensions of standard normal data for sample sizes of 1,000. However, only Ward’s method performed relatively well in recovering the underlying dimensions of positively skewed data. The recovery rate for EFA was 64% and the recovery rate for Ward’s method was 85% and 82%, using the F and pseudo $t^2$ stopping criteria respectively.

All of the previous results examined the degree to which the true number of underlying dimensions was recovered. However, the degree to which the underlying factor structure was recovered, that is, the degree to which items were classified in their true underlying dimensions is also of interest. Recall that the true underlying factor structure of the 3 dimensional datasets involved 3 items that loaded exclusively on factor 1, 4 items that loaded exclusively on factor 2, 2 items that loaded exclusively on factor 3, and 3 items that loaded on factors 1 and 2. Thus, additional analyses were conducted in order to explore the item-level recovery of EFA versus Ward’s method.

For the item level analysis, both methods, EFA and Ward’s method for 3 dimensional datasets, did not perform well in recovering the true underlying factor structure. Cluster analysis using Ward’s method was better than EFA in recovering the factor structure in standard normal data (42% in EFA, 74% for Ward’s with F and $t^2$ stopping criteria). However, both EFA and Ward’s methods did not recover the items for the respective dimensions well in positively skewed data (EFA=0%, Ward’s with F=40% and Ward’s with $t^2=39%$).

In examining the item level results, it was noted that three items were consistently misclassified and these same items also “loaded on” more than one dimension (items 4, 5, and 9 in Table 2). In order to examine the effect of these three items, these three items were removed. Once the three items were removed, the performance of the methods improved substantially. Full recovery in both Ward’s and EFA on standard normal data. However EFA still did not recover the dimensions as well as Ward’s method in the positively skewed data (EFA=5%, Ward’s with F=99% and Ward’s with $t^2=98%$). Ward’s method may therefore be preferred with skewed data that has relatively simple structure.

Conclusion

The purpose of this study was to investigate hierarchical cluster methods as a potential dimensionality assessment tool for constructed-response tests. The specific research questions addressed in this study and the solutions to each question are presented below:

(i) How well did the different cluster methods (group average, centroid, Ward’s cluster method) recover unidimensional and multidimensional data? Did different cluster methods over- or under-estimate the number of dimensions in unidimensional or multidimensional data?

 Based on the simulation, only the centroid cluster method recovered the true dimensionality of simulated unidimensional data reasonably well and only in shorter tests (12 items). For all other conditions, the three cluster methods consistently overestimated the true dimensionality of the simulated data. One explanation to the overestimation may be that item parameters that were used to generate the one-dimensional data were not obtained from real one-dimensional data.

For 3 dimensional data, Ward’s cluster method was the best performing method. Only the group average and Ward’s cluster method recovered the multidimensional data well. Both group average and
Ward's cluster method were comparable in performance but Ward's cluster method performed better than group average when the dimensions were highly correlated. Among the three cluster methods, centroid method always overestimated the number of underlying dimensions, while the group average and Ward's method always underestimated the number of underlying dimensions in the three-dimensional case.

(ii) How accurate were the two cluster stopping criteria?

The two cluster stopping criteria (pseudo F and pseudo $t^2$ statistic) yielded comparable performance. However, pseudo $t^2$ statistic performed slightly better then pseudo F statistic for correlated dimensions of 0.70 using Ward's method in the 12-item test.

(iii) How did the different cluster methods compare to the traditional exploratory factor analytic method?

The traditional EFA method performed better than the cluster methods in unidimensional data and it performed as well as Ward's cluster method in recovering three-dimensional data. The one exception was for highly correlated dimensions and short tests, where Ward's method was superior. In addition, EFA did not recover the 3-dimensional data as well as Ward's cluster method in positively skewed data. Furthermore, Ward’s performed better than EFA at item level recovery for both normal and positively skewed data.

(iv) Did test length affect the performance of different cluster methods?

Except for centroid cluster method, group average and Ward’s method performed well for both 12 and 24 item tests. However, for highly correlated dimension (0.70), the group average and Ward’s cluster method performed better in the longer tests.

(v) Did the correlation between dimensions affect the performance of different cluster methods?

As correlations between the dimensions increased, the dimensionality recovery rate decreased. The dimensionality was recovered best when the correlations were 0.00 and 0.35. As the correlation increased to 0.70, the cluster methods less accurately recovered the dimensionality.

Implications for practitioners

The results of this study have implications for practitioners who investigate the dimensionality of test response data. The results of this study indicate that EFA and Ward's method are recommended for long tests with moderately correlated (correlation = 0.35) simple structure normal data. Since EFA is more accessible than Ward’s method with Roussos' proximity measure, EFA may be preferred. For tests that are shorter and which consist of dimensions that are more highly correlated, Ward’s method may be better at uncovering the dimensionality than EFA. Also Ward’s cluster method with either stopping criterion (pseudo F or pseudo $t^2$) is recommended for short tests with simple structure, and normally and positively skewed examinee score populations. However, despite the performance of the methods in uncovering the number of dimensions, there is some evidence that neither method is effective at uncovering the true interrelationships between items for tests with composite structure. Given that many tests exhibit such structure, this finding is disappointing and requires further research.

Limitations

There were a number of limitations in the simulation study. First, the use of polychoric correlations in the proximity measure might be problematic. As mentioned previously, in hierarchical cluster analysis, the user needs to identify an appropriate proximity measure. An appropriate proximity measure for use in assessing dimensionality has been developed by Roussos (1995). In Roussos' proximity measure for dichotomous items, Pearson correlations are used to calculate the conditional correlations between the items. Since this study included polytomous items with an ordinal score scale, conditional polychoric correlations were used in place of conditional Pearson correlations in calculations of the proximity measure. However, polychoric correlations can be unstable when the extreme cells in the contingency table have sparse frequencies. This forced some of the conditional polychoric correlation at the extreme scores to be unestimable. Whenever there were unestimable values in SAS, a missing value was excluded from the proximity measure calculation. This may have led to imprecision in the proximity measure.
Second, there were unestimable polychoric correlations in the correlation matrix for EFA. When there were missing values in the polychoric correlation matrix, the PROC FACTOR procedure stopped processing and an error message appeared in the log file. A value of 0 was used in place of the unestimable polychoric correlation. Although this occurred very infrequently, the problem of unestimable polychoric correlation therefore might also have added to imprecision in the EFA methods.

Third, the application of the stopping criteria is subjective. As the criterion values change very little for some cluster methods, identifying the optimum stopping criterion is difficult. This occurred primary for the centroid method. It would therefore be useful to establish the reliability of applying the stopping rules. This could be done by having a second person identify the optimum values and the consistency of the identification between raters recorded. Furthermore, of the two stopping criteria, only pseudo $t^2$ statistic can apply to both unidimensional and multidimensional data.

Finally, in any simulation study, the procedure does not fully capture the reality or all conditions in the testing situation. For example, nonresponse or other cognitive and behavioral processes were not modeled in the stochastic process. Therefore the absence of modeling all potential sources of error limits the generality of the Monte Carlo method and thus the generalizability of the results.

**Further research**

In hierarchical cluster analysis, the user must identify an appropriate proximity measure. Many classical proximity measures could not be used for ordinal data, such as item response data. In order to identify the dimensionality of the test, a dimensionality sensitive proximity measure with appropriate conditional covariance structure is needed. In this simulation study only conditional polychoric correlations were used in the proximity measure. The alternative conditional Pearson correlation that was not studied in this simulation could also be explored.

Tests with mixed item types consisting of both multiple-choice and constructed response have been gaining popularity. In this simulation, although various score levels (2, 3, 4, 5 level) of item responses were generated, they were all based on IRT models that do not estimate a guessing parameter. It may be of interest to see how the different dimensionality assessment methods perform with tests that involve mixtures of multiple-choice and constructed-response items.

Due to practical constraints, the simulation only examined a limited number of factors and levels of the factors. The test length factor could be further varied. In this simulation only two test lengths, 12-items and 24-items, were studied. Ward’s method and EFA performed comparably for both test lengths. However, it is may be of interest to examine the performance of the methods with shorter tests (e.g., 6 items). Also, if the test length was varied for different combinations of multiple-choice and constructed-response items, generalizability of the results could be obtained.

Finally, other correlations between dimensions could be examined. In this simulation, only three levels of the correlation were studied. It may be of interest to study a broader range of more highly correlated dimensions (0.50-0.90).

Multidimensional scaling (usually abbreviated MDS) could also be used to study the underlying dimensions of test and inter-relationship between constructed-response items. MDS uses the proximity between objects to produce a spatial representation of the objects. Like cluster analysis, multidimensional scaling is an exploratory data analysis technique. Cluster analysis seeks to classify objects into groups using similarity measures derived from observed measurements. Multidimensional scaling seeks to determine the underlying dimensions that contribute to the perceived differences among the objects (Jobson, 1992). It could therefore be useful to compare the performance of MDS procedure with cluster analysis and EFA.
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