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Abstract

This paper argues that statistical significance testing and effect size are two related sides

that together make a coin; they complement each other, but do not substitute one another. Good

research practice requires that both should be taken into consideration in order to make sound

quantitative decisions. A Monte Carlo simulation experiment was conducted, and a three-factor

crossed design, with 500 replications within each cell, was implemented in the simulation. The

sampling variability of two popular effect size measures (d and R2) were empirically obtained

under different data conditions.

It is shown empirically that there is considerable variability of sample effect size measure,

and the extent of sampling variability of effect size measures is strongly influenced by sample size.

Although what, is statistically significant may not be practically meaningful, what appears to be a

practically meaningful effect size could occur by chance (i.e., sampling error), thus not

trustworthy. It is pointed out that statistical significance testing and effect size measure serve

different purposes, and the sole reliance on either may be misleading. Some practical guidelines

are recommended for combining statistical significance testing and effect size measure for making

decisions in quantitative analysis.
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In research and evaluation studies, statistical significance testing in quantitative research

has received many valid criticisms in recent years, mainly for the reason that the outcome of

statistical significance testing relies too heavily on sample size, and the issue of practical

significance is often ignored. Consequently, such research practice limits understanding and

applicability of quantitative research findings,. Effect size has been proposed as a supplement or

alternative to statistical significance testing, and it has become increasingly popular. Some

researchers, however, are not fully aware that, by itself, effect size may also be misleading,

because sample size also has considerable influence on the sampling variability of effect size

measures. This paper demonstrates through Monte Carlo simulation that statistical significance

testing and effect size are two related sides that together make a coin; they complement each

other, but not substitute to one another. Good research practice requires that both should be

taken into consideration in order to make sound quantitative decisions. To lay a foundation for

the discussion in this paper, some relevant issues related to statistical significance testing and

effect size measures are first briefly reviewed.

Statistical Significance Testing

Use of Statistical Significance Testing in Research

There have been different misconceptions about what significance testing is, and what it is

not (Shaver, 1993). For this paper, it is important to have a good understanding about the basic

purpose of statistical significance testing in quantitative research, and about what information

statistical significance testing provides for researchers.

The fundamental concept underlying statistical significance testing is sampling variation:

from a population with known parameters (e.g., known population mean), sample statistics (e.g.,

observed sample mean) will vary around the population parameter to certain extent., How much
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sampling variation can there be? How likely will an observed sample statistic (e.g., sample mean

of 68) can occur due to sampling variability (i.e., "by chance") for a given population parameter

(e.g., population mean of 80)? In a nutshell, statistical significance testing is conducted to

evaluate the viability of null hypothesis by assessing how likely some observed sample statistic

could have occurred as the result of random sampling variation for a given population parameter.

More specifically, statistical significance testing answers the question: what is the probability of

obtaining an observed sample statistic for a given or known population parameter?

Assuming that there exist two treatment conditions, A and B (e.g., A represents a new

instructional approach in teaching mathematics, while B represents the conventional instructional

approach currently in use). The program evaluation team is interested in knowing if A is better

and more effective than B in teaching children math. The null hypothesis in this situation is that A

are B are equal, i.e., students under A and B will learn equallywell. Obviously, because of

sampling variation, the two samples (one under A, and the other under B) typically will not have

the same statistics, even if A is indeed the same as B. The question becomes: how different the

sample statistics should be between A and B samples when we can say with confidence that A is

different from B in effectiveness. Given the null hypothesis of no difference between A and B

treatments, smaller observed difference between A and B samples is more likely to occur than

larger observed difference between the two. When the difference between the two samples

become sufficiently large relative to the theoretical random sampling variation such that it

becomes highly unlikely if A and B are equally effective (null hypothesis of no difference), we

conclude that the observed results is very unlikely to have occurred ifthe null hypothesis is indeed

true. As a result, we reject the null hypothesis of no difference, conclude that A and-B are not the

same in their effectiveness in teaching math.

5
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Note that in statistical significance testing, all we have assessed is the probability of

obtaining the sample data (D) if the null hypothesis (Ho) is true, i.e., p(D I Ho). If p(D Ho) is

sufficiently small (e.g., smaller than .05 or .01), the null hypothesis will be considered not viable,

and will be rejected. The rejection of the null hypothesis tells us that the random sampling

variability is the unlikely explanation for the observed statistical results, but it gives no indication

about how importance of our obtained statistical results. Going back to the example of A and B

approaches in teaching mathematics, rejection of the null hypothesis (A and B are equally

effective in teaching mathematics) simply tell us that it is unlikely that A and B are equally

effective, but it does not give us any indication about how more effective A is than B, or vice

versa. The real meaning of statistical significance testing, however, has often been lost in research

practice, and the importance of statistical significance tends to be greatly exaggerated.

Major Criticisms of Statistical Significance Test

In research and evaluation studies, the over-reliance on statistical significance testing has

been challenged on several grounds. Thompson (1993) discussed three relevant criticisms for

statistical significance testing: over-dependency on sample size, some nonsensical comparisons,

and some inescapable dilemmas created by statistical significance testing. In the similar vein, Kirk

(1996) discussed three major criticisms of statistical significance testing: (1) significance testing

does not tell researchers what they want to know, but rather, it creates the illusion of probabilistic

proof by contradiction (Falk & Greenbaum, 1995); (2) statistical significance testing is often a

trivial exercise, because it simply indicates the power of the design (which primarily depends on

the sample size) to reject the false null hypothesis; and (3) significance testing "turns a continuum

of uncertainty into a dichotomous reject-do-not-reject decision", and this dichotomous decision

process may "lead to the anomalous situation in which.two researchers obtain identical treatment
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effects but draw different conclusions" (Kirk, 1996, p. 748) simply because of the slight

differences in their design (i.e., sample sizes).

Of all the criticisms for statistical significance testing, probably the one best known is the

over-reliance of statistical significance on sample size. It is well-known that the outcome of

statistical significance testing heavily depends on the sample size used for the testing: for a fixed

amount of difference between the hypothesized population parameter and the observed sample

statistic, the larger the sample size, the easier it is to reject the null hypothesis. As discussed by

Meehl (1978), ". . . the null hypothesis, taken literally, is always false" (p. 822). Because the null

hypothesis is almost always theoretically false, statistical significance often becomes a matter of

having sufficiently large sample in order to have enough statistical power for rejecting the null

hypothesis. As Thompson (1992) sarcastically commented, in the ritualistic exercise of

significance testing, ". . . tired researchers, having collected data from hundreds of subjects, then

conduct a statistical test to evaluate whether there were a lot of subjects, which the researchers

already know, because they collected the data and know they're tired." (p. 436).

Because the importance of statistical significance has traditionally been grossly

exaggerated, statistical significance testing has become something sacredly ritualistic in

quantitative analysis, to the point that statistical significance almost becomes the literal equivalent

of importance of quantitative findings. Undoubtedly, this misconception has been compounded by

the unfortunate misnomer of "significance" in this context.

Effect Size

The criticisms of statistical significance testing have led quantitative researchers to explore

other approaches for making quantitative sense out of the data, because, as reasoned-by many

researchers (e.g., Kirk, 1996), the rejection of the null hypothesis by itself is not very informative..

7
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There appears to be little doubt that the importance attributed to statistical significance testing in

research and evaluation has traditionally far exceeded what is warranted in relation to the

information such significance testing provides (e.g., Thompson, 1993).

Use of Effect Size Measure

Because statistical significance testing only shows in probabilistic terms how unlikely it is

to obtain the sample data if the null hypothesis is true, but it does not inform whether the findings

are practically meaningful or important, the general approach of obtaining some kind of scale-free

effect size measure as the indicator of practical meaningfulness or importance has become

popular, and its use in research practice has been widely advocated in recent years (Thompson,

1996). As the Publication Manual of the American Psychological Association (4th edition)

explains, neither a priori nor exact probabilistic values reflect "the importance (magnitude) of an

effect or the strength of a relationship because both probability values depend on sample size.

You can estimate the magnitude' of an effect with a number of measures that do not depend on

sample size" (APA, 1994, p. 18).

Although there is some consensus that the role statistical significance testing plays in

research practice should be reduced, and some other quantitative treatment of the data (e.g.,

effect size) should be used, there is less agreement about to what extent the role of statistical

significance testing should be reduced, and to what extent the role of effect size should be

enhanced in quantitative research. On one hand, statistical significance testing has been criticized

as representing almost nothing but obstacles on our way of scientific inquiry (e.g., Carver, 1978,

1993; Meehl, 1978), as indicated by the strongly worded criticism that the reliance on significance

testing for the null hypothesis "is a terrible mistake, a basically unsound, poor scientific strategy,

and one of the worst things that ever happened in the history of psychology" (Meehl, 1978, p.
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817).

On the other hand, some other researchers has defended the legitimate role that the

correct use of significance testing plays in scientific inquiry (e.g., Levin, 1993; Schafer, 1993).

Levin (1993) argued that the baby (statistical significance testing) should not be thrown out with

the bath water, just because the bath water might not be clean (misuse/misinterpretation of

significance testing). Using hypothetical examples, Levin argued that, even with effect size

measures, statistical significance testing is still essential in many situations so that researchers

would not be misled by effect size measures.

Variety of Effect Size Measures

A variety of measures for effect size have been developed over the decades. Both Kirk

(1996) and Snyder and Lawson (1993) provide useful and practical summary of the variety of

measures of effect size. Because the terminology used for describing the variety of effect size

measures has not been standard in the literature, sometimes there appears to be some confusion in

reporting about what effect size measure has been reported in a study (Kirk, 1996). Maxwell and

Delaney (1990) categorized the variety of measures of effect size into two broad categories:

measures of effect size (based on group mean differences) and measures of the strength in

association (based on proportion of variance accounted).

The first category, measures of effect size based on standardized group mean difference, is

represented by Cohen's d, or some variations of it (e.g., Glass's g for meta-analysis and Hedges'

g). In its most general sample form, d is expressed as: d .

X
grauP

X
1 g ° IP 2 Over the years,

SDpooled

for research situations involving two groups where the comparison of the group means is the

primary interest, d has become the measure of choice for effect size.

The second broad category, measures of the association strength that is based on the
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proportion of variance accounted for, can be represented by R2 or n2. The most general form for

the association strength can be expressed as: 112
Sum of Squares(a

The numerator
Sum of Squares(Total)

represents the sum of squares from a source of interest; and as such, either it may represent the

sum of squares from one source out of multiple sources (e.g., sum of squares contributed by one

predictor from a multiple-predictor regression model, or that contributed by one factor from a

multi-factor analysis of variance model), or it may represent the sum of squares contributed by the

full model. In the in the former case, n2 is typically used to quantify the proportion of variance

accounted for by one factor (predictor), while in the latter case, R2 is usually used to quantify the

proportion of variance accounted for by the full model. In this sense, n2 and R2 are basically the

same thing.

Because R2 contains upward bias due to the maximization property of least square

principle, different bias-corrected counterparts of R2 have been proposed, such as ca2, E2, and

others (see computational details in Kirk, 1996, and Snyder & Lawson, 1993). A literature

review of several influential journals in psychology has shown that R2 is the most popular measure

reported for measuring association strength (probably because of its availability from statistical

software programs), while bias-corrected counterparts of R2 (e.g., 6.)2, 2, and others) have been

minimally reported (Kirk, 1996).

Effect Size as a Random Variable

In using effect size measure in research, an important dimension of any measure of effect

size seem to have been ignored by many: effect size measure itself is a random variable, just as,

say, sample mean is a random variable. Being a random variable has one important implication for

its interpretation: if we are dealing with samples, effect size measure obtained from a sample is

subject to sampling variability as dictated by its underlying sampling distribution. Furthermore,

10
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the extent of sampling variability of an effect size measure is influenced by sample size from which

the effect size is obtained, similar to the situation where the probability value of a test statistic in

statistical significance testing is influenced by the sample size used to obtain the test statistic. In

other words, when sample size is small, the sample effect size may deviate substantially more from

the population effect size than when sample size is large.

Although the random variable nature of effect size measures has been widely known in the

literature of quantitative analysis (e.g., Fowler, 1985; Hedges & Olkin, 1985; Glass & Hopkins,

1996, Chapter 14), relatively few practitioners pay any attention to, or show any interest in, this

fact. In the research literature, it is not uncommon to encounter discussion to the effect that the

outcome of a statistical significance test is heavily influenced by sample size (true!), so attention

should be paid to effect size, as if effect size were not influenced by sample size. Undoubtedly,

the use of effect size measure makes good quantitative and common sense, but quantitative

practitioners should realize that the use of effect size serves a different purpose from that of

statistical significance test: while statistical test evaluates the probability of obtaining the sample

outcome by chance (sampling error), effect size provides some indication for practical

meaningfulness. Although a statistically significant outcome may not be practically meaningful,

what appears to be a practically meaningful outcome may also have occurred by chance, and

consequently, it is not trustworthy.

The general purpose of this paper is to demonstrate that statistical significance testing and

effect size measure are both needed for making sound quantitative decisions; they supplement

each, but do not substitute each other, because the two serve different purposes. To accomplish

the general purpose of the paper, the following specific objectives are to be addressed in the

paper:

11
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1. to empirically assess the extent of sampling variability of major effect size measures;

2. to empirically assess the influence of sample size on the extent of sampling variability of

major effect size measures;

3. to offer some practical guidelines for using both statistical significance testing outcome

(i.e., test statistic and the associated probability value) and the descriptive effect size

measure for arriving at sound quantitative decisions in research and evaluation.

Methods

Although theoretical sampling distributions of some popular measures of effect size have

been known [e.g., see Hedges & Olkin (1985) for d, Glass & Hopkins (1996) for R2), empirical

approach was adopted in this paper for the purpose of attaining better understanding of the

variability of effect size measures under different data conditions. Monte Carlo method was used

to simulate different data conditions under which both effect size measures and statistical

significance testing outcomes were accumulated and later analyzed.

Design

Of the variety of effect size measures, in this paper, two most widely known effect size

measures were used: d (standardized mean difference) and R2 (proportion of variance accounted

for). These two effect size measures are so well-known that it is probably safe to bet that those

who have been exposed to the concept of effect size have seen one or both of these measures.

The literature review of several psychology journals by Kirk (1996) indicates that R2 is by far the

most frequently reported effect size measure, probably because it is routinely reported in

regression or general linear model procedures of statistical software. The meta-analysis work by

Glass (1976) and its later wide spread use undoubtedly contributed to the popularity-of the effect

size measure d.

12
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For evaluating d (standardized two-group mean difference), samples from two statistical

populations with known population parameters were generated. Three factors were considered in

the Monte Carlo simulation design: (a) 4 levels of population effect size (d = .00, .20, .50, and .80

respectively) that correspond to zero, small, medium, and large effects based on the guidelines

suggested by Cohen (1988, p. Chapter 2); (b) 5 levels of sample size conditions (N=20, 40, 80,

160, 240); and (c) 4 conditions of group variability (as represented by standard deviation) ratio

(01/02 = 1, 1.5, 2, 2.5, respectively). For the fully crossed design, these three factors yielded 80

(4x5x4) cells. Five hundred replications were conducted within each cell, making the total

number of samples generated for evaluating d to be 40,000 (500x80).

Regression models were used for evaluating R2 (proportion of variance accounted for).

Three factors were considered in the design: (a) 4 levels of population effect size (R2= .00, .02,

.12, and .25, respectively) that approximately correspond to zero, small, medium, and large

effects according to the guidelines suggested by Cohen (1988, Chapter 9); (b) 4 levels of sample

size conditions (N = 20, 40, 80, 160, respectively); and (c) 2 conditions for the number of

predictors (k = 2 and 4, respectively), with the collinearity among the predictors set at .10. The

fully crossed design of these three factors called for 32 cells (4x4x2). With 500 replications

within each cell, the design required the generation of a total of 16,000 (32x500) samples. The

designs for evaluating d and R' were graphically presented in Figure 1.

[ Insert Figure 1 about here ]

Data

Data generation was accomplished by using the SAS normal data generator. Multivariate

normal data for regression models were simulated using the matrix decomposition procedure

13
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(Kaiser & Dickman, 1962). All sample data generation, sample effect size calculation, and

statistical significance testing were accomplished through the Interactive Matrix Language (PROC

IML) of the SAS system (SAS Window Version 7.0). It should be noted that data non-normality

was not considered in the present paper. As a result, the influence of data non-normality on both

effect size measures and on statistical significance test outcomes was not assessed.

Results and Discussions

Figure 2 graphically presents the sampling variability (in the form of 90% confidence

interval) of the effect size measure of standardized mean difference d for four conditions of

population effects: zero, small, medium, and large (population d = .00, .20, .50, and .80,

respectively). In addition to sample size conditions, the four conditions of group variability

ratio(a1/02) were also presented (01/02 =1, 1.5, 2, and 2.5). In Figure 1, a hi-low bar represents a

90% confidence interval of sample d for a condition of sample size and that of a group variability

ratio (SD ratio: ratio of the standard deviations of two groups), and a short horizontal dash line

within a bar represents the mean of 500 sample ds.

[ Insert Figure 2 about here ]

Several observations can be made from Figure 2. First, sample effect size measure d

appears to be an unbiased estimate ofpopulation d. The characteristic of unbiasedness of sample

d is obvious because the mean of sample d is very close to the known population value (.00, .20,

.50, and .80, respectively) under most data conditions. However, larger discrepancy between the

two population standard deviations of the two groups (SD ratio) causes some minor degree of

downward bias of sample d, and this is especially obvious under the condition of population d =

14
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.80.

Second, there is considerable sampling variability of sample d. For example, under the

condition of population d = .00 (i.e., two samples drawn from the same population, thus no real

difference between the two samples), for small size condition such as N=20 (nl=n2=10), the 90%

confidence interval almost covers the range from -.80 to +.80. In other words, for this sample

size condition, when two samples are drawn from the same population (i.e., there is absolutely no

real difference between the two groups), we could have obtained what is typically considered as

large effect size (±.80) just by chance (due to sampling error). Even when sample size is

increased to N=80 (ni=n2=40), probably a moderate sample size condition for many experimental

designs, we could still have obtained sample effect size almost as large as ±.40 (moderate effect)

by chance.

Third, the extent of sampling variability is obviously affected by sample size. It is seen

that, with the increase of sample size, the sampling variability of sample d, as represented by the

90% confidence intervals, shows a clear trend of becoming gradually smaller under all the

conditions of population effect size (zero, small, medium, and large). This indicates that, if we

have two identical effect sizes (e.g., moderate effect of d=.40) from two different studies

involving different sample sizes [e.g., one is based on sample size of 40 (ni=n2=20), and the other

is based on N=160 (n1=n2=80)], the one based on larger sample size is more trustworthy, because

it is much less likely to have occurred due to sampling error or chance. This indicates that effect

size measure should not be used by itself; instead, it should be considered together with sample

size.

Figure 3 presents the sampling variability of another major type of effect size measure:

measure of association strength as represented by the R2. Because sample R2 is widely known to
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have upward bias, one form of bias-corrected R2 (adjusted R2 based on Wherry formula' that has

been implemented in both SAS and SPSS regression procedure). The sampling variability of the

R2 and adjusted IZ2 is represented by the 90% confidence interval bar, and the mean R2 based on

500 samples is represented by the dash line within each confidence interval bar.

[ Insert Figure 3 about here ]

In addition to some common observations already discussed for the effect size measure d

in Figure 2, several observations unique for sample R2 in Figure 3 can be made. First, while

sample d in Figure 2 has shown to be an unbiased estimator of population d, sample R2 has

obvious upward bias, as indicated by the position of mean R2 (dash line within each 90%

confidence interval) that is consistently, and sometimes considerably, above the population R2

under all four population effect size magnitude conditions (R2---.00, .02, .12, and .25). Bias

correction, however, has worked well for adjusted R2, with all means of sample adjusted Res

being very close to the population value.

Second, it is noted that R2 from the 4-predictor regression model has more upward bias

than that from 2-predictor regression model. This finding is expected, because under the same

sample size condition, the ratio of sample size to the number of predictors (N/p) is smaller for 4-

predictor model than that for 2 predictor model. As is widely known, In regression analysis, it is

often this ratio, rather than sample size per se, that largely determines the stability of regression

analysis outcomes (Stevens, 1996).

I Adjusted R2 is obtained by: R2
N-pl

(1 R2) . : uncorrected sample R2;
N: sample size; P: # of predictors in the regressiorfmodel.

16
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Both R2 and adjusted R2 show considerable sampling variability, and the sampling

variability of both decreases with the increase of sample size. The considerable sampling

variability may make it relatively easy to obtain a medium and even large effect size measure by

chance, even when the population effect size is zero or very small ( R2=.02). For example, for

population R2=.02 (very small effect), and for the 4-predictor regression model, the upper 90%

confidence limit of sample R2 reaches as high as over .46 for N=20 (very large sample effect), and

about .25 for N=40 (large effect). This degree of sampling variability that is strongly affected by

sample size (or N/p ratio) highlights the need that effect size should be considered within the

context of sample size; used by itself, sample effect size measure may be misleading.

Table 1 presents the percentages of statistically significant tests under different population

effect size conditions, and under different sample size conditions. When the population effect is

zero, approximately 5% of tests are statistically significant (underlined entries in the table), close

to the specified nominal Type I error rate ( a level). While population effect is not zero, the table

entries represent the power of the statistical tests involved. It is seen that the tests can adequately

detect [defined as statistical power about.80 (Stevens, 1996)] the population effect only when the

population effect is moderate and large (d=.50, .80), and the sample size is not small (N AO) (see

shaded entries in the table).

[ Insert Table 1 about here ]

While we do not want to trust something which may have occurred by chance (Type I

error), Table 1 shows that statistical tests may cause concern of Type II error when population

effect is non-zero, i.e., we conclude that there is no population effect when in fact there is. To

17
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balance these two opposite logical errors requires that researcher understand the consequences of

Type I and II error respectively, take into consideration of effect size measure, and make

decisions accordingly. Table 2 offers some practical guidelines for combining statistical

significance testing and effect size measure in quantitative analysis. The content of Table 2 is self-

explanatory, thus requiring no explanation or discussion here.

[ Insert Table 2 about here ]

Summary and Conclusions

This paper attempts to demonstrate through Monte Carlo simulation that statistical

significance testing and effect size are two related sides that together make a coin; they

complement each other, but do not substitute one another. Good research practice requires that

both should be taken into consideration in order to make sound quantitative decisions. The

Monte Carlo simulation used three-factor crossed design, with 500 replications within each cell.

The sampling variability of two popular effect size measures (d and R2 ) were obtained through

simulation under different data conditions (e.g., population effect size, sample size).

It is shown empirically that there is considerable variability of sample effect size measure,

and the extent of sampling variability of effect size measures is strongly influenced by sample size.

Due to the sampling variability of effect size, what appears to be practically meaningful effect size

may be the result of sampling error, and consequently, it is not trustworthy. It is pointed out that

statistical significance testing and effect size measure serve different purposes, and the sole

reliance on either may be misleading . Some practical guidelines are recommended for combining

statistical significance testing and effect size measure for making decisions in quantitative analysis.
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Table 1: Percentages of Statistically Significant Tests (a=.05)

Population D

Sample N .00 .20 .50 .80
(N=n1-Fn2; n1=n2)

20 5.90 7.35 18.05 37.25

40 5.90 8.85 32.75 65.30

80 5.25 14.00 54.40 92.40

160 5.95 22.50 .5.141, 99.75

240 5.65 32.80 96,45 0.5

Population R2

Sample N .00 .02 .12 .25

20 4.10 7.60 21.00 47.30

40 6.50 9.50 44.40 07:r60.

80 5.70 18.70 77:0 *0
160 4.00 31.20 98.10 100.00
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Significance and Effect Size -22-
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Figure 1: Study Design for Effect Size Measures ofd and R2
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