Procedures for evaluating differential item functioning (DIF) are commonly used to investigate the statistical equivalence of items that are translated from one language to another. However, the methodology developed for detecting DIF is designed to evaluate the functioning of the same items administered to two groups. In evaluating the differential functioning of dual language versions of a test item (translation DIF), the items being compared (i.e., an original item and its translated version) are not the same. Thus, studies of translation DIF may not fulfill the requirements of currently available DIF detection procedures. This paper discusses the complex issues involved in evaluating translation DIF. An important, but often overlooked, issue is the dimensionality of the construct measured across the two languages. It is concluded that the dimensionality issues must be addressed first in studies of translation DIF. The development of an adequate research design is another important issue in studies of translation DIF. The design must be able to control for extraneous language proficiency effects. Some suggestions and examples of such research designs are proposed. (Contains 29 references.) (Author/SLD)
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Abstract

Procedures for evaluating differential item functioning (DIF) are commonly used to investigate the statistical equivalence of items that are translated from one language to another. However, the methodology developed for detecting DIF is designed to evaluate the functioning of the same items administered to two groups. In evaluating the differential functioning of dual language versions of a test item (translation DIF), the items being compared (i.e., an original item and its translated version) are not the same. Thus, studies of translation DIF may not fulfill the requirements of currently available DIF detection procedures. This paper discusses the complex issues involved in evaluating translation DIF. An important, but often overlooked issue is the dimensionality of the construct measured across the two languages. It is concluded that the dimensionality issue must be addressed first in studies of translation DIF. The development of an adequate research design is another important issue in studies of translation DIF. The design must be able to evaluate the dimensionality of the construct measured across the two languages, and must be able to control for extraneous language proficiency effects. Some suggestions and examples of such research designs are proposed.
Statement of the Problem

The practice of translating a test from one language to another is almost as old as the practice of testing itself. However, for years psychometricians have strongly warned against assuming the equivalence across languages of translated versions of a test (e.g., Likert, 1932; Geisinger, 1994; Hambleton, 1993; Olmedo, 1981). Nevertheless, researchers have all too often drawn strong conclusions about educational or psychological differences between individuals who operate in different languages without considering the potential effects of different language versions of the measuring instrument (Hambleton, 1994).

In the past two decades several technological developments aimed towards evaluating the equivalence of dual-language versions of tests have emerged (Sireci, in press). Most of these developments emerged from the differential item functioning (DIF) methodology, which is designed to evaluate the stability of an item's functioning across examinees in different groups who are at the same proficiency level of the construct measured (Budgell, Raju, & Quartetti, 1995; Green, 1994; Holland & Wainer, 1989; Swaminathan, 1994). DIF procedures are typically employed to evaluate how items function across different groups of individuals who operate in the same language. For example, a question that is often addressed is: does an item function equivalently for Black and White examinees? Thus, currently available DIF detection procedures are designed to evaluate the functioning of the same items administered to two groups. In evaluating the differential functioning of dual-language versions of a test item (translation DIF), the items being compared (i.e., an original item and its translated version) are not necessarily the same. Therefore, popular DIF detection procedures, such as IRT-based, standardization, Mantel-Haenszel, and logistic regression methods, should not be used blindly in the study of translation DIF.

Obviously, there is a "big Dif" between DIF studies conducted using two same-language groups of examinees on the same group of items, and those conducted using two different-language groups of examinees on different-language versions of the items. The purpose of this paper is to present the complex issues involved in evaluating the differential functioning between items that are translated from one language to another. Only after considering these complex issues can appropriate methodologies for evaluating translation DIF be proposed.

Issue 1: Confounding of Examinee Group Effects and Test Language Effects

The dual-language DIF situation involves teasing out the effects of two factors: language group differences and item language differences. It is almost impossible to successfully isolate the effects of both factors. Without common items to evaluate group differences fair comparisons across groups cannot be made. Without accounting for group differences, differences between original and translated items cannot be made.

Research on DIF methodologies has revealed that when large differences in proficiency exist between the two groups being compared (i.e., when substantial impact is present) incorrect conclusions about DIF can be drawn (Green, 1994; Swaminathan, 1994). This problem stems in
part from the inability to "match" examinees in the different groups who are located in areas where the proficiency distributions do not overlap. This inability to match examinees poses a very serious problem in cross-lingual DIF analyses for three reasons. First, groups who operate in different languages, for example individuals from different countries, are likely to be different with respect to the attribute measured. Secondly, unlike the monolingual DIF situation, there is no direct way of measuring impact (the overall difference between the groups). Thus, cross-lingual DIF analyses, whether IRT-based or other, typically have no means of incorporating group differences into the model (Sireci, in press). A third problem is that the dimensionality of the proficiency distributions for each language group may be different; in the worst case, the proficiency distributions may represent different constructs altogether.

Given a unidimensional assessment (we consider multidimensionality later), how does one separate test translation effects from language group effects when evaluating translation DIF? A solution can be derived if one of two assumptions are made: 1) assume the items are equivalent across the two languages and then look for group differences; or 2) assume the groups are equivalent and then look for item translation differences. The sample invariance feature of item parameters estimated using item response theory (IRT) make choosing the first assumption attractive. For if a sufficient number of items are equivalent across languages, and the unidimensionality requirement holds, the IRT theta scale can be used as both a conditioning variable for evaluating DIF, and for determining differences across the language groups. It is perhaps for this reason that several applications of IRT DIF detection procedures have been applied to the "translation DIF" problem (Angoff & Cook, 1988; Ellis, 1989, Hulin & Mayer, 1986). However, the assumption of unidimensionality and translation equivalence for the majority of items may result in invalid interpretations regarding translation equivalence if one or both of these assumptions do not hold. Therefore, these assumptions must be empirically tested when applying unidimensional DIF detection procedures, especially IRT based procedures, to the translation DIF problem.

Issue 2: Dimensionality of the Construct Measured

There are several important dimensionality issues that need to be considered when studying translation DIF. First, if unidimensional DIF detection procedures are to be used, the dimensionality of the instrument in each language must be assessed. Second, it must be demonstrated that the same unidimensional construct is measured by both language versions of the test. Additionally, if the construct is determined to be multidimensional, the common dimensions across languages must be identified. Therefore, to evaluate translation DIF, the dimensionality of the construct measured, and the degree of equivalence of the construct across languages, must be understood.

Principal components analysis, factor analysis, and structural equations modeling are procedures that are applicable for evaluating test dimensionality. Structural equations modeling is the most comprehensive procedure for evaluating construct equivalence across languages because it can handle several groups and measurement variables within a single model, and provide statistical tests of relative model fit. Unfortunately, these procedures are based on the assumption
of linear relationships between the observed variables and the underlying constructs or latent variables. When the items in the measuring instrument are dichotomously or polytomously scored, the assumption of linearity is violated. Unfortunately, non-linear structural equations models, that would be appropriate for dichotomously-scored test data, are not currently available. However, some advances have been made on non-linear factor models that are appropriate for the dimensional analysis of dichotomous data (McDonald, 1968), Bock & Aitken (1981) and these procedures have been implemented in the computer packages NOHARM (Fraser, 1983) and Testfact (Bock, Gibbons, & Muraki, 1988).

Aside from the issue of how best to evaluate dimensionality across languages, there is the complex issue of how to gather the data that would be appropriate for examining translation equivalence. Thus, a third important issue in evaluating translation DIF revolves around the choice of an appropriate research design.

Issue 3: Research Design Options in Evaluating Translation Equivalence

There are at least three research designs that could be used to evaluate translation equivalence. These designs can be classified as one-group, two-group, and four-group designs. These designs all use bilingual subjects to assess the equivalence of the translation.

We need a description of each of these designs together with their strengths and weaknesses. We could shorten the literature review provided here.

The Single Group Design

One design that is recommended is to use bilingual examinees to take the different language tests. This design attempts to remove the test effect/group effect confounding by using one or more groups proficient in both languages. A single-group bilingual design could be used where all examinees take both language versions of the test, or random assignment could be used to gather data on each language using a separate, but randomly equivalent bilingual group. Details on some bilingual research designs are presented below. Previous research discussed the role of bilinguals in evaluating translation DIF (Sireci, in press; 1996). However, bilinguals can also be used to evaluate construct dimensionality and comparability across languages.

As an example, suppose we use a single bilingual group and administer both language versions of a test. A score can be calculated for each examinee on both tests (e.g., separate IRT theta estimates) and the correlation between these two scores can be determined. If the two sets of scores are highly correlated, evidence that the same construct is measured in both languages is provided. One drawback to this design is that a testing effect may be present. Because examinees take both test forms, responding to the items on one form may influence responses to the translated versions of the items on the other form. Using random assignment of bilinguals to test forms would remove the practice effect, but would also prevent calculation of the correlation between scores, unless strong matching techniques were used (i.e., matching two examinees on proficiency in each language and on the proficiency measured by the test, and then assigning each randomly to one test form). Both design strategies could also be used to evaluate test
dimensionality. Including items of both language types on a single test form (see below) may be particularly useful in studying dimensionality using bilinguals. If dimensions are identified on which only same-language items exhibit substantive loadings, the degree to which the language effect contributes to multidimensionality could be determined.

The logic in using bilinguals to evaluate different language tests is that by using a single group of examinees, language group differences are eliminated, and observed differences in test or item performance can be attributed to the linguistic differences between the tests or items. There are several applications of research designs using bilinguals which have contributed greatly to understanding differences across dual language versions of tests (e.g., Boldt, 1969; CTB, 1988; Berberoglu & Sireci, 1996). However, although the use of a single group usually eliminates group differences in most research designs, there are some deficiencies in this logic when applied to the cross-lingual assessment situation. The most conspicuous problem is the implicit assumption that bilinguals are equally proficient in both languages. For example, if a group of bilinguals performs differently on the "language A" and "language B" versions of an item, attributing this difference to a faulty adaptation assumes that the bilinguals would perform the same on both language versions of the item if the adaptation was adequate. However, a bilingual examinee may be stronger in one language than the other. Therefore, a plausible rival hypothesis is that bilinguals perform better on items administered in their stronger language, even when the two versions of the item are truly equivalent.

A second flaw in this logic is that it describes bilinguals as a single, homogeneous group of test takers; when in reality, a bilingual group of test takers comprises examinees with very different backgrounds, proficiencies, and linguistic skills (Baker, 1988; Valdés & Figueroa, 1994). For example, in the U.S., a group of English-Spanish bilinguals could include people whose first language is English and who learned Spanish in high school, Spanish-speaking immigrants (from a wide variety of countries) who recently learned to speak English, and second-generation immigrants who learned English as a second language in primary school. Therefore, the assumption that bilinguals represent a single "kind" of test taker is unreasonable.

A more subtle, but serious problem in using bilinguals to evaluate tests is the questionable comparability of bilinguals and monolinguals (Hambleton & Kanjee, 1995). This problem has been termed the representation problem (Sireci, in press). For example, in educational testing, bilinguals are likely to be very different from their monolingual cohorts. Bilinguals who are highly proficient in two languages may be representative of only the highest achieving students in either monolingual group. Conversely, bilinguals who are marginally proficient in one or both languages may represent only the lowest achieving students of one of the monolingual groups. In any event, the distribution of proficiency in a bilingual sample is likely to be very different from the corresponding distributions of their monolingual cohorts.

Berberoglu and Sireci (1996) acknowledged the problems in using bilinguals to evaluate translation DIF, but argued that such analyses can be a useful first step in evaluating item functioning across languages. Using a group of Turkish-English bilingual examinees, they applied Samejima's (1969) graded response IRT model to a set of polytomously-scored teacher evaluation
items, and used IRT likelihood ratio DIF detection procedures (Thissen, Steinberg, & Wainer, 1988) to evaluate the equivalence of the Turkish and English versions of the items. They concluded that three of the seven items studied exhibited translation DIF. Using these results, they were able to identify factors that may explain why these items functioned differentially across the two languages, while the other items did not. Nevertheless, the authors concluded that their procedure was not appropriate for determining whether any of the items would exhibit DIF across monolingual groups of Turkish and English examinees.

Berberoglu, Sireci, and Hambleton (1997) extended the Berberoglu and Sireci study by including DIF analyses based on both bilingual (Turkish-English bilinguals) and monolingual (English-only) examinees. Following the recommendations of the earlier study, the bilingual group was used to identify anchor items for subsequent DIF analyses using separate monolingual groups (actually, the data from the Turkish-English bilingual group also served as the Turkish monolingual group). Item equivalence was evaluated both with and without the use of anchor items selected based on the bilingual analyses. The rationale was that items that did not display DIF using bilinguals could be considered appropriate for calibrating the remaining items onto a common scale. The effect of using this anchoring was explicitly evaluated. Berberoglu et al. hypothesized that:

1) The DIF items identified using the bilingual group would also be identified as DIF items when the analyses using the "monolingual groups" included anchor items to form a "common" scale.

2) Differences in the detection of translation DIF items would occur depending on whether anchor items were used in the monolingual analyses. It was assumed the analyses using anchor items would identify "true" DIF items, whereas the DIF results from the analyses not using anchor items would be questionable.

Thus, the Berberoglu et al. study predicted that using anchor items selected from the bilingual group analyses would lead to substantive improvement in the detection of translation DIF.

The results of Berberoglu et al. were contrary to their expectations. The two items that exhibited DIF using bilinguals did not exhibit DIF in the anchor item monolingual comparisons. Moreover, the use of anchor items in the monolingual analyses had no effect on DIF detection. The same items were identified as DIF items in both the anchor item and non-anchor item analyses.

The authors speculated that a difference in the English proficiency of the Turkish-English bilinguals and the monolingual-English examinees could account for the results. If the Turkish-English bilinguals misinterpreted the English version of an item, it may exhibit DIF within that population due to a problem of limited English proficiency. When interpreted appropriately in English, the item may actually be equivalent to its Turkish counterpart. Thus, using bilinguals to evaluate translation DIF appears to confound language proficiency differences with translation DIF. This potential confound is especially problematic when only one group of bilinguals are used. Had English-Turkish bilinguals been used (i.e., native English speakers who were proficient
in Turkish), more accurate results may have been obtained (Sireci, 1996).

Berberoglu et al., also indicated other limitations of the study that may have affected the results. Most notable is that some changes were made to the English version of the test between the time the bilinguals took the test and the time the English monolinguals took the test. Thus, these data do not provide a clear answer regarding the utility of bilinguals for selecting anchor items. Presently, the only conclusion that can be derived from these studies is that using bilinguals does not solve the translation DIF problem.

The Two-Group Design

Single-group bilingual designs do not address language proficiency differences among bilinguals. One potential way to address this shortcoming is to use a more than one group of bilinguals. The simplest design involves two randomly equivalent groups of bilinguals. These groups can be created by spiralling two test forms or randomly assigning examinees to forms. In this design, each group takes only one of the two test forms; thus eliminating any potential practice effect. In addition, because the groups are randomly equivalent, no group effect should be present. This design is also more economical than the single-group design. Data on both test forms can be gathered in the amount of time it takes to administer a single test form.

Creating the two test forms. The type of test that each group takes can be more complicated when using bilinguals than when performing a two-group equating design. The most straightforward option is to have one group take the "language A" form, and the other group take the "language B" form. Although this option parallels the two-group equating situation (each group takes an intact test or anchor form), it is not optimal when testing bilinguals. Using this design, the performance of the first group in language B cannot be evaluated, nor can the performance of the second group in language A. A better alternative may be to have each group take a hybrid form that contains items in both language A and language B.

An example of this type of mixed-language administration design is the study conducted by Berberoğlu and Sireci (1996). This study evaluated the translation fidelity of two sets of items from two versions of a teacher evaluation form. The original version of this test was in Turkish and the adapted version was in English. To control for the practice effect, examinees answered the items in only one language. However, both Turkish and English items appeared on each of the two test forms. This was accomplished by alternating between the two languages on each form. On the first form, all odd-numbered items were in English and all even-numbered items were in Turkish. The reverse pattern occurred on the second form. For example, the Turkish version of item number one on the first form was item number one on the second form; the English version of item number two on the second form was item number two on the first form, etc. In addition, two English items were included on each form. These items provided an anchor that was used within an IRT analysis to verify that the assumption of randomly equivalent groups was appropriate.
The design used by Berberoğlu and Sireci gathered data in both groups on both languages. However, the effect of alternating between languages on examinees' performance is unknown. An alternative strategy is to have separate sections of the test for each language. Unfortunately, this strategy may introduce an item-order effect in addition to language effect. Interviewing the bilingual examinees may help determine whether alternating the language ordering of the items was confusing or impeded their performance in some way.

As noted above, a serious limitation of the Berberoğlu and Sireci study was that only one type of bilingual group was used. The bilingual sample comprised students at a Turkish university where English was the primary language of instruction. Although they did screen out students who self-reported themselves as "poor" in reading or understanding English, this design did not include any bilinguals whose first language was English. A more thorough evaluation of translation fidelity would include both English-Turkish as well as Turkish-English bilinguals. Thus, the two-group bilingual design can be improved by including more than one type of bilingual examinee.

**The Four Group Design**

An obvious addition to the two-group bilingual design is to have two groups of bilinguals, who differ with respect to native language, take each test form. The first group would comprise bilinguals who are dominant in the first language and the second group would comprise bilinguals who are dominant in the second language. Individuals in each group would be assigned to one of the two (preferably mixed-language) test forms. In addition to ensuring a more representative group of bilinguals, this design allows for the analysis of performance differences between the two types of bilinguals. DIF and dimensionality analyses could be conducted separately for each group. For example, if an item appears statistically equivalent for both Turkish-English and English-Turkish bilinguals, further evidence is gathered that the item is "the same" in both languages. If an item exhibits DIF in one bilingual group, but not in the other bilingual group, information is gathered pertaining to the different linguistic interpretations of the item. This extended design provides increased information regarding the interaction between the native language orientation of bilinguals and language of the item.

**Strategies for Improving Translation DIF Studies**

The three issues discussed above illustrate primary factors that must be considered when evaluating dual language exams. First, the confounding between language group effects and test language effects must be addressed. Second, the dimensionality of each language version of the test, and the comparability of the dimensions across languages must be determined. Finally, appropriate data collection and analysis designs must be used. Given the problems inherent in evaluating dual language tests, it appears that the design should incorporate groups of bilingual examinees whenever possible, and use multidimensional approaches to DIF evaluation.

One limitation of previous research for evaluating translation DIF is that unidimensional DIF detection models were used. As noted above, it is likely that different language versions of a
test may be measuring more than one dimension.

The comparability of the construct measured across languages could be investigated using multi-group factor analyses; but isolation of a common factor, which would serve as the conditioning variable for subsequent translation DIF analyses, is probably not possible using factor analytic procedures. A more sensible approach is to use a multidimensional DIF detection model. For example, a multidimensional approach to translation DIF could be used to adjust for language proficiency effects that may be confounded with proficiency measured by the test (Sireci, in press).

Multidimensional IRT models for DIF detection (e.g., Ackerman, 1994) are theoretically appealing in this situation, but unfortunately, practical procedures for using these models to evaluate DIF are currently impracticable (Swaminathan, 1994). However, logistic regression DIF detection procedures are particularly applicable to the problem of detecting DIF within a multidimensional context (Clauser, Nungester, Mazor, & Ripkey, 1996; Mazor, Kanjee, & Clauser, 1995; Swaminathan & Rogers, 1990).

For example, a research design that includes two groups of bilinguals who differ with respect to their native language, and includes assessments of proficiency in both languages, would provide the data for a multidimensional logistic regression analysis (assuming the test items are dichotomously scored). In this manner, three proficiency estimates can be entered into the logistic regression equation for each examinee: a proficiency estimate for the characteristic measured by the test, an estimate of the examinee's native language proficiency, and an estimate of the examinee's second language proficiency. Thus, this three-dimensional model would represent a multivariate matching criterion more suitable to the translation DIF situation. The studied items would represent one dimension and the measures of language proficiency would represent two other dimensions to be used as covariates in evaluating the translation DIF of the studied item.

Obviously, this is an immodest proposal. Obtaining adequate samples of two types of bilinguals for a DIF study is a formidable task. Therefore, studies using simulated data should be conducted first. However, generating these multivariate criteria and specifying differences between all relevant proficiency distributions is an arduous task (perhaps there is a dissertation study here!). For example, the effects of differences between the proficiency distributions on all three factors, and the interaction of such effects, needs to be determined under several conditions. The effects of sample size differences between the groups and items is another important issue to be studied. The results of studies using simulated data will help gauge the efficacy of the logistic regression procedure for evaluating translation DIF, if such data can be collected. In any event, extending the traditional DIF research design to include at least two groups of bilingual examinees, perhaps in addition to two groups of monolingual cohorts, and using the logistic regression DIF detection procedure, appears to be an attractive method for evaluating translation DIF.
Conclusion

There is a "big dif" between DIF evaluations in one language and analysis of translation DIF. Evaluating the statistical equivalence of items translated from one language to another is a far more complex task than evaluations of DIF across groups operating within a single language. Current DIF applications in this area are extremely limited. However, by extending the data collection design to include multiple groups and measures of language proficiency, more promising models for evaluating translation DIF are possible.
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