An index is proposed to detect cheating on multiple-choice examinations, and its use is evaluated through simulations. The proposed index is based on the compound binomial distribution. In total, 360 simulated data sets reflecting 12 different cheating (copying) situations were obtained and used for the study of the sensitivity of the index in detecting cheating and the conditions that affect its effectiveness. A computer program in C language was written to analyze each data set. The simulated data sets were also used to compare an index developed by R. Frary and others (1977) and error-similarity analysis (F. Belleza and S. Belleza, 1989). In general, the new index was effective in detecting cheaters as long as enough items were copied. It was sensitive enough to detect cheating when between 25 and 50% of the items were copied in a 50-item test, but was less sensitive when the test was shorter. It was also less sensitive when there were fewer cheaters in a class. Although effectiveness is influenced by test length, it is not influenced by class size. Similarities and differences among the three indexes are discussed. (Contains 2 tables, 11 figures, and 14 references.)
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To cheat is to "act in a dishonest way to win an advantage or profit" (Webster, 1987, p.381). But no matter how ethically or morally wrong it seems, cheating is part of college life. Researches done on the prevalence of cheating in American colleges and universities indicate that many college students cheat their way through college. There are different forms of cheating that college students employ, but the all time favorite is copying during examinations (Collison, 1990).

At first consideration, cheating on examinations seems a problem of ethics of individual students. This is true if cheating is an isolated phenomenon. But large scale cheating could be a threat to the validity of the test. It is not hard to see that simply permitting a large proportion of students to copy answers or consult each other on test questions is an extremely effective way of increasing scores (Frary & Olson, 1985). Cheating could result in an inaccurate evaluation of achievement, and in the long run could invalidate college degrees. Moreover, answer copying during multiple-choice examinations can be a threat to the equity of testing procedures (Houston, 1983).

A Method to Examine Allegations of Copying

Suppose that students C and S took a multiple-choice test with n items. If out of n items they gave the same responses to m items, can we infer that they
matched those m items by chance? Or did C copy from S?

The assumption of local independence, also made in Item Response Theory (IRT), will be made here. To quote Hambleton, Swaminathan, & Rogers (1991),

The property of local independence means that for a given examinee (or all examinees of a given ability value) the probability of a response pattern is equal to the product of probabilities associated with the examinee's responses to the individual items (p. 10-11).

Suppose \( p_1, p_2, \ldots, p_n \) are the probabilities of C choosing the responses that S made to n items. Assuming that responses of S are considered fixed, the distribution of the number of items matched with S is the same as that of the number of white balls obtained when one ball is drawn at random from each of n urns, the probability of drawing a white ball from urn i being \( p_i \), \( i = 1, 2, \ldots, n \) (Kendall & Stuart, 1958 cited in Lord and Novick, 1968). Thus, the distribution of the number of matches with S is the compound binomial (Lord & Novick, 1968)

\[
b_n(m) = \sum_{\sum_{i=1}^{n} u_i = m} \prod_{i=1}^{n} p_i u_i q_i^{1-u_i}
\]

(1)

where \( u_i = 1 \) if the response of C to item i is the response chosen by S, and 0 otherwise, \( p_i \) is the probability that \( u_i = 1 \), and \( q_i = 1 - p_i \). The large summation is over all patterns of response containing exactly m matches. Note that if all \( p_i \)'s are equal, \( b_n(m) \) would be reduced to the binomial distribution and the right side of equation 1 would be
From equation 1, the probability of matching at least \( m \) items with \( S \) is

\[
\binom{n}{m} p^m q^{n-m}
\]

To make a decision whether or not \( C \) and \( S \) have unusually high similarity of responses a cutoff value of the number of matches has to be established. To do this two types of potential errors must be considered. False positive errors (also referred to as type I error) occur when a pair of examinees are accused of copying when copying did not take place. False negative errors (also referred to as type II error) occur when a pair of examinees who copied are not accused of doing so. A higher cutoff on the number of matches yields higher false negative error rate and lower false positive error rate. The strategy in setting the cutoff involves specifying a false positive error rate and choosing a cutoff value that corresponds to it.

Suppose one is willing to take the risk of wrongly accusing a student of cheating at a rate of \( \alpha \). That is, \( \text{Prob(false positive error)} = \alpha \). In the process of cheating detection, the paper of a student is compared with a number of students who are in close proximity during the exam. If there were \( k \) students that \( C \) could have copied from, then \( C \)'s responses would be compared to these \( k \) students, thus making \( k \) comparisons. Let \( \alpha^* \) be the probability of making a wrong decision about \( C \) (i.e., accusing him/her of copying if in fact he/she did not) in one
comparison. Assuming that the comparisons are independent, then the probability of at least one wrong decision about C in k comparisons is \(1 - (1 - \alpha^*)^k\). Letting \(\alpha = 1 - (1 - \alpha^*)^k\), we get \(\alpha^* = 1 - \sqrt[k]{1 - \alpha}\). In this case, \(\alpha^*\) is the actual false positive error rate for each comparison. The cutoff score then should be \(m^*\), where \(m^*\) is the smallest value such that the probability of \(m^*\) or more matches is less than or equal to \(\alpha^*\). Thus, if C and S matched \(m\) items, a case should be made against C for unusually high similarity of responses with S if \(m\) is greater than or equal to \(m^*\). In other words, C should be accused of copying from S if \(B_m \leq \alpha^*\).

In this study, \(k\) is called the proximity index; i.e., the number of examinees from whom C could have copied. The value \(k\) would be small if security measures were taken; e.g., alternate forms were used, seating was assigned, and several proctors were present. A situation where the value of \(k\) would be large is a take-home exam. Moreover, a larger value of \(k\) gives a more conservative cutoff.

The binomial distribution is the one that is very often used in cheating indices (e.g., Belleza & Belleza, 1989; Cody, 1985). In this study, however, the compound binomial distribution is being employed. The main reason is that the compound binomial is more realistic in that it allows the \(p_i\)'s to be different for different items. The difficulty of computing compound binomial probabilities might turn one away from it. However, using the recursive procedure introduced by Lord and Wingersky (1984) as shown below, a computer can readily determine \(b_0(m)\) even for several hundred items.

It is important to reiterate that all the compound binomial probabilities that
have been discussed are conditioned on the responses of the source. For the purpose of computing $b_o(m)$ only the responses of C are considered random. The responses of S are considered fixed. The probability of matching S's response on item i ($p_i$) is estimated by the "response 'difficulty'" (Hanson, Harris, & Brennan, 1987, p. 10); that is, dividing the number of students that gave the same response as S on item i divided by the number of students that responded to item i.

**Method**

**Data.** Three hundred and sixty (360) simulated data sets reflecting twelve different cheating situations were obtained and used for this study. From an ACT Assessment mathematics data set that consisted of over 3,000 examinees' responses to 50 items, four different types of data sets were obtained. The first type, DATA3, are responses to the first 20 items of 100 examinees who were sampled randomly. The second type, DATA4, are the responses to the first 50 items of a different sample of 100 examinees. The last two types, DATA5 and DATA6, are responses of samples of 200 examinees to the first 20 and first 50 items, respectively. All the samples were obtained using random sampling. For each type of data set 90 samples were drawn. (Please refer to Figure 1 for a graphical summary of the sampling, cheating simulation, and analyses of the simulated data sets.)

Within each sample, examinees were ordered so that any pair coming from the same test center would not be within close proximity of each other when the
cheating simulation was performed. This made sure that in cheating detection pairs of examinees compared do not include those from the same test center.

For each of DATA3 to DATA6 the 90 data sets were divided into three groups of thirty. The groups were denoted DATAn.1, DATAn.3, and DATAn.5, for n = 3, 4, 5, 6. For each group of 30 data sets a cheating situation was simulated. All of these data sets were described in Table 1. For DATAn.m, n = 3, 4, 5, 6, m = 1, 3, 5, and N = class size, .1mN students were randomly selected to be cheaters. Of the (copier and source) pairs created, .02mN or one-fifth of the cheaters copied 10, 25, 50, 75, & 90 percent of the source’s answers, respectively. That is, the cheaters’ answers for selected items were replaced with those of the sources’ answers. The selection of the copied items was random. For example, in DATA3.5 there were 50 cheaters. For each of the first ten cheaters answers to two (10%) randomly selected items were changed to those of the source; for each of the second ten cheaters answers to five (25%) randomly selected items were changed to those of the source; 10 items (50%) for each of the third ten; 15 items (75%) for each of the fourth ten; and, 18 (90%) items for each of the last ten. Note that each of DATA3.1 through DATA6.5 had 30 replications.

Research Questions. The research questions to be addressed in this study are the following.

1. How sensitive is B_m in detecting copying?
2. How is the effectiveness of B_m affected by the percent of cheaters?
3. How is the effectiveness of B_m affected by the length of test?
4. How is the effectiveness of $B_m$ affected by the class size?

5. What are the similarities and differences among $B_m$, $g_2$, and ESA?

6. How do the effectiveness of the three indices compare?

7. Are the effects of percent of cheaters on the effectiveness the same for all indices?

8. Are the effects of test length on the effectiveness the same for all indices?

9. Are the effects of the class size on the effectiveness the same for all indices?

The false positive rate ($\alpha$) chosen for all cheating detection analyses in this study was .002. The above value is much lower than what is more commonly used in scientific studies (i.e., .01 and .05). The rationale for choosing such a low significance level is consistent with the judgement that in investigation of allegation of cheating "false positive errors have more serious consequences than false negative errors." (Brennan, 1993)

Analyses. To evaluate the effectiveness of the new index $B_m$ an analysis was done on each data set. A computer program in C language was written for this purpose. The input needed to run the program are: (1) the number of examinees who took the test, (2) the number of items on the test, (3) identification of each examinee, (4) the number of options per item (assumed to be uniform), (5) the answer key, (6) the item responses of the examinees, (7) the proximity index $k$, and (8) the level of significance $\alpha$. The identification of examinees are codes used
only for matching. The printout of the results was in tabular form with eight columns consisting of identification of copier and source, and their respective scores on the test, the number of matches (r, w, and m), and the computed value of $B_m$. Due to the large number of all possible pairs not all of them were included in the printout. Only the pairs such that $B_m \leq \alpha^*$ were included in the printout.

For each data set, only the simulated cheaters were considered cheaters. If a noncheater was detected by an index that was considered a false positive or type I error. A cheater not detected was counted as false negative or type II error.

According to Frary et al. (1977), "A single way to test the effectiveness of [a cheating index] is to count the number of cheaters 'caught'.... (p. 244)." Thus, to answer the questions enumerated above (except for question number 5) the data sets were analyzed using the three different methods and the number of cheaters "caught" were counted and tabulated. The number of noncheaters falsely caught were also reported. To analyze the data sets using ESA (Belleza & Belleza, 1989) and $g_2$ (Frary et al., 1977), the computer programs used by the respective authors for their studies were used for the present study. Both computer programs were written in FORTRAN and are available from the original authors. For all three cheating detection analyses, the value of $k$ was 4.

Each replication of each cheating situation was analyzed using each of the three cheating detection procedures. To tabulate the results of the 1080 analyses performed, the following algorithm was used:

Let $N =$ the number of students
\( n = \text{the number of cheaters}^1 \)

Any pair of students whose cheating index is \( \leq 0.005^2 \) and the difference of the last three digits of the student numbers (copier's minus source's) is positive but less than or equal to four (4) were flagged. Each of the flagged pairs belonged to exactly one of seven categories. The number of pairs belonging to each category is as follows:

\[ a_2 = \text{the number of pairs who were flagged such that:} \]

a) The copier copied 10% of the source's answers (i.e., the first digit of the copier's student number (SN) is 2).

b) The last three (3) digits of the source's SN is exactly one (1) less than the copier's SN.

\[ a_3 = \text{the number of pairs who were flagged such that:} \]

a) The copier copied 25% of the source's answers (i.e., the first digit of the copier's student number (SN) is 3).

b) The last three (3) digits of the source's SN is exactly one (1) less than the copier's SN.

---

1The cheating simulation program was written so that each examinee has a four-digit ID. The last three digits of the ID is the virtual seat number. That is, the examinees are theoretically seated in a single file facing front such that anybody in front of any student has a lower three-digit code. The first digit of the ID is the indicator of whether the examinee is a simulated copier or not. An examinee whose first digit ID is 1 is not a copier. A first digit of 2, 3, 4, 5, or 6 indicates that the examinee copied 10, 25, 50, 75, or 90 percent of the responses of the examinee in front of him/her.

2This is equivalent to \( g_2 \geq 3.29 \).
a₄ = the number of pairs who were flagged such that:

a) The copier copied 50% of the source's answers \(i.e.,\) the first digit of the copier's student number (SN) is 4).

b) The last three (3) digits of the source's SN is exactly one (1) less than the copier's SN.

a₅ = the number of pairs who were flagged such that:

a) The copier copied 75% of the source's answers \(i.e.,\) the first digit of the copier's student number (SN) is 5).

b) The last three (3) digits of the source's SN is exactly one (1) less than the copier's SN.

a₆ = the number of pairs who were flagged such that:

a) The copier copied 90% of the source's answers \(i.e.,\) the first digit of the copier's student number (SN) is 6).

b) The last three (3) digits of the source's SN is exactly one (1) less than the copier's SN.

b = the number of pairs who were flagged such that:

a) The copier copied \(i.e.,\) the first digit of the SN \(\neq 1\);

b) (But) the difference between the last three (3) digits of the SNs is > 1.

c = the number of pairs who were flagged such that:

a) The copier did not copy \(i.e.,\) the first digit of the SN = 1).
From the above values the following eight quantities were computed:

\[ TP_i = \frac{5a_i}{n} , \quad i = 2, 3, 4, 5, 6 \]  
\[ TP = \frac{\sum_{i=2}^{6} a_i}{n} \]  
\[ FP_1 = \frac{c}{N - n} \]  
\[ FP_2 = \frac{c + b}{N - n + b} \]

The values of \( TP_i \), for \( i = 2, 3, 4, 5, \) and 6 are the proportions of cheaters who copied 10, 25, 50, 75, and 90 percent of their sources' answers, respectively, who were caught for each replication of each cheating situation. \( TP \) is the overall true-positive rate, and \( FP_1 \) and \( FP_2 \) are false positive rates. Note that \( b \) is the number of copiers who were caught but with the wrong source; and that if \( b = 0 \), \( FP_1 = FP_2 \). To answer questions one through four, each replication of DATA3.1 through DATA6.5 was analyzed using the three computer programs mentioned above. The number of cheaters detected and the number of noncheaters falsely detected for each replication were counted. The mean, standard deviation of the hit rates, and observed false positive rates across replications for each of DATA3.1 through DATA6.5 were computed.
Results

The original data set has a KR20 reliability of .88. (Please see Table 2.) The scores range from 6 to 50, with mean and standard deviation of 23.05 and 10.04, respectively. The item difficulties range from .22 to .86, with mean and standard deviation of .54 and .14, respectively. The truncated version of the original data set (i.e., including only the first 20 items) has a KR20 reliability of .75. The scores range from two to 20, with mean and standard deviation of 13.40 and 4.13, respectively. The item difficulties range from .53 to .86, with mean and standard deviation of .67 and .09.

Simulated data sets were used to evaluate the effectiveness of the new index $B_m$. The simulated data sets mentioned above were also used to make empirical comparisons between $B_m$, $g_2$ (Frary et al., 1977), and error-similarity analysis (ESA) (Belleza & Belleza, 1989). In addition, theoretical comparisons were made among the three indices.

In general, it was found that $B_m$ is effective in detecting cheaters as long as enough items have been copied. That is, cheaters do not usually get caught if they only copied a few items. More specific findings were reached regarding the sensitivity and effectiveness of $B_m$. These are discussed below as responses to the research questions enumerated earlier. The percent of cheaters that were used are averages across the 30 replications of each cheating situation.

(1) $B_m$ is sensitive enough so that cheating becomes detectable when the copier copied between 12 (25%) and 25 (50%) items in a 50-item test. It is, however,
less sensitive in detecting cheating when the test is shorter. The copier would have to copy between 50% (10) and 75% (15) of the source’s responses to a 20-item test before cheating is detectable.

Question one asks how many items need to be copied in order for cheating to be detectable. To answer this question, it was necessary to operationalize the term "detectable". For the purpose of this study "detectable" means having more than 50% likelihood of catching a cheater. Notice in Figure 2 that in each cheating situation the percent of cheaters caught (PCC) is monotonically increasing as the percent of items copied (PIC) increases. Although the PIC at which cheating becomes detectable cannot be determined, the interval of PIC within which it occurs can be determined. Using Figure 2 notice that for each cheating situation with 20 items (i.e., DATA3.n and DATA5.n, for n = 1, 2, and 3), cheating becomes detectable between 50 and 75 PIC, irrespective of class size (CS). On the other hand, in situations with 50 items (i.e., DATA4.n and DATA6.n, for n = 1, 2, and 3), cheating becomes detectable between 25 and 50 PIC.

(2) \( B_m \) is more effective in detecting cheating when there are fewer cheaters in the class.

In response to question two, cheating detection using \( B_m \) is more effective when the cheater to noncheater ratio is lower; i.e., when the percent of cheaters (POC) in a cheating situation is lower. This is indicated by the general pattern of increasing PCC as POC increases from 10 to 30, and to 50 in Figure 2.

(3) \( B_m \) is more effective in detecting cheating in longer tests than in shorter tests.
Clearly in Figure 3, for PIC levels of 25, 50, and 75, within each level of POC, and within each level of CS, PCCs are higher for situations with 50 items (represented by □ and ♦) than for situations with 20 items (represented by ■ and ♦). Such observation is also true for PIC of 10, although it is not clear in the graphs due to small differences between respective PCCs. This is a strong indication that Bm is more effective in detecting cheating when the test is longer.

At PIC level 90, however, there is an exception to this generalization when at POC of 50% and CS of 200, PCC is higher for DATA5.5 (with 20 items) than it is for DATA6.5 (with 50 items). Moreover, at PIC levels of 10, and 90, the PCCs are not very different in numerical values within each level of POC.

(4) The effectiveness of Bm is not affected by class size.

The comparisons made were between DATA3.r and DATA5.r, and between DATA4.r and DATA6.r, for r = 1, 3, and 5, for each PIC within each level of POC. Each DATA3 and DATA5 situation has 20 items, and each DATA4 and DATA6 situation has 50 items. In terms of symbols used in the graphs, comparisons were made between shaded symbols (■ and ♦), and also between unshaded symbols (□ and ♦).

A very obvious observation is that, except in three (out of thirty) comparisons made, the comparable symbols are overlapping, if not coinciding. And that for each pair of non-overlapping comparable symbols, they are not very far apart. That is, for each level of PIC within each level of POC, in situations with the same TL, the differences between PCCs are very small. This is an
indication that CS has no effect on the effectiveness of $B_m$.

To address question five it is deemed necessary to recall the following:

Suppose student C is suspected of copying from student S, and the observed number of items that they responded to in the same way is $m$.

- $B_m$ is the compound binomial probability that C and S responded to at least $m$ items by chance. The smaller the value of $B_m$, the stronger the evidence that C copied from S.
- $g_2$ is the difference between the expected number of matches and the observed number of matches divided by the standard deviation of the number of matches. Assuming no cheating went on, it should have an approximately normal distribution. Thus, the larger $g_2$, the stronger the evidence that C copied from S.
- In ESA, the binomial distribution of the number of identical responses given by C and S out of all the items to which they both responded incorrectly. The smaller the probability, the stronger the evidence that C and S collaborated.

(5) The theoretical similarities and differences among the three cheating indices are the following:

a) Both $B_m$ and $g_2$ consider all items in the test when detecting cheating, whereas ESA uses only the items to which both the copier and the source responded incorrectly.

b) $B_m$ uses the compound binomial distribution of the number of matches,
while $g_2$, although derived from a compound binomial distribution is an approximation of the standard normal distribution. The ESA uses both the binomial distribution and the normal approximation depending on the number of items to which both the copier and the source responded incorrectly.

c) Both $B_m$ and $g_2$ treat the source's responses as fixed and the copier's responses as random, whereas ESA treats both the source's and the copier's responses as random.

d) The estimation of the probability of a particular response differs for all three indices. However, $g_2$ is the only one that varies the probability estimate as a function of the estimated ability of the copier.

The differences discussed above are possible sources of the differences in performance and appropriateness of the three indices in cheating detection. The investigation of research questions six through nine focused on the performances of the three indices based on their effectiveness in different cheating situations.

(6) Based on true-positive rates, ESA is the least effective of the three indices in detecting copying, and the corresponding true-positive rates of $B_m$ and $g_2$ do not differ by much. However, $B_m$ has the highest observed false-positive rate. The observed false-positive rates for $g_2$ and ESA are very close to the nominal false-positive rate (i.e., $\alpha$).

For each of DATA3.1 through DATA6.5, a figure similar to Figure 4 was produced to address question number six. For discussion, only the graphs for
DATAn.1 for n = 3, 4, 5, and 6 were included. Those are Figures 4, 5, 6, and 7. The graphs for DATAn.3 and DATAn.5 were very similar to DATAn.1 for each n = 3, 4, 5, or 6.

In each of Figures 4, 5, 6, and 7, the PCC for each of the cheating indices were compared within each level of PIC. The general observation is that for data sets with 20 items (Figures 4 and 6), at each of PIC levels 25 through 90, the PCC for ESA is much lower than those for g2 and Bm, and that the PCCs for g2 and Bm are not very different in values. For data sets with 50 items (Figures 5 and 7), the PCCs are still generally the lowest for ESA. That observation is not true, however, at PIC levels 10 and 90. At PIC level of 10, the PCC values are very similar. At PIC level 90, notice that PCC for g2 is lower than those of the two indices, and that the it is lower than the PCC at PIC level of 75. This phenomenon will be discussed later in this section.

In general, therefore, based on the PCC, ESA is the least effective in catching cheaters, and that the effectiveness of g2 and Bm are about the same. However, if we examine Figure 8, it tells us that Bm has the highest rate of catching noncheaters.

(7) The effect of percent of cheaters on the effectiveness of the indices are generally the same for Bm and g2, but different for ESA. Indices Bm and g2 are more effective in detecting cheating when there are less cheaters in the class. The effectiveness of ESA is not very much affected by percent of cheaters.
To address question number seven, graphs similar to those in Figure 9 were produced for each combination of number of items and number of students. For discussion the combination of 20 items and 100 students, and 50 items and 100 students were used. The graphs for data sets with 200 students were very similar to those with 100 students, for the same number of items.

Recall, that for $B_m$ there was a general observation that PCC decreases as POC increases. Also, the decrease in PCC is more apparent when the POC increases from 10 to either 30 or 50. By examining Figures 9 and 10, notice that such general pattern can also be observe in $g_2$, but not as observable in ESA.

(8) The effect of test length on effectiveness are the same for all indices. All indices are more effective in detecting cheating in longer tests than in shorter tests.

To recall, it was found that $B_m$ is more effective in detecting cheating when there are 50 items than when there are 20 items. This was indicated by the higher PCC for DATA4.r (represented by □) as compared to that for DATA3.r (represented by ■), and higher PCC for DATA6.r (represented by ◇) as compared to that for DATA5.r (represented by ♦), for each $r = 1, 3, \text{ and } 5$, at PIC levels 25, 50, and 75. Those observations are also true for $g_2$ and ESA as can be seen in Figure 11. (A similar figure was made for each POC level, and a similar pattern was observed.) That is, for each index, within each level of POC and each level of CS, PCCs are higher for situations with 50 items than for situations with 20 items at PIC levels 25, 50, and 75.
At PIC level 10, the values of PCC are not very different within each level of POC, for all indices. At PIC level of 90, the values of PCC do not vary very much within each level of POC for $B_m$ and $g_2$. For ESA, however, it is very clear that at PIC level 90, PCCs are higher for the situations with 50 items than they are for situations with 20 items. Moreover, for ESA, the values of PCC within each level of POC are not very different from each other at PIC level 25. Such is not true for the other two indices.

In general, the effect of test length on effectiveness is the same for all indices; i.e., each index is more effective in detecting cheating when there are more items. However, this effect is more apparent at PIC levels 50, 75, and 90 for ESA, whereas it is more apparent at PIC levels 25, 50, and 75 for $B_m$ and $g_2$. This is probably because of the already very high PCC for $B_m$ and $g_2$ at PIC level 90 even when there are only 20 items.

(9) Class size does not affect the effectiveness of any of the three indices.

To recall the investigation of research question number four, it was found that CS has no effect on the effectiveness of $B_m$. This was indicated by the observation that at each level of PIC, within each level of POC, in situations with the same TL the pairs of PCCs are very close in numerical value. To address research question number nine it was investigated whether the same observation applies to $g_2$ and ESA as well. By examining Figure 11 and comparing DATA3.r to DATA5.r (■ vs. ♦) and DATA4.r to DATA6.r (□ vs. ◆), for $r = 1, 2, and 3$, it is clear that CS has no effect on the effectiveness of $g_2$ and ESA either. This is
indicated by the very close numerical values of PCCs for DATA3.r and DATA5.r, and DATA4.r and DATA6.r, for r = 1, 3, and 5, for each level of PIC for all indices.

A Counter-Intuitive Result Using g2. The question regarding the effectiveness of an index addresses the issue of how many of the source’s responses need the copier copy so that cheating is detectable. Built into this concern is the intuitive notion that the more items that are copied the greater the likelihood that the cheater will be caught. However, such pattern was not observed when using g2 in situations where there are 50 items. More specifically, for DATA4.r and DATA6.r, r = 1, 3, and 5, PCC increases as PIC increases from 10 through 75, but decreases as PIC increases from 75 to 90. Two questions come to mind:

(1) What goes on with g2 between PIC levels of 75 and 90 (when there are 50 items)?

(2) Why doesn’t it happen when there are only 20 items?

This concern was brought to the attention of Dr. Frary. His spontaneous answers were:

(1) It’s possible that the approximation "breaks down" when there are too many items copied.

(2) An increase of PIC from 75 to 90 involves a difference of about eight items in a 50-item test, whereas it involves only a difference of three items in a 20-item test. (Personal communication, April 7, 1994)

A possible explanation that is consistent with Dr. Frary’s comments follows.

It was mentioned earlier that cheating detection is hypothesis testing where
the null hypothesis is that there was no cheating, and the alternative hypothesis is that student C copied from student S (in the case of $g_2$). The power of the test, i.e., the probability of rejecting the null hypothesis when the null hypothesis is false, is analogous to the effectiveness of the index which is the likelihood that a cheater will be caught measured by the proportion of cheaters caught. The effect size is indicated by the number or percentage of items copied from the source. We know that an increase in effect size should increase the power of the test. That is, increasing PIC should increase effectiveness or PCC. However, such is only true if the distribution of the statistic when the null hypothesis is true has the same shape when the null hypothesis is false. There is a possibility that the distribution of $g_2$ becomes platykurtic as PIC increases. If this is true, it could be that the increase in power due to the increase in effect size (from 75 to 90 PIC) is overcome by the decrease in power due to the change in the shape of the distribution. If that is true, then why does it only happen on 50-item tests but not on 20-item tests? Because the change in effect size involving three items might not have caused as much change in the shape of the distribution of $g_2$ as the change in effect size involving eight items.

**Implications of the Results**

The findings of the present study have implications for teachers and test administrators who wish to use a cheating detection index whether it is in an investigation of an allegation of cheating, as a deterrent to cheating when paired
with a threat of punishment for cheaters caught, or as a monitoring device to evaluate methods for preventing cheating. If the main concern is effectiveness in catching cheaters, other considerations aside, it will be a toss-up between $B_m$ and $g_2$. These two indices have very comparable effectiveness as shown in Chapter IV. Furthermore, the effects of percent of cheaters, test length, and class size on their effectiveness are also the same. However, there are two important concerns in cheating detection regarding errors in decision making: (1) falsely exculpating cheaters; and (2) falsely accusing innocent students of cheating. Unfortunately, reducing the probability of one increases the probability of the other. And the obvious choice is to reduce the probability of falsely accusing innocent students for this type of error has more serious consequences. Thus, with this consideration in mind, $g_2$ is the better choice by far.

**Recommendations for Further Research**

Since $B_m$ and $g_2$ are based on the same distribution it was expected that they would perform with similar effectiveness. In addition, it was expected that $B_m$ would perform better since it does not employ an approximation of the standard normal distribution. Thus, there is a need to address why $B_m$ performed so badly with respect to the observed false positive rates.

The only culprit could be the estimation of probability of selecting a particular response which is constant for all copiers for $B_m$, but is a function of the ability estimate for $g_2$. It is therefore recommended that a study comparing
effectiveness of $B_m$ and $g_2$ with respect to both true-positive and false-positive rates be done where the same estimation of probability of selecting a particular response will be used for both indices. This will settle the argument as to whether to use standard normal approximation as opposed to computation of compound binomial probabilities.\(^3\) As far as addressing the concern regarding the computer time required in computation, it was observed in this study that there is not much difference. It is possible, however, that the difference would be amplified when the dimensions of the data sets are larger.

Another recommendation for further research is to investigate the breakdown of $g_2$ when there are too many items copied. One interesting aspect is to find out the percentage of items that need to be copied before the approximation breaks down. But more importantly there is a need to investigate the reason for the breakdown of the approximation in order to improve $g_2$. Another study that would be valuable is the investigation of whether $g_2$ could be improved by using other more sophisticated procedures for estimating the probability of a particular response. The possibilities suggested by Hanson (1994) include the use log-linear model or a latent variable model for polytomous items.

Lastly, a study comparing $g_2$ and $B_m$ similar to the present one should be done with a little twist that could make a lot of difference. That is, "instead of interpreting probabilities produced by the compound binomial model directly, the

\(^3\)Frary (1994) addressed the difference between the effectiveness of $g_2$ and a compound binomial version of $g_2$ (cb) with respect to the number of pairs identified as likely copiers, stratifying on the scores of the copying pairs.
distribution of the indices should be computed for benchmark data consisting of pairs of examinees who could not have copied and probability statements should only be made relative to the distribution of the index given by the benchmark data" (Hanson, 1994). Hanson et al. (1987) suggests that the probabilities computed from the compound binomial model should not be interpreted directly.
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### TABLE 1
DESRIPTIONS OF SIMULATED DATA SETS

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Students</th>
<th>Cheaters</th>
<th>Items</th>
<th>% Copied</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATA3.1</td>
<td>100</td>
<td>10</td>
<td>20</td>
<td>10,25,50,75,90</td>
</tr>
<tr>
<td>DATA3.3</td>
<td>100</td>
<td>30</td>
<td>20</td>
<td>10,25,50,75,90</td>
</tr>
<tr>
<td>DATA3.5</td>
<td>100</td>
<td>50</td>
<td>20</td>
<td>10,25,50,75,90</td>
</tr>
<tr>
<td>DATA4.1</td>
<td>100</td>
<td>10</td>
<td>50</td>
<td>10,25,50,75,90</td>
</tr>
<tr>
<td>DATA4.3</td>
<td>100</td>
<td>30</td>
<td>50</td>
<td>10,25,50,75,90</td>
</tr>
<tr>
<td>DATA4.5</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>10,25,50,75,90</td>
</tr>
<tr>
<td>DATA5.1</td>
<td>200</td>
<td>20</td>
<td>20</td>
<td>10,25,50,75,90</td>
</tr>
<tr>
<td>DATA5.3</td>
<td>200</td>
<td>60</td>
<td>20</td>
<td>10,25,50,75,90</td>
</tr>
<tr>
<td>DATA5.5</td>
<td>200</td>
<td>100</td>
<td>20</td>
<td>10,25,50,75,90</td>
</tr>
<tr>
<td>DATA6.1</td>
<td>200</td>
<td>20</td>
<td>50</td>
<td>10,25,50,75,90</td>
</tr>
<tr>
<td>DATA6.3</td>
<td>200</td>
<td>60</td>
<td>50</td>
<td>10,25,50,75,90</td>
</tr>
<tr>
<td>DATA6.5</td>
<td>200</td>
<td>100</td>
<td>50</td>
<td>10,25,50,75,90</td>
</tr>
</tbody>
</table>

Notes:
1. Each fifth of the cheaters copied 10, 25, 50, 75, and 90 percent of the test items.
2. Each data set has 30 replications.
**TABLE 2**

DESCRIPTIVE STATISTICS OF THE ORIGINAL DATA SET

<table>
<thead>
<tr>
<th>Statistics</th>
<th>DATA3 and DATA5</th>
<th>DATA4 and DATA6</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Number of Items</strong></td>
<td>20</td>
<td>50</td>
</tr>
<tr>
<td><strong>Number of Examinees</strong></td>
<td>3142</td>
<td>3142</td>
</tr>
<tr>
<td><strong>Item Difficulty:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>0.53</td>
<td>0.22</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>Mean</td>
<td>0.67</td>
<td>0.54</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.09</td>
<td>0.14</td>
</tr>
<tr>
<td><strong>Score:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Maximum</td>
<td>20</td>
<td>50</td>
</tr>
<tr>
<td>Mean</td>
<td>13.40</td>
<td>23.05</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>4.13</td>
<td>10.04</td>
</tr>
<tr>
<td><strong>KR20</strong></td>
<td>0.75</td>
<td>0.88</td>
</tr>
</tbody>
</table>
Figure 1. Summary of Procedures for Simulated Data
Figure 2. Graphical Results of the Compound Binomial Cheating Detection Analyses
Figure 3. Results of Compound Binomial Analyses Within each Level of Percent of Cheaters
Figure 4. Comparing Performances of Cheating Detection Indices on DATA3.1
Figure 5. Comparing Performances of Cheating Detection Indices on DATA4.1
Figure 7. Comparing Performances of Cheating Detection Indices on DATA6.1
Figure 8: False Positive Rates of the Three Indices for Different Cheating Situations
Figure 9. Comparing Cheating Detection Indices for Data Sets with 20 items and 100 Students
Figure 10. Comparing Cheating Detection Indices for Data Sets with 50 Items and 100 Students
Figure 11. Comparing Cheating Detection Indices Within the 10% Level of Percent of Cheaters
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