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Abstract

Evaluating the comparability of a test administered in different languages is a difficult, if not impossible, task. Such comparisons are problematic because observed differences in test performance between groups who take different language versions of a test could be due to a difference in difficulty between the tests, cultural differences in test taking behavior, or to a difference in proficiency between the language groups. The international certification testing programs conducted by Novell are exceptional examples of the complex psychometric demands inherent in multiple-language assessment programs. Novell's international certification program includes tests administered in twelve different languages. Many of these tests are computerized adaptive, complicating comparisons across tests and languages. This paper reports the results of a study comparing English- and German-language versions of a high-stakes computerized adaptive Novell certification exam. The two versions of the test were compared by a series of analyses including separate and concurrent IRT calibrations. The results indicated that the English and German computerized adaptive tests are highly similar, and that the tests appear to be unidimensional in both the English and German language versions. It was also concluded that the German candidate sample was more proficient than the English sample, and that two out of fifteen items functioned differentially across the two languages. The source of the differential item functioning was identified post hoc using bilingual subject matter experts. The comparability of the passing scores, and other critical validity issues are discussed.
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Introduction

Novell Inc. develops some of the most popular computer networking software in the world. This software is critical for managing today's business environments that rely on sophisticated computer technology. Because computer networks must be operated, supervised, and managed by professionals who are competent with respect to the newest network software technology, there is an increasing need to certify individuals for competence in several areas of network operations. To meet this demand, Novell developed an extensive international certification program involving over 1,100 testing centers, 400 of which are outside of North America. For many individuals who work with computer networks, Novell certification makes an enormous difference in regard to salary, promotion, and marketability. Novell's certification program is high-stakes, and plays an important role in ensuring the successful operation of many organizations.

There are several admirable features of Novell's certification program that enable it to survive in an international, constantly changing marketplace, while simultaneously maintaining psychometric standards of test quality. These features are described in detail by Foster, Olsen, Ford, and Sireci (1997). True to form, all of Novell's certification exams are computerized, and the majority are computerized adaptive tests (CAT). These tests contain a mix of multiple-choice and authentic assessment items. The authentic assessment items involve completing tasks on the network that are commonly performed by network administrators. Thus, Novell's tests are conspicuously job-relevant and content-valid.

To meet the needs of its international customers, Novell currently administers its certification tests in 12 different languages. Foreign language testing accounts for about 21% of all Novell certification testing; typically, over 4,000 foreign language exams are administered per month. The availability of the tests in foreign languages allows networking skills to be measured in a manner that is not confounded by English language proficiency. Given the high demand for these foreign language tests, and the short time available for producing tests linked to current software, it is not feasible to develop unique item banks in all languages. Instead, Novell pilots and calibrates all test items in English and translates them into the other relevant languages. The item translation process is comprehensive, and the end result is translated CAT item pools that are parallel to the original English-language item pools. This practice has resulted in the successful implementation of Novell's certification CATs throughout the world.

A unique feature of Novell's foreign language tests is that, by "clicking" on an icon, a candidate taking a foreign-language version of a test can access the English-language version of any test item. This feature is helpful for those candidates who are somewhat proficient in English or who may be more familiar with the English versions of some computer terms.

Although Novell's certification program is a modern-day success story, little research has been done to evaluate the comparability of their certification tests across languages. It is widely known that when a test is translated from one language to another unintended differences in the
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difficulty or clarity of the test can be introduced (Geisinger, 1994; Hambleton, 1993; Sireci, 1997b). To what degree may such unintended differences be affecting Novell's tests? Are the different language versions of Novell's tests comparable across languages? Is the level of proficiency required to pass the test the same across languages? Initial attempts to answer these questions are provided in this study. Specifically, we compare the comparability of the English- and German-language versions of one of Novell's most popular exams. To conduct this evaluation, we use a variety of strategies ranging from response time analyses to analyses of differential item functioning.

Method

Instrument

The CATs evaluated here are drawn from a pool of approximately 100 test items. Before becoming operational, all items in the pool were screened and calibrated using the three-parameter logistic item response theory (IRT) model (Lord & Novick, 1968; Hambleton, Swaminathan, & Rogers, 1991). Following standard procedures at Novell, the tryout statistics and IRT item parameters were calibrated from comprehensive field tests of candidates who take the test in English. Candidates have 30 minutes to complete the exam, but the vast majority finish in under 20 minutes. Candidates must answer a minimum of 15 test items; the maximum number of items administered is 25. All items are scored dichotomously. The CAT algorithm for these tests includes a content balancing feature to ensure that the candidates are tested on all of the relevant features of the software. All items in the pool were originally developed in English and were subsequently translated into German using local bilingual translators in Germany. Bilingual test specialists at Novell supervised and evaluated the translations in accordance with the recent guidelines for adapting tests proposed by the International Test Commission (Hambleton, 1994). About 20% of the items are performance-based "simulation" tasks involving little verbiage.

Subjects

The data for this study come from 1,668 candidates who took the English language version of the test between September and December 1996, and 922 candidates who took the test in German during this same period. For the item response time analyses, item exposure comparison, and content area exposure comparison, the data from all candidates were used. However, due to small sample sizes in many cells of the examinee-by-item matrix (a common feature of CAT administrations) a subset of candidates was used for the IRT analyses. The extraction of this subset is described below. The passing rates on the exam for those candidates comprising the final subsets were 76.0% and 73.5% for the English and German samples, respectively. These passing rates are higher than those observed for both language groups in 1996, which were 60% and 61% for the English and German candidates, respectively.
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Data Analyses

CAT Functioning

To evaluate the functioning of the CAT in its English and German versions, the proportions of candidates in each language who took each item were compared (item exposure comparison). The average numbers of items from each content area that were administered in each language were also compared. In addition, the distribution of scaled scores for candidates who passed, failed, and received an incomplete score (i.e., ran out of time) were compared across the English and German groups. The average number of items taken by the U.S. and German candidates was also compared. These analyses provided a general inspection of the functioning of the CAT across the two languages.

Response time analyses

The amount of time it took to answer the English- and German-language version of each item was compared (response time comparisons). These comparisons looked at overall response times, as well as the response times for those candidates who answered the item correctly, and those who answered it incorrectly. In addition to the average response time, the distributions of response time were compared across language groups.

Dimensionality analyses

The development of Novell's certification tests assumes that a unidimensional IRT model is sufficient for scaling candidates' responses to the test questions. In addition, only one score is calculated for candidates. Thus, it is assumed that these tests are unidimensional. To evaluate this assumption, the dimensionality of both the English- and German-language CATs were evaluated using multidimensional scaling (MDS). MDS is an appropriate method for evaluating the dimensionality of test items because it does not assume a linear relationship among test items (similar to the IRT model) and is relatively easy to use and interpret (Chen & Davison, 1996; De Ayala & Hertzog, 1991; Sireci, 1997a). To apply MDS to these data, the association between two test items was calculated using the pseudo paired comparison (PC) statistic proposed by Chen and Davison (1996). The PC statistic is derived from the two joint probabilities that can occur when a person passes one item in a pair and fails the other item (i.e., passing item $j$ and failing item $k$ or vice versa). Thus, these probabilities are conditional on passing one, and only one, of the two items in the pair. The PC statistic can be directly related to the item difficulty parameters ($b$-parameters) of the one-parameter (Rasch) IRT model:

$$
\pi_{jk} = \frac{\exp(b_k - b_j)}{1 + \exp(b_k - b_j)}
$$

where $\pi_{jk}$ is the PC (association) statistic between items $j$ and $k$, and $b_k$ and $b_j$ are the difficulty parameters from the Rasch model (Chen & Davison, 1996, p. 312). The sample estimate of $\pi_{jk}$ is computed by dividing the number of examinees who passed item $j$ and failed item $k$ by the number
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of examinees who passed only one of the two items. This sample index is not symmetric across \( j \) and \( k \), and so each is reduced by .50 to form the symmetric dissimilarity index used as the input for the MDS analysis.

Due to the nature of CAT administrations, all candidates did not respond to all items in the pool. In fact, there were several cells in the candidate-by-item matrix that had extremely small sample sizes. Therefore, the dimensionality analyses were carried out using a subset of 16 items to which at least 300 German and English candidates responded. These 16 items spanned the most popular content areas. However, they did not span the entire difficulty range. The majority of the items were of easy-to-moderate difficulty, which explains why they were the most frequently administered. However, because the passing score is set within this range, the predominance of easier items was not considered a major threat to the internal validity of the study. Dissimilarity indexes were computed for all 120 item pairings involving the 16 studied items. Separate indexes were computed for the English and German data sets.

Chen and Davison (1996) recommend fitting one-dimensional and two-dimensional MDS models to the matrix of item dissimilarities and comparing the results. This comparison is qualitative; however, it is linked directly to theories describing the behavior of unidimensional and multidimensional test data. If a set of test items are unidimensional, the unidimensional MDS solution should demonstrate good fit to the data, and a "U" or "C"-shaped pattern should appear when two dimensions are fit to the data (a well known characteristic of overfitting unidimensional data using MDS). Both one and two-dimensional MDS solutions were fit to the data for both the English and German data. The fit and interpretability of these solutions was compared across the two language groups.

IRT Analyses

Comparing theta estimates based on English and German parameters

Due to the sample size requirements necessary for IRT analysis, and due to the sparse candidate-by-item matrix, the same 16 item-subset used in the dimensionality analyses was used in the IRT analyses. In addition, only candidates who responded to at least eight of these items were included. Thus, the data sets used in the IRT analyses comprised item responses from 965 English (U.S.), and 505 German candidates. The MULTILOG calibration software (Thissen, 1991) using the marginal maximum likelihood method for computing item and person parameters (Bock & Aitkin, 1981) was used for all analyses. Using the three-parameter logistic IRT model (3PL), the relationship between candidates facility with Novell's software (i.e., theta) and the three parameters used to describe the item is given by the equation:

\[
P(\theta) = c_i (1-c_i) \frac{e^{D_i(\theta-b_i)}}{1 + e^{D_i(\theta-b_i)}} (i = 1,2,...,n).
\]

where \( P(\theta) \) is the probability that a randomly selected candidate with facility \( \theta \) will answer item \( i \) correctly, \( b_i \) is the difficulty parameter for the item (i.e., location of the item on the \( \theta \) scale), \( a_i \) is...
the discrimination parameter of the item (i.e., proportional to the slope of $P(\theta)$ at the point $\theta = b$), $c_i$ is the "guessing" parameter, which represents the probability that candidates with extremely low ability can answer item $i$ correctly (i.e., the lower asymptote of the curve), and $n$ is the number of items in the pool (Hambleton, et al., 1991). The two-parameter logistic model (2PL) sets $c_i$ equal to zero, which assumes that guessing is not an important variable for explaining candidates' responses to the items. The 2PL is particularly applicable to the items calibrated in this study because the multiple-choice items typically involved a large number of response options (usually six or seven) and the simulation items required constructed responses.

To evaluate whether the use of item parameter estimates calculated from English candidates was appropriate for estimating scores (thetas) for the German candidates, a series of IRT analyses was conducted. The first set of analyses compared the fit of the two- and three-parameter logistic IRT models to the data. Subsequently, three sets of item parameter estimates were calibrated. The first analysis estimated the item parameters using the data from the German candidates. The second analysis estimated the item parameters using the entire sample of U.S. candidates. The third analysis estimated the item parameters using a random sample of U.S. candidates that was equal to the sample size of the German candidates (to evaluate the sample size effect). These three sets of item parameters were then used to estimate separate IRT scaled scores (thetas) for the Germans. The similarity of these separate theta estimates, and their impact on passing the test, were compared.

**Evaluating differential item functioning**

IRT analyses were also used to search for differential functioning between translated versions of an item. If the English and German version of an item can be modeled using the same item parameters, then the item may be considered to function similarly across languages. To evaluate the functioning of the items across the two languages, the IRT likelihood ratio (LR) procedure for detecting differential item functioning (DIF) was used (Thissen, Steinberg, & Gerrard, 1986; Thissen, Steinberg, & Wainer, 1988, 1993; Wainer, Sireci, & Thissen, 1991). An important feature of the marginal maximum likelihood method for fitting an IRT model is that a likelihood index is provided for each model fit to the data. This index can be used to compare the fit of different hierarchical models applied to the same data. The likelihood ratio (LR) chi-square statistic ($G^2$) compares the difference in fit to the data between two hierarchical models as

$$G^2(d.f.) = 2 \log \left[ \frac{\text{likelihood of more general model}}{\text{likelihood of more constrained model}} \right]$$

The $G^2$ statistic is distributed as chi square, with degrees of freedom equal to the difference between the number of parameters estimated in each model. A more general (less constrained) model will always fit the data better than a more constrained model (i.e., the more parameters fit to the data, the better the data are modeled). The $G^2$ statistic tests whether the improvement in fit is statistically significant. Incorporating constraints into a general model yields parsimony, and so constrained models are preferred whenever the improvement in fit of a more
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general model is not statistically significant (Thissen, Steinberg, & Gerrard, 1986; Thissen, et al., 1988, 1993).

Chi-square LR tests were used to determine if the English and German versions of the items were equivalent. To conduct these "translation DIF" tests, an "ALL DIF" model was initially fit to the data. This model calibrated separate parameters for all the English items and their German counterparts. Thus, it was the most general model fit to the data. The mean and standard deviation of the theta scale is arbitrary in an IRT model and so these values must be set for at least one of the groups. To define the scale, the mean theta for the Germans was set to zero and the standard deviation of both groups was set to one. The chi-square LR statistic for this model was compared to those values obtained from fitting constrained versions of this general model. The first constrained model fit to the data was the "NO DIF" model that calibrated a common set of parameters for the English items and their German counterparts. This highly constrained model represented item equivalence across languages. Intermediate models between these two extremes were also fit to the data to evaluate the differential functioning of specific items. The LR approach has been widely applied to the investigation of DIF across subgroups who take a test in a single language (Thissen, et al., 1988, 1993; Thissen, et al., 1986; Wainer, 1995; Wainer, et al., 1991), and has recently been applied to the translation DIF problem (Sireci & Berberoglu, 1997).

Collateral Item Information

A problem in evaluating DIF across translated versions of an item is that differences in proficiency between the separate language groups, and differences in item difficulty due to translation or other factors, may be confounded. If the location or dispersion of the proficiency distributions for the two groups are different, items that function differentially across languages may appear statistically equivalent, or items that are really equivalent may appear to function differently. This problem can occur if the differences between the proficiency distributions of the two language groups are not accounted for in the IRT model and a systematic difference in difficulty is present in the majority of translated items (Sireci, 1997b; Sireci & Swaminathan, 1996). To provide an estimate of the "true" difference between the means of the proficiency distributions for the English and German groups, collateral information on the items was used to identify items which were most likely to be equivalent across the two languages. First, a group of expert English-German bilingual translators, proficient with Novell's software, were asked to evaluate the 16 items studied and rank the "best eight" in terms of equivalence across English and German. Second, those items that were simulation items involving little text were identified. Third, items that exhibited similar response time distributions for both language groups were identified. It was hypothesized that these three criteria could be used to identify a subset of items appropriate for anchoring the responses for both groups onto a common scale.
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Results

Item Exposure and Content Area Comparisons

The item exposure proportions were calculated by dividing the number of times an item was administered by the total number of candidates in each language group. For each item, a separate proportion was calculated for the U.S. and German candidates. Figure 1 displays a scatter plot of these proportions for each group. Although there is some variability across languages, it is evident from the figure that the items were administered in roughly the same proportions in each language.

[Different Figure 1 About Here]

Differences in number of items administered from each content area were evaluated by calculating the average number of items from each content area that were administered to a typical candidate. These content area averages were computed by dividing the number of items administered from each content area by the total number of candidates in each language group. These averages are plotted concurrently for the English and German groups in Figure 2. The averages fall along a straight line, indicating that the content balancing feature of the CAT appears to be functioning similarly in both languages.

The average number of items taken by candidates in each group was also calculated. The average candidate who took the English version responded to 15.5 questions, the average candidate who took the German version responded to 15.7 questions. Thus, the number of items administered on average is consistent across the different language versions of the CAT.

[Insert Figure 2 About Here]

Item Response Time Analyses

The average (median) time it took for candidates to answer each item was calculated separately for each language group. The majority of items were answered, on average, in less than two minutes. However, a few of these items took an average of five minutes or more. These items were the simulation items, one of which took about a minute longer for the average U.S. candidate to answer. Due to this spread of response times, the square root of the average response times were compared across the two language groups. These values are plotted concurrently in Figure 3. With only a few exceptions, on average, the German candidates take longer to answer the items. The average response time for the U.S. candidates was 74.3 seconds per item; the average response time for the German candidates was 80.1 seconds per item. This finding is not surprising for two reasons. First, German is a "longer" language morphemically. For most of the items, the German versions required more text than the English versions. Thus, the German items probably take longer to read. Second, some of the German candidates may be taking advantage of the option to access the English version of the item. Although accessing the
English version of an item is almost instantaneous, reading both versions of an item would increase the response time. Given that the exam has a very liberal time limit, the fact that the Germans may require more time to answer the questions is not likely to negatively affect their probability of passing.

For the 16 items used in the dimensionality and IRT analysis, further examination of the German and English response times were conducted. For each of these items, the distribution of response times was compared across the two groups. Three response time distributions were computed for each group: response time for all candidates, response time for candidates who answered the item correctly, and the response time for candidates who answered the item incorrectly. Given that, overall, the Germans took longer to respond to each item, the distributions were considered to be similar if there was a shift in the response time distributions, but the shape was consistent for each group. Using this process, the labels "very similar," "similar," and "dissimilar" were given to the translated item pairs to describe the similarity of the response time patterns across languages. Figures 4 and 5 provide an example of items that were considered to have very similar and dissimilar response time distributions, respectively. In Figure 4, the shape of the response time distributions are roughly the same across all three comparisons. In Figure 5, the German response times appear bimodal, especially for the "incorrect" group, whereas the U.S. data are unimodal. Although a more empirical criterion or larger sample sizes would have been helpful, the visual inspections did reveal similarities and differences in the item response times across groups. These inspections were considered useful for determining how similarly the items functioned across the two groups.

The test data analyzed are placed on a score scale ranging from 200 to 800. The distributions of scaled scores were compared for those who passed, failed, and received an incomplete (also a failing score) on the test across the two languages. These distributions, presented in Figure 6, were extremely similar across the two language groups. An interesting observation noted in Figure 6 is that there is a substantial drop in frequency over the 560-to-590 scaled score range. This drop probably reflects the "mastery search" feature of the CAT algorithm, which is designed to identify the highly proficient candidates early on, so that their tests can be ended more quickly than candidates who are closer to the passing score.
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Dimensionality Analyses

The one-dimensional MDS models demonstrated good fit to the data for both the English and German candidates. The one-dimensional solution accounted for 96% of the variance in the item dissimilarities for the English items, and 92% of the variance in the item dissimilarities for the German items. The STRESS (badness of fit measure) and R-squared (proportion of variance accounted for) indexes for the one- through three-dimensional MDS solutions for each data set are presented in Table 1. Relatively little improvement in fit occurs when adding one or two dimensions to the model. The one-dimensional solution scaled the items similarly in both languages. The Pearson correlation between the scale values from the English and German one-dimensional solutions was .92. These scale values were highly related to the item p-values (proportion correct) for each language group. The correlation between the item coordinates and p-values was .94 for the English items and .93 for the German items.

[Insert Table 1 About Here]

The case for unidimensionality is supported further when interpreting the results of the two-dimensional solution. Figure 7 presents the configuration of the English items in the two-dimensional MDS space. The classic (inverted) u-shaped pattern is observed, suggesting that over-fitting occurred in two dimensions. The configuration of German items in the two-dimensional MDS space is portrayed in Figure 8. A similar scaling pattern is observed. In comparing the two solutions, it appears that the items are scaled similarly along the first dimension in both solutions. Item number five has a notably larger coordinate on the second dimension for the German data. This item could account for the small difference in fit (4%) of the one-dimensional solution between the English and German data. In sum, the results of the MDS analyses suggest that the test data are unidimensional for both language groups, and that the items scale similarly in both languages. However, the solutions provided preliminary evidence that item number five functions differentially across the two languages, possibly contributing to multidimensionality in German.

[Insert Figure 7 About Here]

[Insert Figure 8 About Here]

IRT Results

Preliminary analyses

A 3PL IRT model was fit to the data separately for the English and German candidates. Item number sixteen exhibited near-zero discrimination parameters in both groups and so it was eliminated from all further analyses. Subsequently, a 3PL and a 2PL model were fit to both data sets of the remaining fifteen items, again, separately for each language group. A comparison of twice the negative of the log likelihoods for the models in each group indicated that the two
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parameter model represented a more parsimonious fit (i.e., the 3PL did not exhibit improved fit; $G^2_{(15)}$ English=8, $G^2_{(15)}$ German=7; both probabilities are around .90). Therefore, the 2PL was used in all subsequent analyses.

Comparing theta estimates from English- and German-calibrated items

Thetas (IRT-scaled scores) were estimated for the German candidates based on the item parameters calibrated from their responses to the items. Next, thetas were estimated for these same German candidates using the item parameters calibrated from the U.S. candidates who responded to the English versions of the items. Thus, each German candidate had two theta estimates, one based on the parameters derived from the U.S. candidate pool (similar to the standard practice at Novell), the other based on the item parameters estimated directly from their responses. These two theta estimates were compared to evaluate the impact of the assumption that the U.S.-derived item parameters were appropriate for use in German. The correlation between these two theta estimates was .91, indicating a strong relationship between the proficiency estimates produced using either set of item parameters (83% shared variance). Figure 9 presents the scatter plot of these two different theta estimates for the German candidates. To determine if the observed theta differences were due to calibration sample size differences, a random sample of 505 English candidates (equal to the sample size for the German candidates) was used to calibrate new item parameters. These item parameters were then used to calculate new thetas for the Germans. The correlation between the thetas based on the complete English sample and the reduced English sample was .99, which indicates that the difference in theta estimates calculated from the U.S. or German responses is probably not due to sample size.

Although the correlation between the theta estimates using the English or German item parameters was high, some important differences were observed. The difference between the means of the two separate theta distributions was .07. The mean theta estimate for Germans was reduced by .07 when the parameter estimates were derived from the German response data. This reduction was a consequence of the fact that nine of the fifteen b-parameters were lower (i.e., easier) when calibrated using the German sample. This finding could be due to either the items becoming easier when translated into German, or to the German candidates being of higher ability than the English candidates.

The effect of using the English or German parameter estimates on passing the test was also evaluated. The point on each theta scale that corresponded to the passing score used on the operational CAT was determined. Using this criterion, 76.0% of the German candidates would pass if the English item parameters were used, and 69.3% of the German candidates would pass if the German parameters were used. As stated above, 73.5% of these 505 German candidates actually passed, based on their complete tests. This value is close to the value obtained using the
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English parameter estimates in this study\(^1\). The lower passing rate (69.3\%) that would be obtained if the items were calibrated separately in German (and not equated to the English item parameters) can be due to either the items being easier in German, or to the German candidates being more proficient on average.

The item parameters estimated from the U.S. and German samples are not on the same scale. Because translated items cannot be considered equivalent, we cannot interpret the differences between these two sets of parameters at face value. However, inspection of the differences in these parameters across languages is informative. Table 2 presents the item parameters estimated for the items in each language. Also indicated in Table 2 are the collateral information for each item: the ranking of "best translated" items for those eight items so identified by the expert translators, the subjective classification of response time similarity, and the indication of the simulation items. To make comparison of the parameter estimates easier, scatterplots of the English and German difficulty and discrimination parameters are presented in Figures 10 and 11, respectively. The most striking observation from these figures and Table 2 is the very different parameters estimated for item number five. This item was very difficult and poorly discriminating in German, and of moderate difficulty and discrimination in English. Interestingly, this item was one of the three simulation items, and was also the item that appeared aberrant in the MDS analysis. Another notable observation is the wide variation of the discrimination parameters across the two groups. This finding is probably due to the relatively small samples of candidates and items. After item number five, item number fourteen was the next item that displayed relatively larger differences across the two groups. This item was less discriminating and more difficult in German than in English.

[Insert Figure 10 About Here]

[Insert Figure 11 About Here]

[Insert Table 2 About Here]

**Search for translation DIF**

As a first step in disentangling the potential "translation difference" effect from the "group proficiency effect," the "ALL DIF" and "NO DIF" models were fit to the data. To complete this analysis, the data for the English (n=965) and German (n=505) candidates were calibrated concurrently. The design of the analysis treated the data set as comprising 30 test items, with each language group having missing data on 15 of these 30 items. In the ALL DIF model, separate parameters were estimated for the English version of an item and its German

---

\(^1\)It should be remembered that for the purposes of this study, the theta estimates for the 505 German candidates were not computed from their entire set of item responses, but rather from their responses to only those of the 16 items selected for analysis. On average, candidates responded to about 8 or 9 of these 16 items, and so the estimates are less precise than those that would come from the operational CAT.
counterpart. In the NO DIF model, the parameters for an English item and its German counterpart were constrained to be equal. To define the scale, the mean theta for the Germans was set to zero and the standard deviation of both groups was set to one. Thus, the ALL DIF model involved the estimation of 61 parameters (15 a-and b-parameters for the 15 English items, 15 a-and b-parameters for the 15 German items, and the mean of the theta distribution for the English group). The NO DIF model involved the estimation of 31 item parameters (a common set of 15 a- and b-parameters for the 15 English and German items, and the mean theta for the English group).

The LR test comparing the ALL DIF and NO DIF models indicated that the NO DIF model can be rejected outright (see Table 3). Allowing the parameters to be estimated separately for each group results in statistically significant improvement in fit to the data ($G^2_{(30)}=140$, $p<.001$). The next set of analyses aimed toward locating the source of the DIF.

The results of the separate item parameter calibrations suggested that items five and fourteen were the most different across the two samples. Thus, the next model fit to the data was the "ITEM 5 DIF" model. This model estimated separate parameters for the English and German versions of item number five, and equivalent parameters for the remaining fourteen English-German item pairs. The ALL DIF model also exhibited statistically significant improvement in fit when compared to this model ($G^2_{(28)}=49$, $p<.01$). The next model fit to the data, "ITEMS 5 & 14 DIF," estimated separate item parameters only for the English and German versions of these two items. The ALL DIF model did not fit the data better than the ITEMS 5 & 14 DIF model ($G^2_{(26)}=29$, $p=.32$), indicating that calibrating equivalent item parameters for the English and German versions of the other thirteen items fit the data as well as calibrating separate parameters for the different language versions of all items. The parsimonious fit of this model suggests that only items five and fourteen function differentially across the English and German languages. The other thirteen items appear to be functioning similarly.

[Insert Table 3 About Here]

The estimated mean proficiency for the English group varied (of course) across the different models described above. To test whether the mean proficiencies of the two groups were equal, additional models were fit to the data. The results of the various models fit to the data are summarized in Tables 3 and 4. These table include the mean theta parameters in each model estimated for the English group. Table 3 summarizes the results focusing on locating DIF; the results in Table 4 summarize those models used to evaluate group differences. In the ALL DIF model, the English mean is .66 standard deviations higher than the German mean (see Table 3). This finding makes sense because if the items were all different across the two languages, on average, the Germans took more easy items. However, we know this model is not correct. After accounting for the fact that some of the items (ITEMS 5 & 14 DIF model) or all of the items (NO DIF model) are equivalent, the English mean is estimated to be at least one-third of a standard deviation lower than the German mean. This finding also makes sense because if some of the items are equivalent across the two groups, the higher b-values obtained for the separately-
calibrated English items are incorrect.

Acceptance of the "ITEMS 5 & 14 DIF" model involves concluding that the Germans are more proficient, on average, than the U.S. group (by .36 standard deviation units). This hypothesis was tested by fitting a new "ITEMS 5 & 14 DIF" model to the data that constrained the means of the two groups to be equal. The original "ITEMS 5 & 14 DIF" model, that allowed the English and German means to vary, exhibited statistically significant improvement in fit to the data than the model constraining the means to be equal \( (G^2(1) = 17, p < .001) \). Thus, it appears that the German sample is more proficient than the English sample (see Table 4).

One final model was fit to the data as a final check on whether the observed difference between the English and German groups was valid. It is unlikely, but possible, that the thirteen items identified as functioning equivalently across the two languages, really do function differentially across languages, but look equivalent because the IRT theta metric is biased. Theoretically, this could happen if the translation of these thirteen items into German made them all systematically easier and the English group mean was higher than the German group mean by about the same amount. The only way to evaluate this type of rival hypothesis is to defend the cross-lingual equivalence of a set of items in a manner independent of the calibration model (Sireci, 1997b). To do this, the two remaining simulation items (item numbers 10 and 15) and the two items that were identified as representing the two "best" translations (item numbers 3 and 8), were considered equivalent and were used to comprise a common item set (anchor) across the two language groups. The equivalence of these four items was supported by the observation that the response time distributions for the items were rated "similar" or "very similar." This final model, the "ANCHOR" model was fit to the data both with and without constraining the means to be equal. The ANCHOR model that estimated separate means for the two groups fit the data statistically significantly better than the model that constrained the means to be equal \( (G^2(1) = 30, p < .001; \) see Table 4). In this model, the English group mean was .61 standard deviation units lower than the German group. However, this model is less parsimonious than the "ITEM 5 & 14 DIF" model which fit the data well using fewer parameters. Therefore, the .36 difference noted in the former model is a better estimate of the average difference in proficiency between the English and German samples.

The important finding is that in both cases, the English group mean was estimated to be lower than the German group mean, supporting the conclusion regarding DIF for only items five and fourteen. It should be noted that the validity of any anchor model is dependent on whether the items selected for the anchor are appropriate. Unfortunately, the validity of an anchor can never be absolutely determined. Nevertheless, this analysis provided additional evidence that the conclusions reached above regarding item and group equivalence are correct.
Discussion

Through a comprehensive series of analyses, the results of this study indicate that the English and German versions of the Novell certification examination studied are remarkably similar. The types of items administered, and the number of items administered were consistent across the two language groups. In addition, the dimensionality of the test was consistent (unidimensional) across the two languages.

When evaluating the passing rates based on the parameter estimates calibrated from the English and German samples, a difference of about 6.7% was observed. More Germans passed our "smaller" version of the CAT when the parameter estimates were calibrated from the U.S. candidates. Given that it was later concluded that the German candidates were of higher proficiency, the higher passing rate observed using the U.S.-derived item parameters is sensible. Therefore, the practice of using item parameter estimates calibrated from U.S. samples seems appropriate.

The results also underscore the importance of monitoring the functioning of the items across all languages. If DIF is observed for some items, the U.S.-based parameters may not be appropriate. However, on the other hand, just because an item functions differentially across languages does not necessarily signify a translation problem. For example, if the German sample was unaware of a particular feature of the software being tested, but this feature was commonly known by the English sample, the item may function differentially across languages, but such differential functioning would be expected and does not threaten the validity of the test scores. In any case, "translation DIF" should be studied. If the DIF observed for an item cannot be explained, the use of a common set of parameters across languages for the item may not be appropriate.

Post hoc qualitative analyses of the two items that displayed DIF in this study produced some interesting conclusions. For item five, the item that was much more difficult and much less discriminating in German, an external analysis was able to explain the DIF. Bilingual test specialists at Novell reviewed hard copies of the item in English and German. At first, they were unable to figure out why the item functioned differentially across the two languages. Fortunately, they decided to compare the English and German versions of the item as displayed on the computer screen. They immediately discovered a formatting error. One of the correct answers was located in the wrong portion of the screen in the German version of the item, thus making it harder for the Germans to determine the correct answer. Novell corrected the formatting of the item, and within 24 hours, the corrected item was downloaded worldwide. The Novell translation team was unable to explain the DIF observed for item 14. In fact, this item was previously considered the "fourth best" translated item. However, a bilingual translator in Germany asserted that the wording of the item in English was confusing, and that the confusing wording was retained in the German translation. As he put it "Von hinten durch die Brust ins Auge," which is a German saying describing a "very complicated word order, which is very often used in passive voice" (Volker Enkrodt, personal communication April 4, 1997). This explanation is consistent with the observed relatively poor discrimination of the item in both English and German.
German. Thus, it was somewhat comforting that the DIF observed empirically was explainable by post hoc inspection of the items.

The fact that only two of fifteen studied items functioned differentially across languages, in general, supports the validity of Novell’s translation process. This relatively minor amount of DIF may pose less of a problem in a CAT environment than in a linear test administration. If DIF contributes to a candidate answering an item incorrectly, the item will probably not lower the estimate of error around the candidates' score, and subsequent items should correct the estimate. Evaluating DIF across languages will reduce the probability that a candidate would be administered a DIF item, and the probability that a candidate would be administered two DIF items (in the same direction) would be even lower. Nevertheless, if DIF items are presented to a candidate in a CAT, the best case scenario is that the test administration is extended; the worst case scenario is that a candidate's final score is raised or lowered inappropriately. Thus, it is important to evaluate items for DIF due to translation.

A likely reason that the majority of test items studied here functioned similarly in the two languages is that many of the items involved less verbiage than that found on many other tests, such as academic or personality tests. For example, the simulation items required candidates to perform tasks on the actual operating system. The test is highly content-valid because the objectives measured are defined clearly and concretely (Foster et al., 1997). In addition, candidates in all countries have experience operating the software before taking the test. Because machine language does not have to be "translated," the software performs equivalently across languages. Given that rigorous translation procedures were followed, the construct measured in the two languages is considered to be equivalent, and that verbal skills are not a major factor for success on the exam, it is not surprising that the different language versions of this exam function equivalently.

A notable feature of this study is the multiple methods that were used to evaluate the translation equivalence problem. First, the functioning of the entire CAT was compared across languages. Second, the effect of assumptions underlying the CAT algorithm (that using English item parameters for computing German thetas) was explicitly tested. Third, when evaluating the functioning of the items across languages, known threats to the internal validity of cross-lingual DIF studies were explicitly modeled and evaluated. Each IRT model fit to the data was motivated by a specific hypothesis or rival hypothesis. The use of collateral information to anchor the two scales allowed the anchor to be constructed independent of the calibration model. Although there are advantages and limitations of using subjective judgment to form an anchor, the fact that both the empirical and judgmental "common" items led to the same conclusion supported the validity of the final conclusions.

The results also demonstrated that some types of collateral item information are useful. Although one of the simulation items displayed DIF, the DIF was explainable due to a severe formatting error. Thus, items that are performance-based and involve little text appear useful for anchoring score scales across language groups. However, as the results of this study illustrate,
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their functioning in each language needs to be evaluated. The use of an independent team of expert translators to identify the "best translated" items was equivocal. One of the seven items they identified as a relatively good translation exhibited DIF. This finding supports the general conclusion that translated items cannot be considered equivalent without empirical verification. With respect to the item response time comparisons, it was very difficult to qualitatively interpret the distributions across languages. No problems were suspected when looking at the response time distributions for those items that were later identified as DIF items. The two items that appeared differently in terms of response time distributions (items 6 and 11, see Table 2) did not exhibit DIF. Thus, although expert judgment, less verbal item types, and analyses of response time distributions are helpful for identifying similarity of item functioning across languages, sensible caution must be exercised. Rather than relying on purely statistical or collateral criteria, a comprehensive series of analyses, such as that presented in this study, is needed.

An interesting observation noted in this study is that the item that exhibited the largest DIF in the IRT analyses also appeared to be aberrant in the MDS analyses (item 5). Future research should be done to investigate the utility of MDS for evaluating DIF.

A notable limitation of this study is that thetas were computed for the English and German candidates using about half of the items they actually answered. Furthermore, we evaluated only a small subset of items from the item pool. These limitations were necessitated by the data available. If possible, future research should investigate the item and test equivalence problems using designs that require different language test takers to respond to the larger set of common, translated items.
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Table 1
Fit Measures for MDS Solutions

<table>
<thead>
<tr>
<th>Solution</th>
<th>English Items</th>
<th>German Items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>STRESS(^a)</td>
<td>R-squared(^b)</td>
</tr>
<tr>
<td>1-Dimension</td>
<td>.12</td>
<td>.96</td>
</tr>
<tr>
<td>2-Dimensions</td>
<td>.08</td>
<td>.98</td>
</tr>
<tr>
<td>3-Dimensions</td>
<td>.06</td>
<td>.98</td>
</tr>
</tbody>
</table>

\(^a\)This index represents the departure of the data from the model, and so smaller values indicate better fit.

\(^b\)This index represents the percentage of variance among the item dissimilarities accounted for by the model.
### Table 2

**Separately Calibrated English and German Item Parameter Estimates and Collateral Information**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>-4.16</td>
<td>-2.58</td>
<td>-1.58</td>
<td>0.77</td>
<td>1.34</td>
<td>3</td>
<td>Very Similar</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>-4.04</td>
<td>-3.14</td>
<td>-0.9</td>
<td>0.53</td>
<td>0.89</td>
<td>5</td>
<td>Very Similar</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-3.78</td>
<td>-3.02</td>
<td>-0.76</td>
<td>0.93</td>
<td>1.27</td>
<td>2</td>
<td>Similar</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-3.25</td>
<td>-1.68</td>
<td>-1.57</td>
<td>0.5</td>
<td>0.95</td>
<td>1</td>
<td>Similar</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-2.36</td>
<td>-2.11</td>
<td>-0.25</td>
<td>0.64</td>
<td>0.86</td>
<td>1</td>
<td>Similar</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-1.48</td>
<td>-2.27</td>
<td>0.78</td>
<td>0.91</td>
<td>0.58</td>
<td>7</td>
<td>Very Similar</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-1.18</td>
<td>-1.3</td>
<td>0.12</td>
<td>0.76</td>
<td>0.7</td>
<td></td>
<td>Similar</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-0.94</td>
<td>-1.51</td>
<td>0.57</td>
<td>0.85</td>
<td>0.97</td>
<td>8</td>
<td>Very Similar</td>
<td>Yes</td>
</tr>
<tr>
<td>6</td>
<td>-0.92</td>
<td>-1.47</td>
<td>0.55</td>
<td>0.92</td>
<td>0.72</td>
<td></td>
<td>Dissimilar</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>-0.79</td>
<td>0.31</td>
<td>-0.31</td>
<td>0.53</td>
<td>0.33</td>
<td>4</td>
<td>Very Similar</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.73</td>
<td>-0.75</td>
<td>0.02</td>
<td>0.67</td>
<td>1.44</td>
<td></td>
<td>Very Similar</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>-0.53</td>
<td>-1.46</td>
<td>0.93</td>
<td>1.82</td>
<td>1.56</td>
<td></td>
<td>Very Similar</td>
<td>Yes</td>
</tr>
<tr>
<td>11</td>
<td>-0.3</td>
<td>-0.91</td>
<td>0.61</td>
<td>0.68</td>
<td>0.97</td>
<td></td>
<td>Dissimilar</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>-0.23</td>
<td>-0.59</td>
<td>0.36</td>
<td>0.55</td>
<td>0.8</td>
<td></td>
<td>Very Similar</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-0.09</td>
<td>3.75</td>
<td>-3.84</td>
<td>1.2</td>
<td>0.28</td>
<td></td>
<td>Similar</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*aThe item rated most equivalent across languages is ranked "1," etc. The item ranked "6th best" was the item deleted initially due to poor discrimination in both language groups.*
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Table 3

Summary of Search for Differential Item Functioning

<table>
<thead>
<tr>
<th>Model</th>
<th>English $\theta$</th>
<th>German $\theta$</th>
<th>No. of Params.</th>
<th>$G^2$</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL DIF</td>
<td>0.66</td>
<td>0</td>
<td>61</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NO DIF</td>
<td>-0.34</td>
<td>0</td>
<td>31</td>
<td>140</td>
<td>30</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ITEM 5 DIF</td>
<td>-0.43</td>
<td>0</td>
<td>33</td>
<td>49</td>
<td>28</td>
<td>&lt;.010</td>
</tr>
<tr>
<td>ITEMS 5 &amp; 14 DIF</td>
<td>-0.36</td>
<td>0</td>
<td>35</td>
<td>28</td>
<td>26</td>
<td>0.32</td>
</tr>
</tbody>
</table>
Table 4

Summary of Search for Group μ Differences

<table>
<thead>
<tr>
<th>Model</th>
<th>English μ</th>
<th>German μ</th>
<th>No. of Params</th>
<th>$G^2$</th>
<th>df</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO DIF</td>
<td>-0.34</td>
<td>0</td>
<td>31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NO DIF $\mu_E = \mu_G$</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>16</td>
<td>1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ITEMS 5 &amp; 14 DIF</td>
<td>-0.36</td>
<td>0</td>
<td>33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITEMS 5 &amp; 14 DIF $\mu_E = \mu_G$</td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>18</td>
<td>1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ANCHOR</td>
<td>-0.61</td>
<td>0</td>
<td>53</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANCHOR $\mu_E = \mu_G$</td>
<td>0</td>
<td>0</td>
<td>52</td>
<td>30</td>
<td>1</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Figure 1

Scatter Plot of Item Exposure Proportions
Figure 2

Scatter Plot of Content Area Averages

German Content Area Averages vs. U.S. Content Area Averages
Figure 3

Scatter Plot of Square Root of Average Item Response Times
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U.S. and German Scaled Score Distributions
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Figure 7

2-Dimensional MDS Solution for English Items
Figure 8

2-Dimensional MDS Solution for German Items
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Scatter Plot of German Thetas

Derived From U.S. and German Data
Figure 10

English b's Plotted Against German b's
Figure 11

English a's Plotted Against German a's
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