Ways To Explore the Replicability of Multivariate Results (Since Statistical Significance Testing Does Not).

It is a false, but common, belief that statistical significance testing evaluates result replicability. In truth, statistical significance testing reveals nothing about results replicability. Since science is based on replication of results, methods that assess replicability are important. This is particularly true when multivariate methods, which capitalize on sampling error, are used. This paper explores three methods that can give an idea of the replicability of results in multivariate analysis without having to repeat the study. The first method is cross validation, a replication technique in which the entire sample is first run through the planned analysis and then the sample is randomly split into two unequal parts so that separate analyses are done on each half. The jackknife is a second method of replicability that relies on partitioning out the impact or effect of a particular subset of the data on an estimate derived from the total sample. The bootstrap, a third method of studying replicability, involves copying the data set into an infinitely large "mega" data set. Many different samples are then drawn from the file and results are computed separately for each sample and then averaged. The main drawback of all these internal replicability procedures is that their results are all based on the data from the one sample being analyzed. However, internal replication techniques are better than not addressing the issue at all. (Contains 18 references.) (SLD)
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Abstract

It is a false, yet somewhat common, belief that statistical significance testing evaluates result replicability. Since, in truth, statistical significance testing reveals absolutely nothing about result replicability, and since science is based upon replication of results, methods that do assess replicability are important. This is particularly true when using multivariate methods, which capitalize on sampling error. This paper explores three methods (cross-validation, jackknife, and bootstrap) that can be used to get an idea of the replicability of one's results in multivariate analyses, without actually having to perform a study again.
Ways to Explore the Replicability of Multivariate Results
(Since Statistical Significance Testing Does Not)

As discussed by many recent authors (Fish, 1988; Thompson, 1994a; Stevens, 1996; Hinkle, Wiersma, & Jurs, 1994), multivariate methods are becoming nearly mandatory to use in the social sciences. Thompson (1994a) stated that there are two reasons why multivariate methods are usually vital. First "multivariate methods limit the inflation of Type I 'experimentwise' error" (Thompson, 1994a, p. 9). Experimentwise error increases when a researcher uses multiple univariate analyses (such as t-tests, ANOVAs, etc.) instead of using a multivariate analysis. Each individual univariate analysis adds to the chance that one of these analyses will be due to error, hence, the aforementioned inflation of Type I "experimentwise" error [for a more detailed discussion of this issue, the reader is urged to consult Thompson (1994a) or Fish (1988)].

Second, as Thompson (1994a) also states "multivariate methods best honor the reality to which the researcher is purportedly trying to generalize" (p. 12). In others words, since, in reality, variables are often (if not always) influenced by, or correlated with, many other variables, multivariate analyses are a better fit to the "real world" which we are investigating.

Although using multivariate analyses gives us the aforementioned advantages, like their univariate brethren, they still tell us nothing about the replicability of our results. It is a common, but very false, myth that statistical significance testing gives an indication of the likelihood of replication (Cohen, 1994; Thompson, 1996). Statistical analyses per se tell us nothing about replicability either. Since all such analyses are correlational, they tell us the relationships between variables, but nothing about replicability (Knapp, 1978).
bottom line is that only way to get an idea about the likelihood of one's results replicating, without drawing another sample and actually re-doing the study, is to perform a replicability analysis of some kind.

Why is replication important? As Thompson (1996) stated: "If science is the business of discovering replicable effects, because statistical significance tests do not evaluate result replicability, then researchers should use and report some strategies that do evaluate the replicability of their results" (p. 29). Thompson (1996) also stated that actually re-performing the study with a new sample ("external replication") is the only way to directly assess replicability. There are, however, several methods a researcher can use that do not involve the sometimes heavy work needed to re-perform a study. These are frequently referred to as "internal replication" methods, and the use of three of these methods, cross-validation, jackknife, and bootstrap, with multivariate analyses will be the focus of the present paper.

Apart from this philosophy-of-science rationale for replication, there are statistical considerations that warrant the need for replication as well. King (1997) noted that "Each sample collected from a population of interest will yield at least slightly different results from any other independent sample. Thus, two researchers can potentially draw similar samples and yet infer diverse theories based on their data" (p. 2). The only way to avoid this is to re-perform the study and get results from several samplings of the population (i.e., "external" replication). The so-called internal replication techniques described in this paper do not eliminate this error, but do give the researcher at least some idea of the replicability of the results. King (1997) made the important point that sampling error can
not be eliminated via random sampling procedures, due to the sample-specificity of the
statistics calculated from the sample.

Replication is of particular importance in multivariate analyses (particularly
canonical correlation analysis) because these analyses offer even more opportunities to
capitalize on sampling error. In other words, they give a “worst case scenario” in terms of
the effects of sampling error on determining the differences between the groups (or
whatever we are trying to analyze) in question. Thus, replication analyses, at the least
internal, if not external, replication analyses, are important, if not critical, in studies using
multivariate analyses.

As mentioned earlier, the present paper focuses only on the three most common
“internal” replication methods: cross-validation, jackknife, and bootstrap. These are not
the only internal replication techniques, but these three are the most common and arguably
the easiest to implement and use. We will describe each of these methods in a general,
step-by-step process, using examples from the research literature as guides, with emphasis
on the process of performing the technique. This is so the reader interested in using a
particular method with another type of multivariate analysis can still follow the general
guidelines. The following discussion also assumes that the reader has some knowledge of
multivariate analyses, as a full discussion of this topic is beyond the scope of the present
paper.

Cross-Validation

Crossman (1996) discusses how to perform a cross-validation on a canonical
correlation analysis (CCA). CCA looks at the correlational relationships between two sets
of variables (dependent and independent, sometimes referred to as criterion and predictor, respectively), there must be at least two criterion and two predictor variables in each set, and these sets must be meaningful (Thompson, in press).

In the analysis, CCA first computes the correlations of the variables in the form of quadrants, each of which is associated with the correlations between variables in their variable sets. CCA then computes the quadruple product matrix, computed from these quadrants, and a principal components analysis is performed on this matrix (Thompson, in press). This results in standardized canonical function coefficients, which “are directly akin to beta weights in regression” and canonical structure coefficients (comparable to structure coefficients in regression) (Thompson, in press). These are related via functions (again akin to regression equations), the number of which equals the number of variables in the smaller variable set (Thompson, in press).

Cross-validation is a replication technique where one’s entire sample is first run through the analysis (in our case a CCA) and then the sample is randomly split into two unequal parts and then separate analyses (CCA’s) are done on each half. Unequal subsample sizes are used in order that the researcher will be able to discern the two groups (when the subsamples are of equal size, it is easy to confuse which group is which). The key to cross-validation in its use with CCA is that “new predictor and criterion composite scores for the first group are derived from standardized function coefficients of the second group” (Crossman, 1996, p. 8) and vice-versa. Note that the term “standardized” here means that the function coefficients are applied to measured variables in z-score form.

Cross-validation estimates the amount of “shrinkage” of the correlation
coefficients when the function coefficients of other subsample(s) are used (Crossman, 1996). The amount of "shrinkage" indicates the replicability of the results. It is important, however, to remember the adage "square before you compare" as the amount of variance is reflected by $r^2$ not $r$, and thus one must square these invariance statistics before one can compare them, or compute a meaningful difference.

It should be emphasized that replication techniques (like cross-validation) are especially (if not critically) important to use when performing a CCA. All multivariate analyses capitalize on sampling error, but CCA is particularly susceptible to biases in one's sample. It should also be mentioned that one needs a very large sample size in order to do a cross-validation with a CCA. The CCA itself requires a large sample size, and, with a cross-validation, one must do two more CCA's on each subsample. The main advantage of using a cross-validation over the jackknife and bootstrap techniques is that this method is relatively simple to implement, and can be implemented using many of the statistical computer packages on the market. Its drawback is that it is not as good of a measure of one's result replicability as the other two techniques.

Jackknife

The "jackknife" is another method of replicability that can be applied to multivariate analysis, such as a descriptive discriminant analysis (DDA). The jackknife technique was developed by Quenouille (1949) and Tukey (1958). Crask and Perreault (1977) stated "the essence of the jackknife approach is to partition out the impact or effect of a particular subset of the data (e.g., a single case) on an estimate derived from the total
sample" (p. 61). In other words, jackknife tries to control for a "piece" of your sample which may be exerting too much influence on your results due to sampling error. Although we will limit our discussion of jackknife to assessing the replicability of the results of multivariate analyses, specifically DDA, it should be noted that the jackknife can be used in many other domains and can be an extremely useful tool.

Daniel (1989) gives an excellent example of how to perform a jackknife on a DDA, and the basic procedure is similar for using the jackknife to assess replicability in any other analysis. First, one performs the DDA as one normally would. Then you must divide up your sample into subsets. Usually these subsets have m (size of the subsets) equal to one, but one can pick any size for one's subsets, as long as the equation, n (total sample size) = k (number of subsets) * m (size of the subsets) (Daniel, 1989). Any predictive estimator, in the case of a DDA, a discriminant function coefficient, is then computed using all of the subsets (i.e. the entire sample). This predictive estimator, calculated using the entire sample, is referred to by Daniel (1989) as theta-prime. The same estimator (again, in the case of a DDA, a discriminant function coefficient) is again computed for the whole sample minus one of the subsets, and this is repeated for each subset, and this value is referred to by Daniel (1989) as theta. Pseudovalues are then computed by multiplying the number of subsets by theta-prime, and subtracting the number of subsets minus one, multiplied by theta. The jackknifed estimator is the average of these pseudovalues (Daniel, 1989).
After finding the jackknifed estimator, one performs a $t$-test on it (or one can compute a confidence interval for the jackknifed estimator). Divide the jackknifed estimator by its standard error to obtain a $t$-value, with degrees of freedom equal to $k - 1$. A jackknifed estimator is considered stable (i.e., your results are more likely to be replicable) if its calculated $t$-value exceeds the $t$-critical value (Daniel, 1989).

A conceptual illustration of what the jackknife does can be found in what the author calls “the sausage example.” Say you are a making sausage and you have a big vat of sausage being made, from which represents the population you are sampling. Say that a bug accidentally gets mixed in with your sausage. The bug represents an extreme outlier that exists in your population. You take a sample from your sausage vat, a round, one-foot long sausage, which represents your sample taken from the population (the big vat) and lets say that, through sampling error, you get the bug in this particular sausage (i.e., this sample contains the outlier). What can we do about this “outlier” in our “sausage”? Well, using a knife (or even a jackknife!), we could cut our sausage into several pieces, in order to determine if one of the pieces has the bug, the “outlier” in it. In a similar fashion, the statistical jackknife lets us know when we have a problem with part of our sample due to sampling error.

Fan and Wang (1995) discuss some of the limitations of the jackknife approach to internal replication. Due to the fact that sample size does impose a limit on the number of resamples, the jackknife may not be appropriate for small samples. Fan and Wang (1995) also stated:
it is still unclear whether, for a given sample, the size for each of the $K$ subsets will cause any systematic differences in the results. In other words, does it matter if one observation is deleted for each jackknife analysis compared to five observations deleted each time? (p. 5)

Fan and Wang (1995) compared the jackknife to the bootstrap, and found that the two pretty much gave similar results when sample size was large. Thus, the jackknife does not appear to be the best method to use when sample size is small. Since cross-validation, especially in a CCA, also requires a large sample size, it is recommended that the bootstrap, described below, be used in lieu of either the jackknife or cross-validation when the sample size is small.

**Bootstrap**

The bootstrap technique for determining result replicability was originally formulated by Efron (1979). Thompson (1995) described the conceptual basis of the technique:

Conceptually, these methods involve copying the data set many times into an infinitely large "mega" data set. Then hundreds or thousands of different samples are drawn from the "mega" file and results are computed separately for each sample and then averaged. The method is powerful because the analysis considers so many configurations of subjects (including configurations in which a subject may be represented several times or not at all) and informs the researcher regarding the extent to which results generalize across different types of subjects. (p. 86)
Although conceptually rather simple, the bootstrap is a powerful technique, that, unfortunately, is difficult to perform on many conventional statistical computer packages. The step-by-step conceptual instructions on how to perform the bootstrap will be given below, but it is recommended that the researcher who is seriously considering using this technique acquire a program [such as Thompson’s CANSTRAP program, for applying bootstrap to canonical correlation analyses; see Thompson, (1995)].

We will be following the steps to use the bootstrap on a CCA, following Thompson’s (1995) example. The first step is to perform the analysis as one normally would, in our case, a CCA. The second step involves the creation of a target matrix. This space creates a common function space so that the function is the same function in all our subsequent resamples. King (1997) states: “Only when functions remain constant across resampling can one legitimately compare results from the multiple samples” (p.13). The purpose of the target matrix is to make this so. One can create such a matrix using either structure or canonical function coefficients matrix from your sample at hand, or by creating one based on previous research or theory (Thompson, 1995). Whichever one of these you choose, however, must be used throughout the bootstrap procedure.

The next step involves resampling with replacement. It is important to remember that these resamples be the same size as your original sample. Thompson (1995) stated the reason for this is to “mimic the influences of the actual sample size” (p. 88). The last step is to perform a Procrustean rotation of each of the resamples. Again remember that you must rotate the same type of matrix that your target matrix space is.
Looking at the results of the "bootstrapped" CCA, one determines if the results are replicable by looking at the mean $R_c^2$ to the standard error of $R_c^2$. If this ratio is greater than 2, then your results are likely to be stable, or replicable. Like any analysis involving a distribution, however, it is also important to look at the values that describe the distribution, for example, the shape of the distribution. In a "bootstrapped" CCA, for example, one will find that the shape of the $R_c^2$ distribution over the 1,000 resamples will be positively biased. This is due to the fact that CCA capitalizes on sampling error (Thompson, 1995).

Conclusion

The main drawback of all these internal replicability procedures is that their results are all based on the data from the one sample being analyzed (King, 1997). King (1997) recommended using more than one of the internal replication techniques, and only when it is difficult or impossible to draw new samples and do a true, "external" replication. However, most researchers would likely balk at having to re-perform their studies, and internal replication techniques offer a way of at least getting some idea of the replicability of one's results. Internal replication techniques are better than not addressing the issue at all, which is presently a very common occurrence in the research literature. One reason may be that the myth that statistical significance testing indicates result replicability still permeates the thinking of many researchers. Another reason may be that many researchers do not do anything further after performing statistical significance tests because that is all they need to do to get their results published. The movement to limit, or even abolish, statistical significance testing, may aid in decreasing this attitude. A
movement to promote the use of internal replication techniques, especially in multivariate analyses, should also be undertaken. Replication techniques are more critical in multivariate analyses (particularly CCA) because these analyses capitalize on sampling error, giving a "best case scenario". Replication techniques would also likely be more frequently used if statistical computer packages featured these analyses.

Of course, this last recommendation comes with the problem of researchers performing "knee-jerk" analyses, without first thinking about what they are doing and why they are doing it. Internal replication analyses, like statistical significance testing, do not absolve the researcher from having to think about and make judgments about a study's results. They do, however, add an important, all too often overlooked, element to one's study.
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