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This report explores issues involved in higher education admissions processes. It analyzes admissions and subsequent student performance at the RAND Graduate School. The academic literature on this problem informs the presentation of statistical relationships among admissions criteria, admissions committee ratings and performance measures. Transformation techniques provide the foundation for a discussion of the merits of alternative ways of thinking about selection, performance measurement and prediction.

This research supports several conclusions:

Admissions committees confront conflicting objectives. Committee decisions may show inconsistency across applicants, partly because selection combines individual judgments through persuasion and consensus-building. Furthermore, quantified measures of committee members' ratings may not fully reflect their true judgments about the desirability of applicants.

Accepted applicants typically receive more ratings than rejected applicants. Moreover, committee members sometimes discuss applicants with each other and see other members' ratings before making their own judgments. Nevertheless, including the evaluation of an additional judge in average ratings increases the correlation between average ratings and both the admission decision and some performance measures.

While the RGS admissions committee implicitly gives great importance to GRE scores, different performance measures correlate most strongly with different selection criteria. This complicates the establishment of screening rules.

Transforming ratings and grades increases the correlation between them, and it increases the explained variance in admissions decisions. Thus, both admissions and later performance evaluation depend at least partially on a relative rating of students. Such relativism implies that admissions decisions, which depend at least in part on prediction of future performance, affect how that future performance will be measured.

The empirical results show the statistical significance of several selection criteria in predicting a variety of measures of student performance. They also compare the significance of these criteria to the significance of quantified committee-member ratings in predicting the same performance measures. Furthermore, this report shows several techniques for transforming measures of selection criteria, ratings and performance, in order to discuss the appropriateness of relative and absolute measures.

Although this dissertation focuses on data from RGS, it presents a framework for thinking about problems associated with admissions that general audiences may find useful or enlightening.
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This dissertation resulted from a debate among members of the admissions committee at the RAND Graduate School. Committee members view the process as very time consuming and lack consensus about the appropriate criteria for admission. Some members emphasize Graduate Record Examination (GRE) scores when evaluating each applicant for admission. Others emphasize different attributes, such as previous grades. Committee members not only disagree over which factors to emphasize in selecting applicants, but they also disagree about what those factors mean. Some members also believe that the admissions process operates inefficiently.

The research for this dissertation began as an attempt to find empirical relationships between a few selection criteria, such as GRE scores and previous grades, and admitted applicants' subsequent grades at RGS, with the hope of finding useful screening criteria. This empirical analysis, however, raised as many questions as it answered. This research broadened to consider a multitude of empirical models. These reflect subtleties of the admissions process as well as complexities in performance measurement. In addition, some of these statistical models led to a consideration of philosophical issues in educational selection. The empirical results show the statistical significance of several selection criteria in predicting a variety of measures of student performance. They also compare the significance of these criteria to the significance of quantified committee-member ratings of applicants in predicting the same performance measures. Furthermore, this report evaluates several techniques for transforming measures of selection criteria, ratings and performance, in order to discuss the appropriateness of relative and absolute measures in the context of admissions committee decision making.

Although the data for this dissertation come only from RGS admissions records and student transcripts, the implications of this research should interest a wide audience. Decisions such as hiring or promotion, for example, resemble the admissions decision insofar as scarce resources force the selection of fewer individuals than the number of applicants for a position. Predicting individual performance usually plays a significant role in such decision processes. While describing the admissions process at RGS, this dissertation presents a framework for thinking about the variety of problems associated with the process.
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SUMMARY

This report explores issues involved in the selection process in higher education. The problem requires an understanding of the objectives of selection, which must relate to the objectives of an institution. Questions of what to teach also influence who to select, and vice versa. Considering these questions fosters greater appreciation for the selection task.

This paper considers that task by analyzing the admissions process and subsequent student performance at the RAND Graduate School (RGS). Predicting how well each applicant will perform represents just one of the difficult issues which admissions committees consider. To put this matter in perspective, this paper also discusses other issues in selection (such as predicting later life performance) as well as broader institutional objectives. The literature on selection and performance prediction informs the presentation of statistical relationships among various selection criteria, admissions committee ratings and measures of performance.

This dissertation also examines the analytical methods used to estimate such statistical relationships. Much of the literature on selection and performance prediction reflects a straightforward approach to measurement of selection criteria, ratings and performance. This research highlights transformation techniques that may provide additional insights into the relationships among these measures. Rather than treat such measures as strict absolutes, this work attempts to show the impact of treating them in a relative context. It does so by considering various measures against relevant group averages and standard deviations. These transformation techniques provide the foundation for discussing the merits of alternative ways of thinking about selection, performance measurement and prediction.

This analysis employs a broad array of statistical models covering admissions committee ratings, the admissions decision and a variety of subsequent student performance measures. The integration of these models provides a way to consider specific issues in the more general context of the academic environment. This context enables direct comparison of how specific factors (for example, GRE scores) influence committee ratings against how those same specific factors influence a particular performance measure (for example, attrition). Although previous research
explores many of the specific issues covered in this report, this dissertation provides data from a single institutional environment to consider them all simultaneously.

This research supports several conclusions. These conclusions apply not only to specific concerns at RGS but also to admissions and performance measurement policies at other institutions.

Admissions committee ratings may not fully reflect decision makers' true judgments about the desirability of each applicant. The imperfect fit between overall committee ratings and actual committee admissions decisions at RGS demonstrates this point. This cannot reflect mere uncertainty. If ratings represented decision makers' best assessments of the desirability of each candidate, then actual decisions should follow those ratings (however uncertain) quite closely. However, actual admissions decisions show that the admissions committee makes judgments that do not strictly follow their ratings of individual candidates. Such judgments involve more than mere predictions of performance. This helps explain the imperfect correlations among selection criteria, ratings and performance measures.

GRE Quantitative score has broad significance in predicting RGS outcomes, from ratings to admissions decisions to several performance measures. However, different performance measures correlate most strongly with different selection criteria and have varying predictability. Moreover, ratings have predictive value for RGS outcomes even after adjusting for criterion measures. Including the evaluation of an additional judge in average ratings increases the correlation between average ratings and both the admission decision and some performance measures, at least for the first few judges. This reinforces the role of judgment in admissions, independent of objectively measurable selection criteria.

Transformation techniques demonstrate that treating ratings and performance measures as strict absolutes overlooks an important aspect of the issues involved in selection. Transforming ratings increases their ability to explain variance in admissions decisions. The improvement comes from grouping the ratings of each individual admissions committee member. Normalizing each rating against these group distributions transforms them to relative measures. (This normalization uses both a standard normal distribution as well as the distribution of GRE scores in each group as the distribution for the transformed measures.) In
addition, transforming grades increases the predictability of GPA. These transformations group the grades of each individual course. Normalizing each grade against these course distributions transforms them to relative measures. (This normalization also uses both a standard normal distribution as well as the distribution of GRE scores in each course as the distribution for the transformed measures.) Thus, both the admissions decision and later performance evaluation depend at least partially on a relative rating of students. Traditional analyses of ratings and performance measures as strict absolutes do not account for this complexity. This analysis seems to reflect a more realistic model of the processes involved.

These considerations complicate the establishment of screening rules. Institutions can address these issues by clarifying objectives, rationalizing decision processes and enhancing evaluation policies. Clarifying objectives and linking them to specific performance measures may enhance decision makers' understanding of their task and the limitations of their predictions. Even without strict screening rules, the RGS admissions committee can use the empirical results in this research to help lower its workload. Ratings of candidates and evaluation of students along separate dimensions can at least make uncertainty more explicit, and perhaps lead to more accurate (although narrower) predictions.
I. INTRODUCTION

Spending for higher education in the U.S. surpasses $175 billion annually.\(^1\) The number of graduate students exceeds two million, and the number of undergraduates exceeds 12 million.\(^2\) These students attend over 3,600 separate institutions.\(^3\) How to select these students has received much attention, as debates about affirmative action and truth in testing show.\(^4\) This dissertation illustrates a methodology for evaluating some of the choices implicit in the admissions decision.

Policy Issues in the Selection of Graduate Students

When the number of applicants exceeds its capacity, an institution must decide which individuals will most likely best serve its goals. Although quite common, this problem remains complex. Institutions face a multitude of possible objectives. Some of these objectives may conflict with each other, and the implicit or explicit relative importance of each may vary.

In addition to uncertainty over objectives, decision makers must consider a variety of selection criteria and determine their relative importance. Typically, such selection criteria correspond to institutional objectives.\(^5\) In other words, once decision makers determine an objective, they look for performance measures that suit that objective. They then look for ways to predict that performance measure. Institutions consider many criteria for their usefulness in predicting some aspect(s) of future student behavior, such as academic performance or achievements later in life. In contrast, some schools also use criteria, such as race or gender, for their usefulness in predicting the characteristics of future groups of students and their impact on society, as distinct from the prediction of future individual behavior.

Regardless of the emphasis on various objectives and criteria, admissions committees usually confront explicitly the prediction of academic performance. This prediction uses limited information and cannot eliminate uncertainty. (Even for simple performance measures such as

---


\(^{2}\) Ibid., p. 152.

\(^{3}\) Ibid., p. 151.


\(^{5}\) This analysis does not consider principal-agent models or other impediments to rational decision making.
attrition, prediction involves uncertainty.) Nevertheless, the importance of performance among institutional objectives makes predicting it (as accurately as possible) a desirable part of the selection process. This report considers the problem of predicting performance in the context of selection objectives, the literature on selection and prediction, and the admissions process at the RAND Graduate School (RGS), a doctoral program in public policy analysis.

Selection criteria vary among institutions and among decision makers within institutions. Analysis of applicant characteristics, ratings and admissions at RGS illustrates a methodology for understanding more clearly the selection process and performance prediction. Placing selection criteria and processes in this context fosters greater appreciation of the difficulty in determining (empirically or rationally) selection objectives and their roots in broader institutional objectives.

The usefulness of these criteria in predicting academic performance gives admissions committees a measure of the uncertainty they face and how much their selection criteria can reduce that uncertainty. Decision makers can use empirical models of performance prediction to develop screening criteria or ranking mechanisms to improve the selection process by making better predictions or reducing the need for decision making resources. One of these resources, the human effort of individual admissions committee members causes some to wonder what they contribute to the selection process. Empirical models of selection and performance prediction shed some light on the role of judgment in admissions committee decisions.

The measurement of performance, selection criteria and subjective ratings influences the formulation of models for both selection and performance prediction. Decision makers need to choose performance measures with an understanding of how their choice affects the predictive value of various selection criteria and of their subjective ratings. Furthermore, combining individual judgments, for both admissions committee decisions and composite performance measures, raises the question of whether decision makers have consistent standards of judgment. To address some of these measurement issues, this analysis employs a variety of transformations for both subjective ratings and performance measures. Normalizing both ratings and performance measures against group distributions transforms them to relative measures. This analysis considers relative measures within groups such as candidates rated by an individual admissions committee member as well as students evaluated by an individual instructor. These
transformations enable a comparison of absolute and relative ratings and performance measures. In other words, the statistical models used in this analysis can account somewhat for possibly divergent standards of measurement held by individual decision makers for both admissions and performance measurement.

This comparison of absolute and relative measurement suggests a conceptual approach to the selection process that accounts for the relationships among institutional objectives, selection criteria, subjective ratings, admissions decisions, student performance and faculty evaluations. By exploring the broad context for these issues, this dissertation creates a framework for thinking about selection and prediction, illustrating methodologies for analyzing these problems. These methodologies can help decision makers better understand the nature of the problems they face and allow them to make more informed choices among objectives, selection criteria, screening and ranking mechanisms, performance measures and resource uses.

Organization of This Report

Section II considers institutional objectives, which form the background for a discussion of selection criteria. Section III describes the RGS admissions process and relevant aspects of other selection processes. Section IV reviews the academic literature on selection and performance prediction to explore concepts and methodologies and to frame expectations for the empirical analysis in the present study. Section V describes the data used in that empirical analysis. Section VI shows the relationship between criterion measures and committee ratings, after which Section VII presents the results of analyzing admissions decisions, using both criterion measures and ratings as predictors. Sections VIII and IX show the results of predicting various performance measures at RGS. Section X discusses the conclusions supported by this research and suggests a conceptual approach to thinking about selection and prediction.
II. OBJECTIVES OF SELECTION

Admissions decisions reflect value judgments. Even formulaic selections using only objective factors such as test scores require definition of what type of candidate a school wants. Decision makers approach the selection process with ideas and preconceptions that may only vaguely correspond to explicit institutional objectives. They may have biases or prejudices that affect their evaluation of applicants. They may evaluate applicants in an ad hoc fashion, without a clear sense of why they choose certain applicants over others. Despite these uncertainties and the inevitability of value judgments, admissions decisions also reflect, however loosely, some combination of selection criteria, which in turn reflect the broader goals of the institution. This section discusses such issues to give a richer context for the somewhat narrow issue of predicting performance.

Institutional Objectives

Schools can have many objectives. Some have ancient historical antecedents. These broad objectives shape specific selection objectives and the actual criteria it uses to evaluate applicants. Regardless of their appropriateness or relative importance, considering just the following representative objectives underscores the complexities of the selection problem:

- Contribution to knowledge
- Social value added
- Professional training
- Institutional welfare (including consideration of legacies, diversity, endowment funds, etc.)

Contribution to knowledge probably comes closest, among these objectives, to the classical ideal of education. This ideal, embodied in Plato's Academy, defined education as the process of inquiry and rational discourse. Although modern education emphasizes other objectives, the classical ideal still dominates many discussions of the objectives of educational institutions. Unfortunately, this objective provides little guidance for selection, since it presumes that anyone

---

can make a positive contribution to knowledge. The ancient Greeks did not seem to worry about limited resources in academic selection, perhaps because wealth and privilege defined a small enough class of applicants to dispense with further resource allocation decisions. Nevertheless, modern scholars and decision makers do have limited resources. These concerns lead to institutional objectives that consider other factors besides contribution to knowledge.

With the need to select fewer students than the number of applicants, some admissions decision makers adopt the objective of maximizing the social value added by the applicants. This includes all the contributions made in individuals' later lives. Even with perfect prescience, social value added has several possible implications for specific selection objectives and criteria.

One interpretation of social value added considers the contribution that each individual would make if admitted to the institution. Under this notion, an institution would maximize social value added by accepting those applicants with the greatest expected contributions. However, this interpretation ignores the contributions that each individual would make if rejected. Interpreting social value added to mean the marginal increase in the social contribution of each individual if admitted leads to a different selection objective: accepting those applicants with the greatest expected increase in their social contribution. In addition, both total and marginal social contribution also invite consideration of opportunity costs. In other words, an institution might consider whether a prospective applicant's social value added would increase by attending some other institution, or none at all.

Other considerations complicate social value added still further. First, an institution may define social value in a variety of ways. One definition rests on the classical conception of education, equating value with knowledge. Even with this reformulated objective, however, institutions would confront the problem of defining knowledge and judging the relative value of different kinds and amounts of knowledge in order to clarify their selection objectives. Broader definitions of social value, including economic or psychological well-being, moral virtue or other normative factors, make the connection between social value added and selection objectives and criteria more difficult to perceive. Admissions committees may not articulate or even understand

---

7 Cahn (editor), op. cit.
8 Robert Klitgaard, op. cit.
this connection very clearly. But explicit reference to social value added and other objectives can help them understand the sources of their selection objectives and criteria.

A second complexity of social value added results from differences between decision makers. Even if individual decision makers could articulate their institutional objectives and their influence on selection objectives and criteria, admissions committees would have to forge these differing objectives into a unified objective function for the institution in order to specify a set of selection objectives and criteria that serve the institutional objectives rationally. In practice, individual committee members maintain different institutional objectives, selection objectives and criteria. Committee decisions represent compromises among various members, and the points of compromise may vary with each applicant the committee considers. Such compromises occur not only between different conceptions of social value added, but also between different conceptions of other institutional and selection objectives.

Two hypotheses about educational objectives illustrate further the complexity of the selection problem and the difficulty in justifying particular selection objectives and criteria. The human capital hypothesis, a variant of the social value added concept, views education as an investment in productive capacity (human capital). The screening hypothesis, developed as a critique of the human capital approach, posits a different institutional objective: identifying those individuals who already possess the productive capacity sought by employers. Each hypothesis has implications for selection objectives.

Theories of human capital and educational screening have focused attention on the relationship between education and economic success. These theories implicitly assume that personal attributes and achievements can predict or explain some of the variation in future academic or later life performance. Each hypothesis prescribes a different role for education (institutional objectives), but both suggest that selection criteria should predict future behavior.

Theories of human capital assert that differential capacity among individuals manifests itself in differential economic or market value. According to this view, education increases productive capacity, or human capital, and the benefits of education accrue through higher future

---

Economists generally measure such benefits using the capitalized earnings approach, essentially a net present value calculation of an individual's future income stream, adjusted for future costs (including the cost of education) and expected life span. Proponents of the human capital hypothesis "accept the [Adam] Smithian position that an educated man [or woman] may be compared to an expensive machine." Under a conception of social value that stresses maximum contribution of each individual, the human capital hypothesis would lead to the selection objective of accepting those applicants with the greatest expected future earnings. Emphasizing marginal contribution would lead to the selection objective of accepting those applicants with the greatest expected increase in capitalized earnings. In either case, the human capital hypothesis presumes that the educational process affects productive capacity.

In contrast, under the screening, or credentialism hypothesis, education merely selects and identifies those individuals who already possess the attributes that contribute to market value, including productive capacity. (The screening hypothesis treats the act of completing school as a key signal to prospective employers. Thus, such employers would not ordinarily select these individuals in advance of their completion of schooling.) Despite this philosophical disagreement with the human capital hypothesis, the educational screening hypothesis also suggests a selection objective of accepting those applicants with the greatest expected future earnings. (Since the screening hypothesis rejects the proposition that education affects productive capacity, a marginal approach to expected future earnings does not fit with this approach.) Although both the human capital and screening hypotheses suggest that predictors of future performance make useful selection criteria, not all interpretations of educational objectives lead to the same comfort with predictors.

While economic theory has generally considered the causal relationship between education and education as uni-directional, some scholars have argued that the causal connection may run the other way. In other words, increasing educational attainment may result from greater economic success. In a review of the development of higher education in the United
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11 Cohn, op. cit.
13 Berg, op. cit.
States, Edward Purcell notes that "the rapidly accumulating wealth and the new technical demands" of industrial society "helped spur the great age of university expansion." This perspective stresses the importance of early life factors on the decision to pursue education beyond minimum legal requirements. As Eric Hanushek succinctly puts the issue, "family background has a pervasive and powerful impact on student achievement; higher socioeconomic status is systematically related to higher achievement."

The notion of education as an effect of economic success rather than as a cause adds another complication to the relationship among institutional objectives, selection objectives and selection criteria. If predictors of some measures of social value added such as educational attainment depend in part on economic status or other measures correlated with educational attainment, then using such predictors as selection criteria suffers from circular reasoning. This does not mean that such predictors have no value as selection criteria, only that their reflection of selection objectives and foundation in institutional objectives may reinforce existing societal conditions. However, even more narrow conceptions of the objectives of education cannot avoid similar value judgments in their implications for selection objectives and criteria.

Many institutions, particularly graduate schools, have explicit missions to provide professional training. Unlike more general objectives, training often follows well-established curricula, and independent groups may set standards for licensing or certification of practitioners. An institution may define its objectives by referring to these curricula and standards. However, limited resources will still require schools to decide which applicants will best achieve these standards, or to apply additional standards. This introduces the same value judgments implicit in the objectives of contribution to knowledge or social value added. By referring to professional standards, however, institutions may clarify the connection between broader educational objectives and specific selection objectives, such as accepting those applicants with the greatest expected achievement in professional certifications. These selection objectives in turn may clarify the need for selection criteria that serve as useful predictors of such achievements.

Faced with the need to make value judgments, many decision makers rely explicitly on the objective of maximizing the institution's well-being, as distinct from any benefits to the larger society around the institution. This institutional objective may manifest itself in the selection objective of accepting those applicants whom faculty members would most like to teach. More generally, this leads to selection objectives of accepting those applicants who have the greatest chance of making the institution a better place, however admissions decision makers may choose to define better. In addition to obvious value judgments, this also implies that selection criteria should serve as useful predictors of such behavior. However, even if individual decision makers held precise conceptions of the future behavior and characteristics of applicants that would maximize their sense of institutional welfare, the need to combine these into a single objective function for the institution would again complicate the relationship among institutional objectives, selection objectives and specific selection criteria.

In practice, admissions committees have multiple institutional objectives that reflect some combination of the objectives previously discussed, and probably other objectives that reflect both individual and group biases and preconceptions. Many institutional objectives suggest selection objectives and criteria that rely on predictive characteristics. Even a narrow focus on prediction, however, involves complicated, uncertain relationships among selection objectives and criteria, at least partly due to the complexity and uncertainty of institutional objectives.

Selection Objectives and Criteria

The multiple institutional objectives held by individual admissions decision makers and by an admissions committee as a group lead to many possible selection objectives and criteria. While selection objectives often relate to expectations about applicants' behavior and characteristics over the rest of their lives, selection criteria usually focus on predictors of more immediate and familiar objects, such as grades or other performance measures used by the institution itself. Understanding how specific institutional objectives can lead to different selection objectives and criteria provides context for an empirical analysis of selection criteria, admissions committee ratings and performance measures.

Alternatively, it might lead to a selection objective of accepting those students with the greatest potential contribution to endowment funds, or it could reflect a social value added consideration such as diversity.
Most institutional objectives reinforce selection objectives that emphasize expectations about academic achievements within an institution. Although admissions committees may consider the long-run future in institutional objectives such as contribution to knowledge or social value added, they often focus on behavior or characteristics that they can observe while applicants remain students within their institution. However, such simplifications still leave plenty of ambiguity in selection objectives and criteria.

A selection objective as narrow as accepting those applicants with the highest expected academic performance can have several very different meanings, for example:

- Choosing applicants in descending order of expected performance
- Choosing applicants to maximize the chance of at least one great success
- Choosing applicants to minimize the chance that any individual will fail

At the level of the individual applicant, these different interpretations of the simple objective of accepting applicants for their expected academic performance imply the selection of different individuals. Furthermore, recognition of the effect that individuals have on each other may lead to selection of applicants not just for their own expected academic performance, but for their expected influence on the performance of other applicants. Thus, even narrow interpretations of institutional objectives such as contribution to knowledge or social value added that focus on academic performance can imply many different selection objectives and criteria.

In addition, institutional objectives more broadly interpreted often imply selection objectives and criteria that have little or no connection with individual academic performance. Social value added objectives, for example, may suggest the selection of individuals based on expectations of leadership qualities that may not fully develop until much later in life. Other later life contributions relevant to social value added objectives, equally difficult to measure or predict, might include innovations or inventions, other creative endeavors, service to industry or government, or just generally having the moral character that institutions may seek to foster.

Some institutional objectives also support selection objectives and criteria that consider behavior and characteristics, other than scholastic accomplishments, while an individual remains a student at the institution. Choosing applicants for their non-academic contributions to an institution or to ensure a "happy bottom quartile" obviously serves the objective of institutional
welfare or quality of life. But such selection objectives may also serve some social value added objectives or even the classical ideal of contribution to knowledge, by helping the institution function better as a whole. In other words, a happy bottom quartile may also inspire or encourage a smarter top quartile. Regardless of what institutional objectives they might serve, such selection objectives and criteria clearly add complexity to the selection problem.

Other factors complicate admissions decisions for reasons that reflect societal concerns, such as fairness. Whether or not institutions formally adopt objectives of ensuring a more equitable distribution of goods among various social groups, possibly including affirmative action to remediate existing or past inequalities, individual admissions decision makers often take into consideration an applicant's social background, including ethnicity and gender.

For a variety of reasons, then, selection objectives and criteria for an academic institution involve much more than predictions of each applicant's future academic performance. Individual admissions decision makers each consider multiple objectives and criteria. The process of combining these individual objectives and criteria into a single set of institutional objectives, selection objectives and selection criteria may make it impossible to understand or ascertain an admissions committee's objective function. As Section VII will show, even an analysis of the relationship between admissions committee ratings and actual decisions leaves some unexplained variance. Furthermore, the relationship between ratings and measurable selection criteria also has considerable unexplained variance. As both committee ratings and actual decisions provide evidence of objectives, those later analyses will enrich the preceding discussion. An appreciation for the complexity of objectives provides useful background for discussing the empirical analysis of both selection processes and relationships among selection criteria, admissions committee ratings and academic performance measures. The next section shows how RGS addresses these complex issues in its admissions process.

---
17 Robert Klitgaard, op. cit., discusses these selection objectives in more detail.
III. THE SELECTION PROCESS

Other studies have examined the procedural context of admissions decisions, providing details of how admissions committees function. RGS and its admissions process differ in several ways from more traditional schools. Some of the characteristics of RGS and its selection process may contribute to a better understanding of the analysis of RGS data. This section describes RGS as it operated in the 1980s. Although RGS has changed since then, this description has relevance for the analysis presented in later sections. The concluding section (as well as occasional footnotes) discusses changes in the process, some of which reflect the policy implications of this analysis.

In 1970, the RAND Corporation, a non-profit organization dedicated to public policy-oriented research, established a doctoral program in public policy analysis to teach students the application of scientific methods to problems of government. Although the RGS curriculum has evolved, the core curriculum at RGS has always included microeconomics, statistics and data analysis, and other social science courses, including organizational behavior. RGS draws its faculty from the professional research staff of the RAND Corporation.

Some students also take courses for RGS credit at other universities, and RGS has had two joint programs - in health policy studies and Soviet studies - with the University of California at Los Angeles. (Like the Soviet Union, the Soviet studies program no longer operates.) In addition to core courses and other courses teaching theoretical perspectives on subjects relevant to public policy, RGS offers workshops to study the application of these methods to areas of public policy, usually where RAND staff members have special expertise.

RGS requires students to work on RAND projects as on-the-job training. This work supports the fellowship funding that RGS provides its students. Students must also complete 21 quarter-length courses, including required core courses and at least two workshops. Before taking qualifying exams, students must complete 17 of these courses, with no more than two grades of C or lower. Qualifying exams cover the core areas of economics, quantitative analysis,

\[18\] Robert Klitgaard, op. cit.
and social sciences, as well as integration of these disciplines into policy analysis. (Students must pass all fields.) Approval of a dissertation in policy research by a committee of three members (including at least one member of the RAND Corporation staff, excluding the student's project leader) chosen in consultation with the Dean, completes the RGS Ph.D. requirements.

As in most graduate education programs, RGS admissions follow an annual cycle. Applicants submit, usually before a March 1 deadline, each of the following items:

- A formal letter requesting admission and stating the applicant's purpose for studying at RGS
- Reports of test scores from the Graduate Record Examination, GRE (scores from the Graduate Management Admission Test, GMAT; the Law School Aptitude Test, LSAT; or the Medical College Admissions Test, MCAT, may substitute for the GRE)
- A current resume
- Three letters of recommendation (from teachers, employers or others)
- Copies of previous academic transcripts
- A sample of the applicant's written work

The administrative staff of RGS maintains records of all applicants and distributes information folders for each applicant to various members of the admissions committee.

Unlike many other academic institutions, RGS uses faculty members and occasionally other members of the RAND staff, rather than professional admissions officers for its admissions committee. The Dean of the RAND Graduate School, who has chaired the admissions committee each year since its inception, chooses about four or five committee members to assist in the selection process each year. Because the faculty of RGS changes over time, most admissions committee members serve for just a few years.

RGS administrative staff assign applications to admissions committee members somewhat arbitrarily. At least one member reviews each applicant. However, RGS does not require a specified number of members to review each applicant. After they initially distribute applications to committee members, the staff periodically ask members to return any applications they have finished reviewing, and often request the member to review additional applications.

---

19 The Dean no longer chairs the admissions committee. See Section X.
20 Not all committee members play similar roles on the committee. See Section X.
21 More recently, admissions committee membership seems more stable. See Section X.
22 The current process uses more systematic assignments. See Section X.
Several pressures affect committee members in the selection process. First, they have full-time jobs as members of the RAND staff. Their research may preoccupy them while they review applications. In addition, some committee members teach courses at other schools or work as independent consultants as well. Second, although RGS staff sometimes pressure committee members to review applications quickly, they often penalize the fast reviewers by giving them additional information folders to review. Lastly, committee members may impose pressures on themselves to review as many applications as they feel able to, in order to have more influence in the selection process. Thus, each committee member may review few or many applications, thoroughly or not, depending on the influence of these pressures.

Admissions committee members also have different approaches to reviewing applications. Some prefer to evaluate applications one at a time; others like to review them in batches of three, four or more, returning to information folders to compare points of interest among applicants. Some committee members begin their review by reading an applicant's resume, to form a mental image of the applicant; others begin by looking over an applicant's academic transcript(s). Some members admit to varying their approach with each application.

Just as their approaches to reviewing applications vary, different committee members also tend to emphasize different factors in their evaluations. When pressed, committee members do not describe their implicit weightings of various selection criteria with much certainty. Most acknowledge that their decision processes involve a degree of subjectivity. Although they differ in the relative importance they may attach to each selection criteria, committee members all seem to find relevance in most application requirements:

- The letter of application gives members a chance to evaluate the applicant's motivation, writing style and general objectives in applying to RGS.
- The applicant's resume allows members to consider the schools attended by the applicant, his or her major field of study and previous work experience, as well as other experiences that the applicant deems important.
- Transcripts show members the applicant's grades in specific courses, as well as trends that may indicate special potential.
- Test scores provide members a means of comparing all applicants on common scales for both quantitative and verbal aptitude.

---

23 Ibid.
The writing sample lets members evaluate an applicant's ability to communicate in the applicant's field of expertise, and possibly to judge the applicant's achievements. Letters of recommendation indicate how those who know the applicant personally evaluate her or him, and although committee members often discount positive recommendations, they often feel that a negative recommendation indicates a serious weakness. Committee members also consider possible matches for on-the-job training, as well as potential sources for dissertation funding for each candidate.

Precisely how each admissions committee member combines each of these criteria, possibly with other factors such as ethnicity or gender, to form an evaluation of each candidate, depends on the subtle interplay of the member's interpretation of the institutional objectives of RGS, and remains a mystery. Nevertheless, each committee member summarizes his or her evaluation of an applicant with a letter rating:

- A indicates the most favorable evaluation, a recommendation of definite admission.
- B indicates a recommendation of probable admission.
- C indicates a recommendation of possible admission.
- D indicates a recommendation of probable rejection.
- E indicates a recommendation of definite rejection, the least favorable evaluation.
- Occasionally, committee members will use a rating of Z to indicate some special consideration for discussion by the whole admissions committee or lack of confidence in the member's ability to evaluate that particular applicant.

A few weeks after the application deadline, after at least one member has reviewed each application (usually, several members have reviewed each applicant), the admissions committee meets as a group to discuss the applicants. To organize the committee's discussions, RGS staff gather the information folders and tally the committee members' ratings. They group the applicants according to the most favorable evaluation received by each. This grouping breaks the applicant pool into an A list, a B list, etc. Each list displays applicant names, test scores, and ratings, if any, received from each committee member. Often, these lists will indicate whether an applicant's field of interest will most likely concentrate on national security or domestic policy issues.

Despite their obvious importance, however, these factors did not impact any empirical analysis. (Both factors present a relatively difficult problem in determining quantitative measures. The few categorical measures used did not produce any statistically significant results.)

In the current process, two members review each initial applicant. Additional members rate only those passed on by the initial reviewers. See Section X.

See note above regarding the importance of on-the-job training and dissertation funding.
The admissions committee discusses each applicant, one at a time, beginning with the A list. This discussion usually involves a review of the applicant's file, including a summary rating by the whole committee. Without formal voting, the committee tries to reach a consensus decision to accept or reject each applicant. The meeting may last an entire day or even continue for a second day, but the committee usually reaches a tentative decision on the majority of applicants at this meeting. The committee sometimes decides to offer admission to a candidate at this initial meeting, but usually it decides to invite those candidates it considers likely admissions for a day of interviews at RAND. For some remaining applicants, the committee may decide to have more members review the information folder before bringing the applicant to RAND for interviews. (The additional reviewers sometimes recommend rejection. Thus, not all additional reviews result in interviews or admissions offers.) Occasionally, the committee may consult with a RAND staff member with personal knowledge of an applicant or special expertise in the applicant's field of interest.

The admissions committee's decision process becomes less formal after the committee's initial meeting. Interviewing candidates occurs over a period of several weeks, depending on the schedules of both candidates and interviewers. The interview process itself usually takes a full day for each candidate. Typical interviews last from 45 minutes to an hour. Interviewers include admissions committee members, other faculty members and RAND staff members with research interests similar to those of a particular candidate. Informally, interviewers often discuss candidates with each other, as well.

The Dean will solicit feedback from interviewers of each applicant (also chosen by the Dean) as well as from committee members reviewing applications after the first meeting. In addition, the Dean almost always interviews any applicant who visits RAND. Without convening any formal meeting of the admissions committee, the Dean usually makes the final decision to accept or reject each remaining applicant, after seeking a consensus of those who have interviewed an applicant or reviewed the applicant's information folder, or both.

This study of the RGS admissions process reveals several important characteristics:

---

27 See notes above describing changes in the process.

28 Ibid.
Admissions committee members consider a variety of objectives in making their selection recommendations. They do not explicitly predict academic performance in their summary ratings, and they (obviously) do not specify a particular measure of academic performance for their selection objectives.

Members use a variety of selection criteria, without clarifying the emphasis they put on each.

Members usually will have an opportunity to evaluate accepted applicants' academic performance at RGS. This might influence their measurement of such performance, as a potential confirmation or validation of their earlier judgment. (Such measurement could also simply reflect their ability to anticipate and predict performance. To the extent that performance measurement reflects subjective judgment, however, prior evaluation might have some influence.)

More admissions committee members rate applicants with higher ratings.

Members know the ratings given to some of the applicants by other members before they form their own ratings.

The Dean exerts unspecified influence on the selection process, with final decision authority for applicants at the margin of the committee's collective judgment.

Although admissions committee members may have other objectives besides academic performance when selecting applicants, they also clearly believe in the importance of academic performance, and they wonder whether or not they can predict it, and how well they can do so.

A review of the literature regarding performance prediction can set some general expectations, as well as provide useful guidance for the empirical analysis of RGS data on selection criteria, admissions committee ratings and performance measures.
Despite the importance of other factors besides performance in admissions objectives, predicting academic performance remains a widely-discussed topic for both admissions committees and researchers in educational testing and measurement. A review of previous studies regarding the prediction of academic performance will introduce the concepts involved, highlight some of the problems encountered along with methodologies for resolving them, and frame expectations for an empirical analysis of RGS data. The empirical analysis of RGS data relies on several concepts from educational psychology and measurement:

- Test validation
- Reliability
- Measurement scales and transformations
- Clinical vs. statistical prediction

Validation involves an attempt to show that some measure, often a standardized test, serves as a *good predictor* of ability or achievement in some field of endeavor. Reliability measures the consistency of individual test scores (or other measures) from one form (or instance) to another. As such, it affects validation directly, and changing measurement scales can improve reliability in some cases. (Without reliability, individual performance or test score measures would show excessive fluctuation, making relative standing highly dependent on the particular instance of measurement.) Comparing clinical and statistical prediction addresses the issue of whether *objective* measures, such as test scores, offer better predictions than *subjective* measures, such as ratings by human judges.

**Test Validation**

Since the use of standardized tests (such as the GRE) in admissions processes has become practically universal, attempts to show the appropriateness of these tests have become increasingly important. Validation, as Lee Cronbach has put it,

---

29 Lawrence W. Hecht and Donald E. Powers, *Graduate Management Admissions Test: Technical Report on Test Development and Score Interpretation for GMAT Users*, Graduate Management Admissions Council, Los Angeles, CA, 1986, p. 15. "The logic of reliability is perhaps best understood ... as the correlation coefficient between scores on two forms of the same test."

30 Ibid.
was once a priestly mystery, a ritual performed behind the scenes, with the professional elite as witness and judge. Today it is a public spectacle combining the attractions of chess and mud wrestling. Disputes about the appropriateness of tests impose a large responsibility on validators.32

This perspective on validity emphasizes that researchers treat validity as something possessed in greater or lesser degree by many possible measures. The general concept of validity, moreover, applies to other selection measures, such as previous grades.

Psychologists validate tests or other predictors in three fundamental ways:

- Construct validation
- Content validation
- Criterion-referenced validation

Construct validation questions whether or not a test measures the attribute(s) its creators claim to measure. Content validation considers the representativeness of test questions for the universe to which the test will apply. In other words, do the test questions, "truly sample the universe of tasks or situations they (supposedly) represent?"33 Lastly, criterion-referenced validation concerns how test scores and other measures correlate with some outcome of interest. In the context of text validation, researchers typically refer to the tests (or other measures) as predictors and to the outcome of interest as a criterion. (Later sections will refer to test scores and other data considered by admissions committees as criterion measures, since they represent admissions criteria.) The same concept has equal relevance for other selection measures. For the purpose of enlightening the empirical analysis of RGS data, criterion-referenced validation offers more promise than construct or content validation.

Validation research has provided an interesting perspective on educational objectives. These may more properly belong in philosophical discussions of institutional objectives34 or in an examination of the selection process,35 but their impact on empirical validity research warrants further comment. As Rodney Hartnett and Warren Willingham have noted,

34 See Section II.
35 See Section III.
the GRE Board cannot be fully responsible for the validity of the examinations it sponsors without also concerning itself with the validity of the criterion measures.\textsuperscript{36}

Although they focus on improving the predictive validity of the GRE, Hartnett and Willingham emphasize the many different attributes that constitute success in graduate education, such as grades, examination scores, dissertation quality, departmental evaluations, degree attainment, and other evidence of acquired skill or knowledge.

Even ignoring that these attributes almost certainly fail to cover all the institutional and selection objectives of an academic institution, they demonstrate inherent difficulties in validation of any single predictor. As Cronbach notes,

\begin{quote}
tests that predict one outcome will often not ... predict another, and a prediction formula that maximizes one outcome may reject persons who would be outstanding by another.\textsuperscript{37}
\end{quote}

Thus, while attention to criterion measures may improve the validity of individual predictors, multiple objectives may restrict the validity of any single predictor, particularly if the different criteria corresponding to those objectives have low intercorrelations. Moreover, when some of the educational objectives remain unclear or even unknown, the available criterion measures may not adequately or fairly reflect their successful achievement. But researchers will have few guides to choosing new criterion measures that do so. These considerations suggest that observed validity coefficients for available predictors and criteria illuminate only part of the selection problem, and that admissions decision makers have a major role to play in validation research, by articulating their institutional and selection objectives more clearly.

Reliability

Closely related to validity, reliability considers how well a test consistently measures whatever it purports to measure. It indicates what proportion of the variation in the results of testing a group of individuals comes from the systematic sources of variation that the test attempts to capture, and what proportion comes from non-systematic sources that fall into the class of errors in measurement.\textsuperscript{38} Often expressed as a correlation coefficient for two sets of


\textsuperscript{37} Lee J. Cronbach, "Test Validation," op. cit.

similar measurements\textsuperscript{39}, reliability affects not only the interpretation of test measurements, but also the criterion-referenced validity of a test. By introducing errors of measurement, imperfect reliability attenuates the \textit{true} correlation between the attributes purportedly measured by the test and the criterion of interest. Obviously, a test with no reliability, where all variation in scoring comes from random error, will, on average have no correlation with any criterion. This helps to explain the concern of ETS with the reliability of its tests, such as the GRE.\textsuperscript{40}

Like validity, moreover, reliability applies to other selection measures besides standardized tests. Perhaps admissions officers use standardized test scores so widely because they cannot rely on third parties such as ETS to ensure the reliability of other predictors, such as previous grades. Nevertheless, admissions decision makers often use a variety of measures in making their selections. Reliability of each of these predictors thus becomes a concern for validity researchers. In addition, criterion measures such as grades may suffer from the same reliability problems as predictors, with the same attenuating effects on validity coefficients. Cronbach recognizes this problem in his discussion of outcome measures in education.

If teachers use different bases for judgment and some are more generous than others, throwing grades from several algebra teachers into a single distribution merely piles one source of error on another. If an investigator is so unwise as to pool classes taught from different materials and by different methods, it becomes even harder to determine what if anything the pretests predict.\textsuperscript{41}

Such reliability problems lead to a consideration of appropriate scales of measurement.

\textbf{Measurement Scales and Transformations}

Issues of appropriate measurement scales arise for both predictors and criteria. Such issues arise in part because mental attributes, unlike physical traits, often have neither an intuitive \textit{zero point} nor agreed-upon \textit{units} with widely understood meaning.\textsuperscript{42} While most people can readily understand and agree upon the meaning of zero length, for instance, or one item costing

\begin{footnotesize}
\begin{itemize}
  \item Note that the two sets of measurements can have large or small variances without necessarily affecting reliability. A high correlation between the two measurements indicates that the test (or other performance measure) still consistently measures the relative standing of individuals.
  \item \textit{Ibid.}
  \item Cronbach, "Test Validation," \textit{op. cit.}
\end{itemize}
\end{footnotesize}
two dollars more than another, William Angoff points out the difficulty of understanding the meaning of "absence of a mental ability." Since both predictors and criteria in the empirical analysis of RGS data involve measurement of similarly non-intuitive attributes, a discussion of several measurement issues will prove useful.

The most straightforward approach to measurement, and the most common in the literature reviewed for this study, simply uses scores or measures as they appear in test results, transcripts, etc. Some measures, such as letter grades or ratings of A, B, C, and so on, require translation to a numeric scale in order to perform a variety of calculations, such as correlation or linear regression. Fortunately, scales such as the traditional 4-point scale for grades have gained widespread acceptance. Although such scales require assumptions about both ordinality and cardinality of letter grades, such assumptions appear explicitly in grade-point averages.

Three types of linear transformations can enrich the analysis of RGS data in useful ways. The first type of transformation converts any measure to a scale with a mean of zero and a standard deviation of one. Often referred to as z-scoring, this transformation works by subtracting the average of the raw scores and then dividing by the standard deviation of the raw scores. Many researchers prefer to choose a scale without a plausible zero value, such as the IQ scale, with mean 100 and standard deviation 10; or the T-scale, with mean 50 and standard deviation 10. T-scales and similar transformations apply well to concepts like intelligence, the intuitive notion of "zero" intelligence seems confusing and unrealistic. An advantage of the z-score lies in the fact that a measure on that scale instantly conveys the distance from the raw mean, of a given score, in units of the raw standard deviation.

A second type of transformation converts any measure to a scale with the same mean and standard deviation as some other measure of interest. This allows re-scaled measures to reflect known differences in the characteristics of groups. This transformation works by multiplying the z-score by the desired standard deviation and then adding the desired mean. The advantage of this transformation lies in the ability to put two or more groups of measures on a common scale without forcing the two groups to have identical distributions, as the z-score and other similar

43 Ibid.; however, the author has found the concept familiar during this research.
44 Ibid.
transformations do. Each of the groups must have in common some measure other than the measure subjected to the transformation.

The third type of transformation explicitly links differential grading standards to the underlying abilities of groups of students taking different courses. According to Elliott and Strenta, "where the talent concentrates, instructors will partially adapt to it, and the grading will be more rigorous." They adjusted GPA by subtracting an index value from every raw grade before averaging. This index involved two components. First, the authors adjusted for differences between departments by comparing, for each pair of departments, the average grades received in the two departments by students who took courses in both. "The average of all such pairwise differences for any department was its index value." Thus, if a department produced, on average, higher grades than other departments, for students taking courses in that department and others, then it received a positive index; if it produced lower grades, on average, then it received a negative index. They computed a similar index for within-department differences. However, instead of pairwise comparisons for each course, they compared grades given to students in one course to all other grades given to those same students in other courses within the same department. Their methodology combined all courses that had fewer than 10 students who had taken at least one other course within the department into a single course for the purposes of computing a within-department index for those grades. They added the between-department index to the within-department index to create a single index for each course. They subtracted this index value from each course grade before calculating their index-adjusted GPA.

Apart from its effect on observed validity coefficients, the index adjustment used by Elliott and Strenta provides some useful guidance for the analysis of RGS admissions and performance data. Even within a single institution, or within a specific department, differing grading standards can reduce reliability of criterion measures. Adjustments to improve reliability can use simple transformations, if the data include observations for a subset of students under more than one grading regimen. The analysis presented later in this report uses the Elliott and

46 Ibid., p. 335.
47 For a discussion of transformations to improve reliability when pooling data across institutions, see Henry
Strenta transformation to adjust for (possibly) differing grading standards within RGS. In addition, this research employs several transformations that imply alternatives to Elliott and Strenta's hypothesis. Section V provides examples of these transformations and discusses their implicit hypotheses about measurement standards. The guiding principle of that analysis, however, remains consistent with the objectives of the foregoing research: to improve the reliability of measures by adjusting for different standards.

Regardless of measurement scale, committee ratings represent predictions of how well the applicants will satisfy their institutional and selection objectives. Comparing clinical and statistical prediction illuminates more of the complexity of the concepts involved in this research. It also illustrates some of the issues related to measurement scales in particular.

Clinical vs. Statistical Prediction

Clinical psychologists, in the years since World War II, have investigated the extent to which human judgment can contribute to the accuracy of predictions of a number of outcome variables, such as therapy response and criminal behavior, in addition to academic performance. Researchers measure the contribution of human judgment by comparing the predictive validity of such judgments with the predictive validity of purely statistical models, such as linear regression equations involving various predictor variables.

Some researchers have disputed the use of strictly linear models for statistical prediction. For example, Ronald Mitchelson and Don Hoy argue that linear formulae assume that various selection measures compensate for each other. More specifically, a sufficiently high score in one selection measure can produce a high computed prediction, despite a very low score on another selection measure. If successful achievement in graduate education requires sufficiently high

---


scores on all predictors, then compensatory (linear, or additive) selection models will not predict success as well as non-compensatory models. Mitchelson and Hoy suggest one type of non-compensatory model: a conjunctive model. This conjunctive model involves multiplying statistical z-score transformations of measures of applicant predictors, in this case, GRE scores and undergraduate grade-point averages. This multiplicative model assures a higher prediction or overall judgment for an applicant with above-average scores (no matter how mediocre) on both selection measures than for an applicant with a high score on one measure but a below-average score on the other measure. Multiplicative models can lead to additional problems, depending in part on the measurement scales used.

While some non-linear models of decision making can avoid these problems, most experts have concluded that linear models lead to predictions that adequately reflect human decisions, even when the underlying decision process involves some degree of non-linearity. Some research addresses specifically the problem of representing these decision processes. Researchers have not only compared the predictive validity of statistical models with the predictive validity of human judgments, but they have also used models to predict actual human judgments as well. Psychologists refer to these models as paramorphic representations of such judgments. This term stresses that actual decision processes may not involve weighing various predictor measures, but that explicit schemes such as linear combinations can nevertheless simulate the decision processes. The comparison of clinical and statistical prediction can use either the best-fit combination of predictor variables or the best fit paramorphic representation of admissions decisions for the statistical side of the comparison. The clinical side of the comparison assumes that admissions committee ratings represent the committee's best prediction of how well each applicant will perform if admitted.

50 Ibid.
For example, multiplicative models give a higher overall judgment to an individual with below-average measures on both characteristics than they do for an individual with one above-average characteristic and on below average. Although changing scales (to, for instance T-scales) can overcome this simple problem, it can also lead to relative positioning of individuals that does not differ substantially from a strictly linear combination.

Researchers generally use the comparison of clinical and statistical predictions to argue about the efficacy of clinical procedures. In the case of admissions decisions, statistical models with higher predictive validity than admissions committee ratings, for some performance criterion of interest such as GPA, could replace the admissions committee for the purpose of making selection decisions. If the performance measure reflects the admissions committee's objective function, then selections made by the model with the highest correlation with the performance measure will maximize the committee's utility.

Several considerations limit the application of this utility-maximizing principle. Decision makers hold multiple objectives as individuals, and the committee process combines these objectives in mysterious ways. If the criteria employed in the comparison of clinical and statistical prediction do not capture all of these objectives, then higher predictive validity for the statistical model does not necessarily imply a higher level of utility for the decision makers using these models. (Clinical judgments might, in such a case, predict some measure of the true objective better than statistical models.) Researchers have tended to ignore this difficulty by assuming that available criterion measures represent institutional and selection objectives, at least when comparing clinical and statistical prediction. More general research on validity, on the other hand, has called attention to the criterion problem as it affects the magnitude of validity coefficients.53

Even if available criterion measures fairly represent institutional and selection objectives, researchers generally restrict statistical vs. clinical comparisons in additional ways. First, psychologists commonly evaluate the comparative validity of statistical models only after cross-validation. Cross-validation uses one sample from the population of interest to construct the linear combination of predictor variables (either the best fit predictor of the criterion or the best fit paramorphic representation of the decision makers' judgment) and a separate sample for computing the correlation between the statistical model and the criterion. This effectively doubles the required sample size for such comparisons. In many cases, total available sample sizes make cross-validation infeasible. Indeed, the empirical analysis for this study does not employ cross-validation, as the total sample size falls below 200 for all criterion measures.

In addition to cross-validation, most researchers require comparisons of statistical and clinical predictions made on the basis of the same codable input. This does not require codification of all the variables used by human judges. However, if judges have access to information in addition to the variables used in the statistical model that affects the criterion measure, then the judges' predictions might very well have superior correlations with the criterion.\textsuperscript{54} In the case of the RGS analysis, admissions committee members had access to slightly more information than the variables coded for the analysis (for example, letters of recommendation and course-by-course grades).\textsuperscript{55}

Admissions committee members at RGS also directly affect later criterion measures for at least some of the applicants they evaluate during the admissions process. Not only do admissions committee members come from the RGS faculty, where they tend to teach core courses, but they also serve on the qualifying examinations committees and on dissertation committees.\textsuperscript{56} These effects may bias the criterion measures in such a way as to increase the correlations between admissions committee ratings and criterion measures. (They may also simply reflect the superior ability of experienced admissions committee members to anticipate performance.)\textsuperscript{57}

In contrast to incremental information, "some information typically requested in the admissions process may serve primarily as a source of error variance."\textsuperscript{58} This problem helps explain the appeal of statistical models. If information other than GRE scores and undergraduate GPA\textsuperscript{59} provides no explanatory power for criterion measures, then statistical models can not only capture all of the relevant information for decisions, they can also prevent human error in the

\begin{itemize}
\item \textsuperscript{54} Robyn Dawes, \textit{op. cit.}
\item \textsuperscript{55} In addition, admissions committee members could, in reality, use a more flexible, perhaps even non-linear model in their deliberations. As previous discussions show, using non-linear statistical models usually does not improve predictability. See Robyn M. Dawes and Bernard Corrigan, \textit{op. cit.}, and Robyn Dawes, \textit{op. cit.}
\item \textsuperscript{56} For example, two members of the committee supervising this dissertation, including the chair, have served on numerous admissions committees, taught the author's economics and statistics courses, and judged the author's qualifying examination performance.
\item \textsuperscript{57} Section III discusses these issues as well.
\item \textsuperscript{58} Marc J. Wallace and Donald P. Schwab, "A Cross-Validated Comparison of Five Models Used to Predict Graduate Admissions Committee Decisions," \textit{Journal of Applied Psychology}, Volume 61, Number 5, pp. 559-563, 1976.
\item \textsuperscript{59} Ibid.
\end{itemize}
consistent application of decision principles. Furthermore, statistical models that simulate expert judgments may cost less than the experts' time and effort required in the decision process.

This focus on the costs involved in using human judgment has led some researchers in comparing clinical and statistical predictions to focus on the incremental contribution to validity of the clinical judges' observations.\(^6^0\) This incremental analysis usually involves statistical synthesis, which treats human judgments as additional explanatory variables in the statistical predictive model. (By contrast, clinical synthesis treats the statistical prediction as an additional variable for judges to consider.) Although they do not strictly follow the ground rules of comparing clinical and statistical prediction,\(^6^1\) both types of synthesis lead to assessments of the efficacy of clinical prediction. Since clinical synthesis requires decision makers to participate in experimental conditions and the development of statistical models before assessing clinical prediction with a fresh set of applicants, statistical synthesis offers more promise for the empirical analysis of RGS data. Before presenting the analysis, this section concludes with a review of empirical findings to provide a context for the correlations calculated from RGS data.

**Results of Previous Empirical Research**

The empirical research covered by this review falls into two groups:

- Validation studies of various predictors
- Comparisons of clinical vs. statistical prediction

The review of validation research focuses on the use of the Graduate Record Examination (GRE), in light of that test's relevance to the case study of RGS admissions and performance data. Much of the GRE validation literature covers additional predictors, particularly undergraduate grades. The literature on clinical vs. statistical prediction covers a wide variety of contexts, but this review discusses only a few illustrative examples. These examples convey the nearly universal superiority of statistical prediction\(^6^2\) in settings most relevant to this dissertation.

\(^6^0\) John R. Hills, *op. cit.*  
\(^6^1\) Robyn M. Dawes, *op. cit.*  
\(^6^2\) Statistical models predict the outcome criteria used in such studies better than do clinical models. This does not imply that the outcome criteria represent the true institutional or selection objectives in each instance. However, the lack of evidence for the superiority of clinical prediction implies that either such potential objectives remain unknown or have little or no practical outcome criterion measurement.
Validation Studies of Various Predictors

Several studies give excellent summaries of previous empirical results in predicting academic performance. In addition to ETS, Warren Willingham, Gerald Lannholm, and Rick Ingram deserve special mention. Tables IV-1 and IV-2 reproduce summaries of validity studies presented by ETS. Validity coefficients presented in this section represent correlation coefficients, as opposed to r-square values. These tables show median validity coefficients for various GRE scores and undergraduate grades across a variety of fields and several criterion measures.

Table IV-1
Median Validity Coefficients for Various Predictors of Success in Nine Fields of Graduate Study

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Field of Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRE Verbal</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>(7)</td>
</tr>
<tr>
<td>GRE Quantitative</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>(8)</td>
</tr>
<tr>
<td>GRE Advanced</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>(5)</td>
</tr>
<tr>
<td>GPA (Undergraduate)</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>(2)</td>
</tr>
<tr>
<td>GRE and GPA</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>(3)</td>
</tr>
</tbody>
</table>


---

64 Linda Conrad, et. al. (editors), op. cit.
67 Rick E. Ingram, "The GRE in the Graduate Admissions Process: Is How it is Used Justified by the Evidence of its Validity?" Professional Psychology: Research and Practice, Volume 14, Number 6, 1983, pp. 711-714.)
68 Linda Conrad, et. al. (editors), op. cit.
Table IV-2 also covers letters of recommendation as a predictor. Although they mask the true extent of variability among the empirical results, they do give some idea what to expect from the analysis of RGS data. For instance, across all academic fields, the median validity coefficient for at least one of the three GRE scores falls in the .20 to .40 range.  

![Table IV-2](image)

**Median Validity Coefficients for Various Predictors and Criteria of Success**

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Measure of Success</th>
<th>GPA</th>
<th>Faculty Rating</th>
<th>Department Exam</th>
<th>Attain Ph.D.</th>
<th>Time to Completion</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRE Verbal</td>
<td></td>
<td>0.31</td>
<td>0.42</td>
<td>0.18</td>
<td>0.16</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(27)</td>
<td>(5)</td>
<td>(47)</td>
<td>(18)</td>
<td>(46)</td>
</tr>
<tr>
<td>GRE Quantitative</td>
<td></td>
<td>0.27</td>
<td>0.27</td>
<td>0.26</td>
<td>0.25</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(25)</td>
<td>(5)</td>
<td>(47)</td>
<td>(18)</td>
<td>(43)</td>
</tr>
<tr>
<td>GRE Advanced</td>
<td></td>
<td>0.30</td>
<td>0.48</td>
<td>0.35</td>
<td>0.34</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(9)</td>
<td>(2)</td>
<td>(40)</td>
<td>(18)</td>
<td>(25)</td>
</tr>
<tr>
<td>GRE Composite</td>
<td></td>
<td>0.41</td>
<td>0.31</td>
<td>0.35</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(8)</td>
<td>(33)</td>
<td>(18)</td>
<td>(30)</td>
<td></td>
</tr>
<tr>
<td>GPA (Undergraduate)</td>
<td></td>
<td>0.37</td>
<td>0.14</td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(15)</td>
<td>(30)</td>
<td>(9)</td>
<td>(26)</td>
<td></td>
</tr>
<tr>
<td>Recommendations</td>
<td></td>
<td>0.18</td>
<td>0.23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(15)</td>
<td>(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRE and GPA</td>
<td></td>
<td>0.40</td>
<td>0.40</td>
<td>0.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(16)</td>
<td>(9)</td>
<td>(24)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Number of studies in parentheses

Furthermore, at least one of the three scores has a higher validity coefficient than undergraduate GPA in all fields. Combining undergraduate GPA and one of the GRE scores  

Validity coefficients presented in this dissertation do not generally adjust for restriction of range, or sample censoring. As Section VI shows, the RGS data do not suffer greatly from this problem. In addition, potential adjustments require fairly stringent assumptions about the underlying data. For further discussion, see Ross M. Stolzenburg and Daniel A. Relles, Calculation and Practical Application of GMAT Predictive Validity Measures, Graduate Management Admissions Council, Los Angeles, CA, 1985, and V. Srinivasan and Alan G. Weinstein, "Effects of Curtailment on an Admissions Model for a Graduate Management Program," *Journal of Applied Psychology*, Volume 58, Number 3, pp. 339-346, 1973.)
produces somewhat higher validity coefficients than does any of the GRE scores alone. GRE Advanced Test scores seem to have higher validity than either of the other two GRE scores. Unfortunately for this study, the GRE does not include an advanced test in public policy analysis, nor does RGS require advanced test results for application. Ignoring the results for GRE Advanced scores and a few outliers, Table IV-1 indicates that typical validity coefficients range from about .20 to .30 for GRE scores and from about .15 to .30 for undergraduate GPA. Table IV-2 also indicates that Department Exams generally have less predictability than other criteria. Faculty Ratings seem slightly easier to predict than GPA (although it includes a small number of studies). In addition, Undergraduate GPA has more validity in predicting similar criteria (GPA and Faculty Ratings) than in predicting Completion and Time to Completion.

Table IV-3 lists the results of many of the validity studies reviewed by the authors cited above as well as others discovered during the course of this research. This table gives an indication of the variability in the magnitude of validity coefficients as well as in the types of criterion measures used. A glance at Table IV-3 suggests that validity coefficients outside the typical ranges cited above would not, per se, constitute startling results for the analysis of RGS admissions and performance data. Furthermore, the best predictor variables might well differ, depending on the success criterion chosen. This underscores the importance of Cronbach's observation, cited earlier in this section: "tests that predict one outcome will often not ... predict another." Sections VIII and IX explore this observation in greater detail, considering various models to predict academic performance at RGS.

70 While it may seem unfair to treat medians as outliers, the relevance of Quantitative scores to English and Verbal scores to Physics seems questionable.)

71 Lee J. Cronbach, op. cit.
Table IV-3
Summary of GRE Validity Research

<table>
<thead>
<tr>
<th>Year</th>
<th>Author(s)</th>
<th>Success Measure(s)</th>
<th>N</th>
<th>GRE Verbal</th>
<th>GRE Quant.</th>
<th>GRE Total</th>
<th>GPA Undergrad</th>
</tr>
</thead>
<tbody>
<tr>
<td>'67</td>
<td>Alexakos</td>
<td>GPA</td>
<td>46</td>
<td>.34</td>
<td></td>
<td></td>
<td>.31</td>
</tr>
<tr>
<td>'75</td>
<td>Bean</td>
<td>GPA</td>
<td>91</td>
<td>.31</td>
<td>.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Comprehensive Exam</td>
<td></td>
<td>.19</td>
<td>-.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'58</td>
<td>Benson</td>
<td>Obtained Ph.D.</td>
<td>56</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'60</td>
<td>Besco</td>
<td>Faculty Rating</td>
<td>82</td>
<td>.23</td>
<td>.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>26</td>
<td>.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>16</td>
<td>.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>40</td>
<td>.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>.47</td>
<td>.57</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>42</td>
<td>.30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>44</td>
<td>.38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>24</td>
<td>.56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'63</td>
<td>Borg</td>
<td>GPA</td>
<td>175</td>
<td>.36</td>
<td>.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'84</td>
<td>Bornheimer</td>
<td>GPA</td>
<td>43</td>
<td>.39</td>
<td>.18</td>
<td>.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Faculty Rating</td>
<td></td>
<td>.59</td>
<td>.43</td>
<td>.57</td>
<td></td>
</tr>
<tr>
<td>'57</td>
<td>Capps &amp; DeCosta</td>
<td>GPA</td>
<td>41</td>
<td></td>
<td>.34</td>
<td>.42</td>
<td></td>
</tr>
<tr>
<td>'55</td>
<td>Conway</td>
<td>GPA</td>
<td>NA</td>
<td>.72</td>
<td>.72</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'71</td>
<td>Dawes</td>
<td>Faculty Rating</td>
<td>86</td>
<td></td>
<td></td>
<td>.11</td>
<td>.21</td>
</tr>
<tr>
<td>'79</td>
<td>Dole &amp; Baggaley</td>
<td>Faculty Rating</td>
<td>61</td>
<td>.35</td>
<td>.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
<td>.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'69</td>
<td>Ewen</td>
<td>Obtained Ph.D.</td>
<td>31</td>
<td>.17</td>
<td>.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Percent A Grades</td>
<td></td>
<td>-.01</td>
<td>.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'74</td>
<td>Federic &amp; Schuerger</td>
<td>GPA</td>
<td>47</td>
<td>.30</td>
<td>.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Faculty Rating</td>
<td></td>
<td>.24</td>
<td>-.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'58</td>
<td>Florida St. University</td>
<td>GPA</td>
<td>7 to 96</td>
<td>.12 to</td>
<td>.65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'53</td>
<td>Gorman</td>
<td>GPA</td>
<td>NA</td>
<td>.23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'70</td>
<td>Hackman et. al.</td>
<td>Faculty Rating</td>
<td>42</td>
<td>.22</td>
<td>.15</td>
<td>.28</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.20</td>
<td>.23</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.21</td>
<td>.29</td>
<td>-.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.19</td>
<td>.32</td>
<td>-.22</td>
<td></td>
</tr>
<tr>
<td>'63</td>
<td>Harvey</td>
<td>GPA</td>
<td>89</td>
<td>.36</td>
<td>.30</td>
<td>.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Faculty Rating</td>
<td></td>
<td>.53 to .66</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'78</td>
<td>Hirschberg &amp; Itkin</td>
<td># First Author</td>
<td>87</td>
<td>-.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td># Author</td>
<td></td>
<td>-.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td>Author(s)</td>
<td>Success Measure(s)</td>
<td>N</td>
<td>GRE Verbal</td>
<td>GRE Quant.</td>
<td>GRE Total</td>
<td>GPA Undergrad</td>
</tr>
<tr>
<td>------</td>
<td>-------------------------</td>
<td>--------------------</td>
<td>----</td>
<td>------------</td>
<td>------------</td>
<td>-----------</td>
<td>---------------</td>
</tr>
<tr>
<td>'62</td>
<td>Johnson &amp; Thompson</td>
<td>GPA NA</td>
<td>46</td>
<td>.72</td>
<td>.72</td>
<td>.63</td>
<td>.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.45</td>
<td>.36</td>
<td>.46</td>
<td></td>
</tr>
<tr>
<td>'60</td>
<td>Law</td>
<td>Comprehensive Exam</td>
<td>46</td>
<td>.72</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'60</td>
<td>Lorge</td>
<td>Comprehensive Exam</td>
<td>165</td>
<td>.63</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'60</td>
<td>Maberly</td>
<td>GPA</td>
<td>104</td>
<td>.13</td>
<td>.10</td>
<td>.69</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>148</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'65</td>
<td>Madaus &amp; Walsh</td>
<td>GPA NA</td>
<td>46</td>
<td>.44</td>
<td>.40</td>
<td>.47</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'69</td>
<td>Mehrabian</td>
<td>GPA</td>
<td>266</td>
<td>.17</td>
<td>.27</td>
<td>.33</td>
<td>.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Faculty Rating</td>
<td></td>
<td>-.14</td>
<td>.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'60</td>
<td>Michael</td>
<td>Comprehensive Exam</td>
<td>41</td>
<td>.42</td>
<td>.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'86</td>
<td>Narnavick &amp; Golsan</td>
<td>GPA</td>
<td>619</td>
<td>.34</td>
<td>.32</td>
<td>.38</td>
<td>.27</td>
</tr>
<tr>
<td>'68</td>
<td>Newman</td>
<td>GPA</td>
<td>66</td>
<td>.08</td>
<td>.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'55</td>
<td>Olsen</td>
<td>GPA</td>
<td>43</td>
<td>.37</td>
<td>.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Faculty Rating</td>
<td></td>
<td>.39</td>
<td>.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'63</td>
<td>Pitcher &amp; Harvey</td>
<td>Faculty Rating</td>
<td>221</td>
<td>.33</td>
<td>.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>195</td>
<td>.17</td>
<td>.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'64</td>
<td>Robertson &amp; Hall</td>
<td>Faculty Rating</td>
<td>73</td>
<td>.22</td>
<td>.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Peer Rating</td>
<td></td>
<td>-.14</td>
<td>-.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'61</td>
<td>Robertson &amp; Nielson</td>
<td>Faculty Rating</td>
<td>50</td>
<td>.27</td>
<td>.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'57</td>
<td>Robinson</td>
<td>GPA</td>
<td>285</td>
<td></td>
<td></td>
<td></td>
<td>.38</td>
</tr>
<tr>
<td>'71</td>
<td>Roscoe &amp; Houston</td>
<td>GPA</td>
<td>252</td>
<td>.32</td>
<td>.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Faculty Rating</td>
<td></td>
<td>.26</td>
<td>.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Obtained Ph.D.</td>
<td></td>
<td>.21</td>
<td>.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Faculty Rating</td>
<td>30</td>
<td>.38</td>
<td>.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'59</td>
<td>Rupiper</td>
<td>Obtained Ph.D.</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>'61</td>
<td>Sistrunk</td>
<td>Comprehensive Exam</td>
<td>57</td>
<td>.32</td>
<td>.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>'61</td>
<td>Sleeper</td>
<td>GPA</td>
<td>24</td>
<td>.31</td>
<td>.49</td>
<td>.54</td>
<td></td>
</tr>
<tr>
<td>'70</td>
<td>Stordahl</td>
<td>GPA</td>
<td>120</td>
<td>.29</td>
<td>.07</td>
<td>.37</td>
<td></td>
</tr>
</tbody>
</table>
Comparisons of Clinical vs. Statistical Prediction

Previous discussions in this section examined the rationale for comparing clinical and statistical prediction. A brief review of previous comparisons might discourage the effort in the case study of RGS admissions and performance data: researchers have virtually unanimously concluded that statistical prediction always has more accuracy than clinical prediction, or at least never less accurate. Thus, according to John Hills,

... it seems clear that mechanical statistical combination is practically never improved upon by modification by clinical judgment. That is, given a specific set of data and a criterion, combining these data by means of a statistical procedure, such as a multiple regression equation, always yields as accurate predictions, and in some studies more accurate predictions, as does letting a clinician or judge examine those same data and make predictions from them. In fact ... the clinicians do not improve on the statistical predictions even when they are given the statistical predictions as part of the data they may consider.\(^7\)

The contexts in which researchers have found the superiority of statistical prediction include psychological diagnosis, physical experimentation with shapes and shading, sports,
medicine and, of course, academic performance. Discussing a variety of such examples, Robyn Dawes and Bernard Corrigan observe that "... no examples ... (within the standard limitations) ... have purported to show the superiority of clinical judgment."73

The consensus on the superiority of statistical prediction would seem to suggest that the only fruitful area for empirical analysis of RGS data would lie in determining the optimal statistical predictive model (or models, depending on the performance criteria used). However, Section X will briefly address clinical vs. statistical prediction in the case study of RGS data anyway, after Sections VIII and IX examine the prediction of various performance. This comparison cannot adhere to the classical ground rules discussed previously in this section because, technically, admissions committee members have access to data not coded as input to the statistical models (primarily, writing samples, recommendations and transcript details such as specific grades at specific institutions, grade trends, as well as occasional personal interviews).

Although this section provides a context for expectations regarding the empirical analysis of RGS data, several considerations might diminish the relevance of this review. First, previous validation studies do not explicitly address public policy as an academic field. Second, institutional and selection objectives at RGS probably differ at least slightly from those at other institutions. Third, the selection and evaluation process at RGS also differ from those at other institutions. Thus, empirical analysis of RGS admissions and performance data do not fit the exact context of this review. Section X will consider these issues in light of the actual facts presented in Sections V through IX. Before turning to the empirical results of the analysis of RGS admissions and performance data, Section V presents an overview of the data, with descriptive statistics and an explanation of certain transformations used in the analysis.

73 Robyn M. Dawes and Bernard Corrigan, op. cit.
V. FRAMEWORK FOR RGS DATA ANALYSIS

The data analyzed for this study cover applicants to the RAND Graduate School (RGS) for the years 1970-1988. These data fall into three categories:

- Criterion measures
- Ratings
- Performance measures

Criterion measures consist of all codable data available from each applicant's information folder. Ratings summarize evaluations given by admissions committee members during the admissions process. Performance measures include all grades received by each accepted applicant as well as several other measures of progress during each student's matriculation. This section gives descriptive statistics for each of these types of variable and concludes with a discussion and explanation of the types of transformations used for the analysis presented in the following sections.

Criterion Measures

As discussed in Section III, RGS collects a variety of data from each applicant before making its admissions decisions. Although some of this data does not readily enable encoding, Table V-1 gives means and standard deviations for as many variables as possible. Table V-1 also gives sample sizes for each variable, to indicate the extent of the missing data problem. In all, RGS records indicate that 575 people applied for admission during the years 1970-1988. However, the only variables in Table V-1 that have a complete sample of 575 relate to the attainment of prior educational degrees and whether or not the applicant had a quantitative field of study, as well as ethnic identity. While most of the data appear self-explanatory, some discussion of two types of variables may clarify their use.

For the remainder of this report, all binary variables will assign a value of 1 to Yes and 0 to No. Thus, the mean for the variable Female in Table V-1 indicates that females comprise 22% of all applicants.
Table V-1
Predictors For All Applicants

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Sample Size</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRE Total Score</td>
<td>459</td>
<td>1,204</td>
<td>198</td>
</tr>
<tr>
<td>GRE Quantitative Score</td>
<td>460</td>
<td>620</td>
<td>115</td>
</tr>
<tr>
<td>GRE Verbal Score</td>
<td>459</td>
<td>584</td>
<td>127</td>
</tr>
<tr>
<td>Undergraduate GPA</td>
<td>187</td>
<td>3.2</td>
<td>0.5</td>
</tr>
<tr>
<td>Last Institution GPA</td>
<td>211</td>
<td>3.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Rating of Undergraduate Institution</td>
<td>543</td>
<td>3.1</td>
<td>0.8</td>
</tr>
<tr>
<td>Rating of Last Institution</td>
<td>569</td>
<td>3.2</td>
<td>0.7</td>
</tr>
<tr>
<td>BA Degree Earned</td>
<td>575</td>
<td>63%</td>
<td>48%</td>
</tr>
<tr>
<td>BS Degree Earned</td>
<td>575</td>
<td>34%</td>
<td>47%</td>
</tr>
<tr>
<td>MA Degree Earned</td>
<td>575</td>
<td>37%</td>
<td>48%</td>
</tr>
<tr>
<td>MS Degree Earned</td>
<td>575</td>
<td>29%</td>
<td>45%</td>
</tr>
<tr>
<td>Professional Degree Earned</td>
<td>575</td>
<td>25%</td>
<td>43%</td>
</tr>
<tr>
<td>Ph.D. Degree Earned</td>
<td>575</td>
<td>6%</td>
<td>24%</td>
</tr>
<tr>
<td>Quantitative Degree Earned</td>
<td>575</td>
<td>41%</td>
<td>49%</td>
</tr>
<tr>
<td>Age</td>
<td>547</td>
<td>30.8</td>
<td>6.7</td>
</tr>
<tr>
<td>Ethnic Minority</td>
<td>575</td>
<td>16%</td>
<td>37%</td>
</tr>
<tr>
<td>Female</td>
<td>574</td>
<td>22%</td>
<td>42%</td>
</tr>
<tr>
<td>Married</td>
<td>204</td>
<td>44%</td>
<td>40%</td>
</tr>
<tr>
<td>RAND Employee When Applying</td>
<td>570</td>
<td>7%</td>
<td>25%</td>
</tr>
<tr>
<td>U.S. Citizen</td>
<td>575</td>
<td>83%</td>
<td>38%</td>
</tr>
</tbody>
</table>

Notes:
Degree Earned variables may overlap (i.e., candidates may have multiple degrees).
Professional Degree Earned includes law, medicine, business, public health and public policy.
Quantitative Degree Earned includes mathematics, engineering and applied sciences, physical sciences and computer-related fields.

For all variables based on a standard 4-point grading or rating scale, this analysis uses the following convention:
• A = 4.0
• B = 3.0
• C = 2.0
• D = 1.0
Plus and minus grades add or detract .3 from the numerical equivalent of the letter grade. E (rarely used) and F both equate to 0.0. (Z translates to missing data.) For colleges and graduate schools, this research converted published rankings to the standard 4-point scale, as with GPA. For undergraduate schools, Barron’s Guide to Colleges provides rankings of selectivity. The translation used for this study equated the most selective or top ranking with 4.3, the next with 4.0, and so on. For graduate schools, RGS compiled a list of top schools in various fields. The translation for top-ranked graduate programs proceeded according to the following rule:

- Top 3 = 4.3
- Next 3 = 4.0
- Next 4 = 3.7
- Next 10 = 3.3.

Graduate programs not on the RGS list of top graduate programs each received a rank of 3.0 (B). In practice, this minimum did not create a problem, since most students came from fairly selective undergraduate institutions.

Some of the variables listed in Table V-1 suffer from reliability problems. Binary variables such as Age and Female have extremely high reliability. However, as the last section indicated, differential grading standards make grade-point average an inherently unreliable measure. Unfortunately, the applicant pool comes from 364 different institutions (not counting different graduate programs within many of those). The scale-linkage algorithm developed by Braun and Szatrowski thus has no practical application to this situation, since it would require knowing which applicants had been accepted to each of the 364 different institutions. It would produce linkages based on too few observations common to each pair of schools. Regarding Elliott and Strenta, the data for these criterion measures would not provide any information to create comparative index values for schools or other common factors among applicants. However, later sections will show that their approach applies well to the analysis of admissions committee ratings, and can obviously assist the analysis of RGS grades. The analysis for this study also uses several simpler z-score and re-scaling transformations of criterion measures. Because the transformations for criterion measures resemble closely the transformations of

---

74 Henry I. Braun and Ted H. Szatrowski, op. cit.
75 Rogers Elliott and A. Christopher Strenta, op. cit.
ratings and performance measures, this section discusses transformations of all three types of variables together, after giving descriptive measures of ratings and performance.

**Ratings**

As discussed in Section III, admissions committee members assign letter grades to each applicant they consider. While the committee does not formally combine these ratings in determining who to admit, the committee does discuss each applicant and his or her ratings as a group. For this reason, as well as convenience, this study tends to use average ratings for each applicant. The 524 applicants who received at least one rating had average ratings of 2.6, or between a C+ and a B-. The same sample had a standard deviation of 1.0, or a full letter grade.

Because RGS does not have a specific requirement for the number of ratings given to any one applicant (and partly because the data might omit some ratings), the number of recorded ratings received by the 575 applicants ranges from 0 to 8. Figure V-1 shows the frequency distribution of the number of ratings. The typical RGS applicant receives 2 or 3 ratings. More importantly, though, the proportion of applicants accepted differs with the number of ratings.

![Figure V-1: Distribution of Number of Judges](image-url)
Table V-2 shows the average rating and the proportion admitted for applicants by the number of admissions committee members who rated each applicant. The high admissions rate for applicants with no ratings suggests a missing data problem. Indeed, most of these admitted applicants entered RGS among the first three cohorts, in 1970, 1971 and 1972. Furthermore, even after excluding applicants from these early cohorts, the admissions rate among applicants with no rating (60%) remains well above the rate for other applicants, except for those with four or more ratings (see Figure V-2).

<table>
<thead>
<tr>
<th>Number of Judges</th>
<th>Applicants</th>
<th>Rating Average</th>
<th>Percent Admitted</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>51</td>
<td>NA</td>
<td>86%</td>
</tr>
<tr>
<td>1</td>
<td>24</td>
<td>1.8</td>
<td>21%</td>
</tr>
<tr>
<td>2</td>
<td>182</td>
<td>1.9</td>
<td>18%</td>
</tr>
<tr>
<td>3</td>
<td>112</td>
<td>2.6</td>
<td>38%</td>
</tr>
<tr>
<td>4</td>
<td>92</td>
<td>2.9</td>
<td>60%</td>
</tr>
<tr>
<td>5</td>
<td>69</td>
<td>3.0</td>
<td>59%</td>
</tr>
<tr>
<td>6</td>
<td>38</td>
<td>3.1</td>
<td>63%</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>3.1</td>
<td>67%</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>2.8</td>
<td>0%</td>
</tr>
<tr>
<td>Total</td>
<td>575</td>
<td>2.6</td>
<td>43%</td>
</tr>
</tbody>
</table>

Because the number of judges has obvious relationships with average rating and proportion admitted, subsequent sections discuss the implications of these relationships in the context of predicting admissions. An analysis of variance in admissions decisions by number of judges indicates four logical groups:76

- None
- One or Two
- Three
- Four or More

---

76 ANOVA shows that variance in raw ratings also changes significantly with Number of Judges (and between some pairs of individual Judges). However, transformations introduced in this section eliminate such heteroskedasticity. The significance of changes in average ratings and in admissions rates remains even after transformation.
Chi-square tests indicate that the differences in admissions rates between these groups remain statistically significant while the differences within each (e.g., between 1 and 2 or between 5 and 6 judges) do not. Figure V-2 shows the differences in admissions rates between these groups. Although the percent admitted falls to 60% among applicants with no ratings after 1972, analysis of variance still suggests significant differences between this group and the others. Grouping these applicants together with applicants who have four or more ratings would reduce the number of groups without mixing fundamentally different admissions rates. This seems illogical, since the groups lie at opposite ends of a spectrum (number of judges) that has a significant relationship to the admissions decision. In order to make reasonable inferences, the data analysis that follows this section occasionally makes use of different samples based on the above grouping of the number of ratings per applicant (both including and excluding applicants before 1973).

In addition to differences by number of judges, ratings also vary somewhat among individual judges. Table V-3 presents sample sizes, means and standard deviations for ratings by individual judges. For anonymity, this study identifies judges by an arbitrary number from 1 to 25. An analysis of variance indicates that the average rating does not differ significantly across judges, though some comparisons suggest differences between specific pairs of members.
### Table V-3
Ratings of Individual Judges

<table>
<thead>
<tr>
<th>Judge</th>
<th>Applicants Rated</th>
<th>Average Rating</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>210</td>
<td>2.9</td>
<td>0.8</td>
</tr>
<tr>
<td>2</td>
<td>107</td>
<td>2.8</td>
<td>0.8</td>
</tr>
<tr>
<td>3</td>
<td>38</td>
<td>3.1</td>
<td>0.7</td>
</tr>
<tr>
<td>4</td>
<td>320</td>
<td>2.3</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>129</td>
<td>2.6</td>
<td>0.9</td>
</tr>
<tr>
<td>6</td>
<td>87</td>
<td>2.8</td>
<td>0.9</td>
</tr>
<tr>
<td>7</td>
<td>48</td>
<td>2.4</td>
<td>1.0</td>
</tr>
<tr>
<td>8</td>
<td>27</td>
<td>2.7</td>
<td>1.1</td>
</tr>
<tr>
<td>9</td>
<td>51</td>
<td>2.5</td>
<td>1.1</td>
</tr>
<tr>
<td>10</td>
<td>54</td>
<td>2.6</td>
<td>1.0</td>
</tr>
<tr>
<td>11</td>
<td>89</td>
<td>2.2</td>
<td>0.9</td>
</tr>
<tr>
<td>12</td>
<td>29</td>
<td>2.7</td>
<td>1.1</td>
</tr>
<tr>
<td>13</td>
<td>59</td>
<td>2.8</td>
<td>0.8</td>
</tr>
<tr>
<td>14</td>
<td>13</td>
<td>2.4</td>
<td>1.2</td>
</tr>
<tr>
<td>15</td>
<td>80</td>
<td>3.0</td>
<td>0.8</td>
</tr>
<tr>
<td>16</td>
<td>9</td>
<td>3.2</td>
<td>0.9</td>
</tr>
<tr>
<td>17</td>
<td>90</td>
<td>2.8</td>
<td>0.7</td>
</tr>
<tr>
<td>18</td>
<td>55</td>
<td>2.7</td>
<td>0.9</td>
</tr>
<tr>
<td>19</td>
<td>116</td>
<td>2.8</td>
<td>1.1</td>
</tr>
<tr>
<td>20</td>
<td>14</td>
<td>3.0</td>
<td>0.7</td>
</tr>
<tr>
<td>21</td>
<td>27</td>
<td>3.1</td>
<td>0.9</td>
</tr>
<tr>
<td>22</td>
<td>11</td>
<td>2.6</td>
<td>1.0</td>
</tr>
<tr>
<td>23</td>
<td>30</td>
<td>2.4</td>
<td>1.0</td>
</tr>
<tr>
<td>24</td>
<td>14</td>
<td>2.4</td>
<td>1.4</td>
</tr>
<tr>
<td>25</td>
<td>5</td>
<td>3.3</td>
<td>0.5</td>
</tr>
<tr>
<td>Total</td>
<td>1,715</td>
<td>2.6</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Average ratings clearly suffer from the same kinds of reliability problems as grade-point averages. Unlike the data on criterion measures, however, the ratings data do offer some hope for transformations that increase reliability. As mentioned previously, the transformation proposed by Elliott and Strenta can apply well to RGS ratings. Table V-3 shows some reason for caution in performing this type of transformation, however: several judges rated fewer than 10 applicants, and a few judges accounted for a disproportionate share of the ratings. Varying judges in different years may also have affected their transformation. The last part of this section discusses the Elliott and Strenta transformation as well as other transformations.
Performance Measures

The RGS data provide a variety of useful performance measures, summarized in Table V-4. In addition to grades, RGS records indicate the results of comprehensive qualifying examinations, and perhaps more importantly, whether or not a student has dropped out of the program. In addition, at any point in time, each student's current status and date of matriculation determine the time to completion, for graduates; the length of time enrolled, for current students; and the time to attrition, for those who dropped out.

<table>
<thead>
<tr>
<th>Performance Measure</th>
<th>Number of Students</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPA</td>
<td>161</td>
<td>3.1</td>
<td>0.7</td>
</tr>
<tr>
<td>Any C Grade</td>
<td>164</td>
<td>55%</td>
<td>50%</td>
</tr>
<tr>
<td>Number of Cs</td>
<td>164</td>
<td>1.2</td>
<td>1.7</td>
</tr>
<tr>
<td>Any &quot;Core&quot; C Grades</td>
<td>164</td>
<td>40%</td>
<td>49%</td>
</tr>
<tr>
<td>Number of &quot;Core&quot; Cs</td>
<td>164</td>
<td>0.7</td>
<td>1.2</td>
</tr>
<tr>
<td>Any First Year C Grades</td>
<td>164</td>
<td>43%</td>
<td>50%</td>
</tr>
<tr>
<td>Number of First Year Cs</td>
<td>164</td>
<td>0.7</td>
<td>1.2</td>
</tr>
<tr>
<td>Any F Grade</td>
<td>164</td>
<td>34%</td>
<td>47%</td>
</tr>
<tr>
<td>Number of Fs</td>
<td>164</td>
<td>0.7</td>
<td>1.4</td>
</tr>
<tr>
<td>Any &quot;Core&quot; F Grades</td>
<td>164</td>
<td>24%</td>
<td>43%</td>
</tr>
<tr>
<td>Number of Core Fs</td>
<td>164</td>
<td>0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>Any First Year F Grades</td>
<td>164</td>
<td>23%</td>
<td>42%</td>
</tr>
<tr>
<td>Number of First Year Fs</td>
<td>164</td>
<td>0.4</td>
<td>0.9</td>
</tr>
<tr>
<td>Dropped Out</td>
<td>165</td>
<td>29%</td>
<td>46%</td>
</tr>
<tr>
<td>Failed Qualifying Exams</td>
<td>165</td>
<td>4%</td>
<td>20%</td>
</tr>
<tr>
<td>Distinction on Qualifying Exams:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any Distinction</td>
<td>165</td>
<td>14%</td>
<td>35%</td>
</tr>
<tr>
<td>General Distinction</td>
<td>165</td>
<td>5%</td>
<td>23%</td>
</tr>
<tr>
<td>Economics Distinction</td>
<td>165</td>
<td>10%</td>
<td>30%</td>
</tr>
<tr>
<td>Statistics Distinction</td>
<td>165</td>
<td>8%</td>
<td>28%</td>
</tr>
<tr>
<td>Social Science Distinction</td>
<td>165</td>
<td>7%</td>
<td>26%</td>
</tr>
<tr>
<td>Policy Analysis Distinction</td>
<td>165</td>
<td>8%</td>
<td>27%</td>
</tr>
</tbody>
</table>
Time presents special challenges for analysis. Section IX discusses the techniques used to attack this problem. For the purposes of this section, Table V-4 omits time to completion. Later sections will examine various performance measures in four distinct categories:

- Grades (including problem indicators)
- Attrition (whether or not a student completed the program)
- Qualifying exam results
- Completion time

In addition to overall grade point average, the data on RGS grades yield some other specific GPAs. As Section IV indicated, some researchers focus on first-year grades as the relevant performance measure. (This may reflect better predictability rather than any normative consideration of the merits of first-year vs. later grades.) The RGS data provide both first-year GPA and core course GPA. (Section III discussed the concept of core courses at RGS.) In addition, sorting courses into departments creates additional measures of GPA, although not all students take courses in all departments. Tables V-5 and V-6 show means and standard deviations for these various subsets.

### Table V-5

<table>
<thead>
<tr>
<th>GPA Measure</th>
<th>Number of Students</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Year</td>
<td>164</td>
<td>3.1</td>
<td>0.7</td>
</tr>
<tr>
<td>Core</td>
<td>164</td>
<td>3.1</td>
<td>0.8</td>
</tr>
</tbody>
</table>

868 grades at RGS used a Pass/Fail rating system. This table excludes them.

Rather than showing the number of students, Table V-6 shows the total number of grades in each category. Table V-6 indicates that transformations based on Elliott and Strenta's methodology will tend to boost the reported grades for Soviet Studies, Military Studies, Economics and Quantitative Methods while decreasing those for Health Policy and Social Science courses.
Table V-6
RGS Grades by Department

<table>
<thead>
<tr>
<th>Department</th>
<th>Number of Grades</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative Methods</td>
<td>438</td>
<td>3.2</td>
<td>0.8</td>
</tr>
<tr>
<td>Economics</td>
<td>436</td>
<td>3.1</td>
<td>0.9</td>
</tr>
<tr>
<td>Social Science</td>
<td>309</td>
<td>3.4</td>
<td>0.7</td>
</tr>
<tr>
<td>Workshops</td>
<td>219</td>
<td>3.3</td>
<td>0.8</td>
</tr>
<tr>
<td>Military Studies</td>
<td>99</td>
<td>3.0</td>
<td>1.1</td>
</tr>
<tr>
<td>Health Policy</td>
<td>68</td>
<td>3.7</td>
<td>0.3</td>
</tr>
<tr>
<td>Soviet Studies</td>
<td>13</td>
<td>2.9</td>
<td>1.3</td>
</tr>
<tr>
<td>Total</td>
<td>1,582</td>
<td>3.3</td>
<td>0.8</td>
</tr>
</tbody>
</table>

1 868 grades at RGS used a Pass/Fail rating system. This table excludes them.

Transformations

As mentioned in Section IV, the analysis for this study included several transformations of criterion measures, ratings and performance measures, which fall into three distinct categories:

- z-score transformations
- re-scaling transformations
- transformations based on the Elliott-Strenta hypothesis

Each of these transformations implies a hypothesis about the standards of measurement, or about sources of unreliability. The following examples illustrate each type and indicate the assumptions that would make each transformation appropriate.

Z-Score Transformations

This research used three distinct types of z-score transformations. Z-score transformations of variables all have mean 0 and standard deviation 1. The first type of z-score transformation involved converting variables such as each applicant’s Undergraduate GPA or GRE scores to z-scores within each cohort of applicants (people applying in the same year). Table V-7 illustrates a z-score transformation of hypothetical GRE Verbal scores. Equal raw scores may not remain equal after transformation, depending on the distribution of scores within
cohorts. Thus, in Table V-7, Student 1 has a transformed score of -1.27, and Student 7 has a transformed score of -.63, because Student 7 belongs to a cohort with lower raw scores.

<table>
<thead>
<tr>
<th>Student</th>
<th>Cohort</th>
<th>Raw GRE Verbal</th>
<th>Cohort Mean</th>
<th>Cohort Standard Deviation</th>
<th>Transform: Cohort z-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>600</td>
<td>700</td>
<td>79</td>
<td>-1.27</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>650</td>
<td>700</td>
<td>79</td>
<td>-0.63</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>700</td>
<td>700</td>
<td>79</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>750</td>
<td>700</td>
<td>79</td>
<td>0.63</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>800</td>
<td>700</td>
<td>79</td>
<td>1.27</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>550</td>
<td>650</td>
<td>79</td>
<td>-1.27</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>600</td>
<td>650</td>
<td>79</td>
<td>-0.63</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>650</td>
<td>650</td>
<td>79</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>700</td>
<td>650</td>
<td>79</td>
<td>0.63</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>750</td>
<td>650</td>
<td>79</td>
<td>1.27</td>
</tr>
</tbody>
</table>

The second distinct type of z-score transformation used in this research involved converting measures such as ratings or grades to z-scores within each pool of ratings or grades for a particular judge, before taking averages to develop a single measure for each student. For ratings, the z-score transformation used mean and standard deviations of ratings for each individual judge. Table V-8 shows an example of such transformation using hypothetical ratings data. Thus, a rating of 3.0 (B) from Judge 1 in Table V-8 would equate to a transformed rating of 1.54 (about 1.5 standard deviations above average for Judge 1). However, a rating of 3.0 from Judge 2 would convert to a z-score rating of 0.0 (exactly average for Judge 2). For grades, the z-score transformation used mean and standard deviations of grades for each specific course, by year and quarter. These z-score transformations for ratings and grades consider each judge's ratings separately before averaging. Thus, Student 4 in Table V-8 would receive an average z-score rating of about .38 (average of .77 and 0.00). Averaging these transformed ratings actually yields means and standard deviations slightly different from 0 and 1, respectively, but the differences do not reflect any fundamental difference from cohort-based z-score transformations.
The third type of z-score transformation used in this study first takes averages of raw measures such as ratings or grades and subsequently converts them to z-scores within cohorts. This produces a relative ranking on each measure within each cohort. Table V-9 illustrates this post-hoc z-score transformation for the hypothetical ratings data from Table V-8. These post-hoc z-score transformations differ from a simple average of cohort-based z-score transformations. For example, the simple average of Student 1's z-score transformations from Table V-8 (-1.31) differs from Student 1's post-hoc z-score transformation from Table V-9 (-1.25), primarily because the standard deviations for each cohort pool of ratings differ.
groups (cohorts, applicant pools by judge, etc.). The resulting variable reflects only relative ratings within groups. Z-score transformation assumes that differences between groups do not matter, arbitrarily equating measurement scales across groups. (The three types of z-score transformation imply slightly different objectives. Cohort-based z-scores imply a desire to treat performance and evaluation within cohorts as the most relevant indicators. Judge-based z-scores imply that evaluation within such applicant pools matters more than cohorts. Post-hoc z-scores imply that average performance or evaluation within cohorts has more relevance to objectives.)

Re-Scaling Transformations

As mentioned in Section IV, converting one variable to a scale with the mean and standard deviation of a second variable provides another basis for transforming—the data used for this research. This second class of transformation relies on a z-score, but multiplies that z-score by the standard deviation (measured over the same group as the basis for the z-score) and adds the result to the mean of some other variable that provides a descriptive measure for the group (for instance GRE scores for the students rated by each admissions committee member). While this transformation converts the distribution of raw variables in a pool to the distribution of, for example, GRE scores within the same pool, it does not convert the measure of a student with a high raw score to a high GRE score, nor vice versa. A student with a rating two standard deviations above average for a judge rating students with a low GRE score mean and small GRE score standard deviation, would still receive a transformed rating equivalent to a relatively low GRE score. Conversely, a student with a very low GRE score who received an average rating from a judge rating students with an extremely high group average GRE score, would receive a transformed rating equivalent to that (extremely high group average) GRE score. Table V-10 illustrates this type of transformation on the data from Table V-8 to clarify the methodology.

GRE-score transformation of grades follows a similar logic. As Table V-10 demonstrates, an individual need not have a high GRE Verbal score in order to have a high transformed rating, since this transformation preserves order within pools. Since the GRE-score transformations of variables all have the same mean and standard deviation as each pool's GRE score distribution, this section does not describe the specific transformations in further detail.
Table V-10
Illustration of GRE Verbal Score Re-Scaling Transformation

<table>
<thead>
<tr>
<th>Student</th>
<th>Judge</th>
<th>Rating</th>
<th>Transform: Judge Rating</th>
<th>GRE Verbal Score</th>
<th>Judge GRE Mean</th>
<th>Judge GRE Standard Deviation</th>
<th>Transform: Judge-Pool GRE-Scale Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2.0</td>
<td>z-Score -1.03</td>
<td>600</td>
<td>600</td>
<td>141</td>
<td>455</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2.0</td>
<td>z-Score -1.03</td>
<td>500</td>
<td>600</td>
<td>141</td>
<td>455</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2.3</td>
<td>z-Score -0.26</td>
<td>700</td>
<td>600</td>
<td>141</td>
<td>563</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2.7</td>
<td>z-Score 0.77</td>
<td>800</td>
<td>600</td>
<td>141</td>
<td>709</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>3.0</td>
<td>z-Score 1.54</td>
<td>400</td>
<td>600</td>
<td>141</td>
<td>817</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2.7</td>
<td>z-Score -1.58</td>
<td>800</td>
<td>700</td>
<td>71</td>
<td>588</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>3.0</td>
<td>z-Score 0.00</td>
<td>750</td>
<td>700</td>
<td>71</td>
<td>700</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>3.0</td>
<td>z-Score 0.00</td>
<td>700</td>
<td>700</td>
<td>71</td>
<td>700</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>3.0</td>
<td>z-Score 0.00</td>
<td>600</td>
<td>700</td>
<td>71</td>
<td>700</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>3.3</td>
<td>z-Score 1.58</td>
<td>650</td>
<td>700</td>
<td>71</td>
<td>812</td>
</tr>
</tbody>
</table>

As with the z-score transformations, this research uses three distinct types of re-scaling transformations, each analogous to one type of z-score transformation described previously in this section. Thus, a cohort-based re-scaling transformation converts one set of variables (such as age or rating of undergraduate institution) to the mean and standard deviation of some other measure within each cohort of applicants. Judge-based re-scaling transformations convert grades or ratings to the distribution of some other measure for each pool of students rated by an admissions committee member or instructor. Lastly, post-hoc re-scaling transformations convert averages of one set of variables (such as ratings or grades) to the mean and standard deviation of some other variable for each cohort.

The re-scaling transformations just discussed imply a more stringent alternative to the hypothesis implied by z-score transformations. Using GRE scores or some other measure as the basis of transformation imposes a common measurement scale on each group (cohort, course, etc.), regardless of what scale each judge uses. This type of transformation still implies that judges evaluate their subjects on a relative basis. However, these re-scaling transformations compare groups based on their distribution of some common measure like GRE scores. High or low average evaluations by a judge have no effect on the transformed measures. Transformed measures still reflect relative ratings within groups. However, they also reflect differences...
between groups. Furthermore, they imply that a relatively high rating in a strong group represents a higher absolute rating of an individual.

*Transformations Based on the Elliott-Strenta Hypothesis*

As discussed previously the Elliott-Strenta methodology applies to both ratings variables and grades. Since Section IV described the methodology used by Elliott and Strenta, this section only describes a slight modification to improve upon their intent. The algorithm used by Elliott and Strenta appears to over-compensate for differential grading or rating standards. To demonstrate how their method over-compensates, Table V-10 presents a simplified example of two students whose grades in two courses differ. The example ignores the two-tier approach to departments and courses within departments, but the flaw applies to both stages:

<table>
<thead>
<tr>
<th>Holographic Data to Illustrate Elliott-Strenta Transformation Flaw</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Student</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>

According to Elliott and Strenta, since the students in course 1 received As while they received B grades in course 2, transformation should subtract 1 point from course 1 grades and add 1 point to course 2 grades. This simplistic example shows that Elliott and Strenta would simply reverse the grades in this case. Obviously, the spirit of Elliott and Strenta requires that the grades in this case all equate to the average. That is, an A in course 1 should represent the same level of performance as a B in course 2. This change requires a slight modification to the Elliott-Strenta transformation. Instead of pairwise differences (for courses or departments, or judges in the case of ratings), the modified transformation uses differences from the overall average (of courses, departments or judges, as required). With this change in mind, the remainder of this section discusses some of the implications of each type of transformation used in the analysis of RGS data.
The previous section discussed the implicit assumptions used by Elliott and Strenta to create their transformation. In contrast with z-score transformations, the Elliott-Strenta hypothesis allows group differences to affect measurement scales. Unlike re-scaling transformations, however, the Elliott-Strenta hypothesis uses the evaluations themselves to determine differences between groups. This implies that individuals remain consistent across groups. In other words, a difference in the evaluation of Student A in groups 1 and 2 implies that the standards of evaluation differ between groups 1 and 2.

Advantages and Disadvantages of Transformations

The z-score transformation allows analysis to explore whether or not either the admissions decision or performance depends on the relative magnitude of predictor variables among peer groups. In other words, the admissions committee might simply choose to admit the top x percent of applicants each year, based on some combination of predictor variables. Similarly, performance measures might also use such a relative ranking. While analysis of variance techniques make it possible to explore these possibilities by using dummy variables for all but one cohort, such techniques lose many degrees of freedom. (Small sample size and student to cohort ratios make this a problem for the RGS data analysis.) The GRE-score transformation has advantages similar to the z-score transformation, and can also retain between-cohort differences that may affect admissions rates and performance measures. This transformation introduces two additional problems, however. First, by using a criterion measure as the basis of transformation, this technique may make GRE-related effects appear as effects of other predictor variables. Second, when regression models also include GRE scores, this transformation may increase colinearity. The Elliott-Strenta hypothesis might avoid these disadvantages. However, such transformations do not appear to provide much insight in this case.

For ease of presentation, the remainder of this report will generally use the GRE Quantitative scale transformations discussed above in order to show the impact of such transformations on models of both the admissions decision and performance measures. Most
results will show the use of raw variables as a basis for comparing transformed variables. The choice of GRE scale transformation has several justifications:

- GRE-scale transformations lead to better-fit models than do other transformations.
- Between-cohort and between-course variation in GRE scores do not have statistical significance. Thus, the transformation does not appear to introduce bias toward GRE scores as predictors. At the same time, this transformation allows the actual differences between judges and cohorts to affect the levels of ratings or grades. (Ratings and grades do not vary between judges or courses in statistically significant amounts.)
- The implicit assumptions for z-score transformations seem too simplistic. Essentially, z-score transformations do not allow differences between judges or cohorts to affect ratings or grades.
- Although z-score transformations require a computationally simpler methodology, ample computing resources make this consideration less important.
- Transformations based on the Elliott-Strenta hypothesis do not provide much insight, as the transformed variables have negligible impact on correlations among criterion measures, ratings and admissions decisions and performance measures.

The next several sections of this report each deal with specific aspects of the general problem of academic performance prediction. Figure V-3 shows how these aspects relate to each other in one framework. Section VI begins with a more detailed look at the differences in both predictor and ratings variables between admitted and rejected applicants.
Figure V-3
Modeling Relationships to Analyze Admissions Decisions and Performance

- Criterion Measures
- Admissions Decisions
- Committee Ratings
- Paramorphic Admissions Decisions
- Paramorphic Ratings
- Grades
- Attrition
- Qualifying Exams
- Completion Time

"Performance"
VI. RATINGS

This section begins by comparing criterion measures for accepted and rejected applicants. While subsequent discussion explores the relationship between these criteria and admissions in greater detail, Table VI-1 gives a broad indication of the differences between the two groups.

Table VI-1
Differences in Criteria: Admitted vs. Rejected Applicants

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Range Restriction</th>
<th>Difference in Means</th>
<th>t-Statistic</th>
<th>Significant (p&lt;.05)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRE Total Score</td>
<td>19%</td>
<td>193</td>
<td>12.1</td>
<td>YES</td>
</tr>
<tr>
<td>GRE Quantitative Score</td>
<td>10%</td>
<td>107</td>
<td>11.6</td>
<td>YES</td>
</tr>
<tr>
<td>GRE Verbal Score</td>
<td>18%</td>
<td>86</td>
<td>7.7</td>
<td>YES</td>
</tr>
<tr>
<td>Undergraduate GPA</td>
<td>0%</td>
<td>0.2</td>
<td>2.7</td>
<td>YES</td>
</tr>
<tr>
<td>Last Institution GPA</td>
<td>4%</td>
<td>0.2</td>
<td>2.8</td>
<td>YES</td>
</tr>
<tr>
<td>Rating of Undergraduate Institution</td>
<td>0%</td>
<td>0.6</td>
<td>8.5</td>
<td>YES</td>
</tr>
<tr>
<td>Rating of Last Institution</td>
<td>0%</td>
<td>0.0</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>BA Degree Earned</td>
<td>0%</td>
<td>7%</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>BS Degree Earned</td>
<td>0%</td>
<td>-5%</td>
<td>-1.3</td>
<td></td>
</tr>
<tr>
<td>MA Degree Earned</td>
<td>0%</td>
<td>-4%</td>
<td>-1.0</td>
<td></td>
</tr>
<tr>
<td>MS Degree Earned</td>
<td>0%</td>
<td>8%</td>
<td>2.2</td>
<td>YES</td>
</tr>
<tr>
<td>Professional Degree Earned</td>
<td>0%</td>
<td>0%</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Ph.D. Degree Earned</td>
<td>0%</td>
<td>-3%</td>
<td>-1.5</td>
<td></td>
</tr>
<tr>
<td>Quantitative Degree Earned</td>
<td>0%</td>
<td>7%</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>11%</td>
<td>-1.6</td>
<td>-2.9</td>
<td>YES</td>
</tr>
<tr>
<td>Ethnic Minority</td>
<td>0%</td>
<td>-8%</td>
<td>-2.6</td>
<td>YES</td>
</tr>
<tr>
<td>Female</td>
<td>0%</td>
<td>2%</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>0%</td>
<td>-11%</td>
<td>-1.2</td>
<td></td>
</tr>
<tr>
<td>RAND Employee When Applying</td>
<td>0%</td>
<td>13%</td>
<td>5.8</td>
<td>YES</td>
</tr>
<tr>
<td>U.S. Citizen</td>
<td>0%</td>
<td>6%</td>
<td>1.8</td>
<td></td>
</tr>
</tbody>
</table>

Table VI-1 shows the restriction of range as well as results of t-tests of significance on differences in means for criterion measures of accepted and rejected applicants. Restriction of range in each case indicates the percentage of the range among all applicants omitted in the sample of accepted applicants. As an example, GRE Quantitative Score among all applicants has a range from 220 to 800, while the range among accepted applicants starts at 280 and extends to
Thus, an analysis of the relationship between GRE Quantitative Score and performance (e.g., GPA) will reflect only 90% of the original range of GRE Quantitative Score among all applicants. No additional restriction of range resulted from admitted applicants who chose not to attend RGS, except for Age, which lost an additional 26% of the range of accepted applicants.

Table VI-1 suggests that several factors may influence admissions decisions at RGS. However, significant differences between accepted and rejected applicants do not necessarily mean that a factor influences admissions decisions. Some factors may show spurious correlations based on their relationships not only with admissions decisions but also with other factors that influence decisions. Multiple regression analysis can show which factors retain a significant relationship to admissions decisions after adjusting for other factors. Before presenting specific results of such analyses, this section explores the relationship between criterion measures and ratings.

This research used standard linear regression techniques to show the relationship between various criterion measures and committee ratings. The general assumption of these models specifies the following functional relationship:

\[ \text{Average Rating} = f(X_1, X_2, \ldots, X_n) \]

where \( X_1, X_2, \ldots, X_n \) represents some combination of the criteria coded for the analysis and shown in Table V-1;

and

\[ f(X_1, X_2, \ldots, X_n) = b_0 + b_1 X_1 + b_2 X_2 + \ldots + b_n X_n \]

Equation vi-1 assumes a first-degree polynomial for the functional form of the right-hand side. All of the regression equations presented in this dissertation include only variables with less than or equal to a 5\% level of significance. This means that, if the true coefficient has a value of zero, the regression coefficient will have an absolute value higher than the observed value no more than 5\% of the time due to random chance alone. Regression equations also show coefficient standard errors, so that readers can compute more exact probabilities for each coefficient.

Equations vi-2 and vi-3 show the best-fit regression equations for raw and transformed ratings. The fit between criterion measures and transformed ratings slightly exceeds the fit for raw ratings.
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The best-fit regression equation for average raw rating includes three variables: GRE Quantitative Score, Undergraduate GPA and Number of Judges. For transformed ratings, the same three variables comprise the best fit regression model. Section IV established expectations that test scores and previous grades would influence ratings, since they commonly have significance in the prediction of performance. However, including number of judges in addition to these criterion measures suggests a complication in the analysis. Committee members might influence each other’s ratings, since they review better candidates more often. Regardless of the reason for the significance of number of judges in predicting average rating, analyses of the relationships between ratings and admissions and between ratings and performance will need to account for it. Sections VII through IX all consider number of judges as a potential predictor variable for admissions and various performance measures.\footnote{Essentially, this analysis treats Number of Judges as an endogenous variable included in regression equations. Analysis of variance reveals that neither ratings nor performance show heteroskedasticity (significant changes in error variance) with respect to Number of Judges, at least after transformation.}

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|}
\hline
\textbf{Equation:} & \textbf{vi-2} & \textbf{vi-3} \\
\hline
\textbf{Average Rating} & & \\
\hline
= & -1.6 & 85  \\
& (0.42) & (49)  \\
+ GRE Quantitative Score & x & 0.0034 & 0.46  \\
& (0.00050) & (0.057)  \\
+ Undergraduate GPA & x & 0.56 & 68  \\
& (0.11) & (13)  \\
+ Number of Judges & x & 0.12 & 13  \\
& (0.043) & (4.9)  \\
\hline
\textbf{R-Square (adj.):} & 0.51 & 0.56  \\
\hline
\end{tabular}
\caption{Equation vi-2 uses raw ratings; equation vi-3 uses GRE Quantitative Scale (by Judge) ratings}
\end{table}

Note: Coefficient standard errors in parentheses

117 observations
Equations vi-2 and vi-3 can yield point estimates and provide heuristic explanations for the relationship between criterion measures and average committee ratings. For example, using average values for GRE Quantitative Score, Undergraduate GPA and Number of Judges, the predicted values from equations vi-2 and vi-3 represent the average ratings expected for students with these average characteristics. The following calculations demonstrate this:

<table>
<thead>
<tr>
<th>Predicted Ratings for a Typical Candidate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equation: Average Rating (Predicted)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>= $b_0$ (Constant)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>+ $b_1 \times$ GRE Quantitative Score</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>+ $b_2 \times$ Undergraduate GPA</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>+ $b_3 \times$ Number of Judges</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>=</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Equation: vi-2</th>
<th>vi-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_0$</td>
<td>-1.6</td>
</tr>
<tr>
<td>$0.0034 \times 650$</td>
<td>0.46 $\times 650$</td>
</tr>
<tr>
<td>$0.56 \times 3.2$</td>
<td>68 $\times 3.2$</td>
</tr>
<tr>
<td>$0.12 \times 3.8$</td>
<td>13 $\times 3.8$</td>
</tr>
<tr>
<td>=</td>
<td>2.9</td>
</tr>
</tbody>
</table>

Notes: Equation vi-2 uses raw ratings; equation vi-3 uses GRE Quantitative Scale (by Judge) ratings. Average values of independent variables for regression sample.

These calculations do not yield the same average ratings as do the summary tables earlier in Section V. The regression coefficients reflect only the 117 observations without any missing values for any of the variables. Since the averages reported in the summary tables reflect all non-missing values for each variable, these values naturally differ from the values calculated above. However, they do not differ by much: the difference in average raw rating (.3) and average re-scaled rating (35) both lie within a third of one standard deviation of their respective averages. (The coefficients reflect only two significant digits.)

This dissertation does not report results using models that account for missing values by substituting predicted values. Such methods do not affect regression results significantly, and do not change the comparisons made using various transformations. Furthermore, such substitution would make the context of prior validation studies less relevant unless this analysis first compared models using substitution to models without substitution.
Equation vi-2 shows that the committee will give a typical candidate an average rating of 2.9, or almost a B. An increase in GRE Quantitative Score from 650 to 750 would raise the expected average rating to about 3.2, or about a B+. Equation vi-3 provides a less obvious but equivalent interpretation. The committee gives a typical candidate an average rating equivalent to 650, after transforming individual ratings to a scale with the mean and standard deviation of GRE Quantitative Scores for the candidates rated by each judge. Increasing GRE Quantitative Score from 650 to 750 raises the expected average transformed rating to 700 (after rounding).

Thus, the same 100 point rise in GRE Quantitative Score leads to a .34 increase in average raw rating and an increase of 46 in average transformed rating. This increase in average transformed rating represents a greater magnitude relative to the standard deviation of transformed ratings. Of course, neither equation implies causality. Rating by an additional judge would raise the expected average raw rating by .12 and the expected transformed rating by 13; but this does not mean that ratings would increase because of the additional ratings.

As mentioned previously, equations vi-2 and vi-3 show that transformed ratings have a better fit with criterion measures than do raw ratings. This research examined several alternative measures of committee ratings as well. In all such regressions, the same three variables remain significant: GRE Quantitative Score, Undergraduate GPA and Number of Judges. Maximum ratings show a closer fit with the criterion measures than do average ratings. For instance, the regression of maximum raw rating on these three variables yields an adjusted r-square of .57. This exceeds the adjusted r-square using average raw ratings (.51) by .06. The regression of maximum transformed ratings (using the distribution of GRE Quantitative Scores by Judge) also yields a higher adjusted r-square than does average transformed rating: .62 versus .56. In general, transformed ratings provide the best fit with criterion measures, but transformed criterion measures do not improve the fit. Although maximum ratings provide a better fit with criterion measures than do average ratings, average ratings provide a better fit with both admissions decisions and subsequent performance measures. Therefore, this dissertation focuses on average committee ratings. The next section discusses the relationships between criterion measures and admissions and between ratings and admissions.

79 The difference in r-square values between equations vi-2 and vi-3 indicates this as well. A one standard deviation increase in GRE Quantitative Score leads to a .51 standard deviation increase in average raw rating and a .56 standard deviation increase in average transformed rating.
VII. ADMISSIONS

For the analysis of admissions decisions as dependent variables, this research used logistic regression techniques. Like linear regressions, these models also assume a functional relationship between the dependent variable (i.e., admission) and one or more independent variables. However, in logistic regression, the dependent variable has a binary format, and the functional relationship uses a transformation (called a logit function) of the dependent variable:

\[
\text{vii-1a: } \ln\left[\frac{p}{(1-p)}\right] = f(X_1, X_2, \ldots, X_n)
\]

\[
\text{vii-1b: } p = \frac{\exp[f(X_1, X_2, \ldots, X_n)]}{1 + \exp[f(X_1, X_2, \ldots, X_n)]}
\]

where

- \(\ln[\ ]\) denotes the natural logarithm;
- \(p\) = probability of admission;
- \(X_1, X_2, \ldots, X_n\) represents some combination of the criteria coded for the analysis and shown in Table V-1, as well as committee ratings;
- \(\exp\) denotes exponentiation by e, the base of natural logarithms;
- \(f(X_1, X_2, \ldots, X_n) = b_0 + b_1 x X_1 + b_2 x X_2 + \ldots + b_n x X_n\)

As with the linear regression models discussed in the previous section, equation vii-1a assumes a first-degree polynomial for the functional form of the right-hand side. Using exponentiation to transform equation vii-1a provides a more convenient form for directly computing the expected admissions decision, given specific values for the independent variables. Equation vii-1b makes the influence of each separate independent variable more difficult to interpret than in standard linear regression. However, this form makes it easier to compute the estimated probability of admission from specific values of the independent variables. Equation vii-1b also provides the direct basis for graphing the relationships between the independent variables and the dependent variable. This dissertation presents equations in the form of equation vii-1a for convenience. Occasional graphs use the form of equation vii-1b.
Predicting Admissions Using Criterion Measures

As with average ratings, the best-fit logistic regression equation for the admissions decision includes GRE Quantitative Score and Undergraduate GPA. Using transformations of selection criteria indicates that the same variables comprise the best-fit equation as with the use of raw criterion measures. However, the fit between transformed selection criteria and admissions decisions compares unfavorably with the fit using raw selection criteria. Equation vii-2 shows the best-fit logistic regression equation for the admissions decision. This equation uses the same sample as equations vi-2 and vi-3.

\[
\text{vii-2: } \ln \left( \frac{p}{1-p} \right) = -14 + 0.015 \times \text{GRE Quantitative Score} + 1.4 \times \text{Undergraduate GPA}
\]

Notes:  
\(p = \text{probability of admission}\)  
Coefficient standard errors in parentheses  
123 observations  
"Psuedo" r-square = .30, calculated as percentage change in log likelihood after estimation, using log likelihood before estimation as a base

As equation vii-2 demonstrates, Number of Judges does not have statistical significance in predicting admissions after including GRE Quantitative Score and Undergraduate GPA.

Figure VII-1 shows the relationship between GRE Quantitative score and the probability of admission, given an average value for Undergraduate GPA. Figure VII-1 indicates that an increase in GRE Quantitative score from 550 to 650 will, on average, lead to an increase in probability of admission from 18% to 49%, or 31%. An increase in GRE Quantitative score from 650 to 750 will, on average, lead to an increase in probability of admission from 49% to 81%, or 32%. These examples reflect approximately symmetric changes around the average GRE Quantitative score (about 650 for this sample). Changes of GRE Quantitative score by 100 points at other levels (e.g., from 350 to 450) would lead to smaller changes in the probability of admissions.
The pseudo r-square gives one indication of the accuracy of predicted probabilities. Since the actual outcomes (admissions) have a binary format, an alternative approach to the predicted probabilities can also use a binary approach. To follow such an approach, Table VII-1 shows a cross-tabulation of actual and predicted admissions using equation vii-2. This table translates predicted probabilities into binary outcomes by ranking the predicted probabilities and transforming into admitted the same percentage as the sample admissions rate.

A random ordering of candidates provides a logical benchmark. On average, such a random selection process will match actual admissions decisions in \([p^2 + (1-p)^2]\) of the sample, where \(p\) represents the sample admissions rate. That is, if the sample admissions rate equals .5, then random ordering with a cut-off percentage of .5 will match actual decisions in 50% of the sample, on average. In the case of RGS admissions, the actual admissions rate equals 43%, but 56% for students included in the sample for equation vii-2. Random selection using the methodology just described would match actual decisions in about 51% of the sample.
Table VII-1
Actual vs. Predicted Admissions Using Criterion Measures

<table>
<thead>
<tr>
<th>Predicted Admission</th>
<th>Yes</th>
<th>No</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Admission:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>38</td>
<td>16</td>
<td>54</td>
</tr>
<tr>
<td>No</td>
<td>16</td>
<td>53</td>
<td>69</td>
</tr>
<tr>
<td>Total</td>
<td>54</td>
<td>69</td>
<td>123</td>
</tr>
</tbody>
</table>

Proportion correct = .74

Table VII-2
Admissions Rate by Matriculation Year

<table>
<thead>
<tr>
<th>Matriculation Year</th>
<th>Number of Applicants</th>
<th>Admissions Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>73</td>
<td>10</td>
<td>70%</td>
</tr>
<tr>
<td>74</td>
<td>24</td>
<td>38%</td>
</tr>
<tr>
<td>75</td>
<td>29</td>
<td>38%</td>
</tr>
<tr>
<td>76</td>
<td>32</td>
<td>28%</td>
</tr>
<tr>
<td>77</td>
<td>34</td>
<td>38%</td>
</tr>
<tr>
<td>78</td>
<td>17</td>
<td>47%</td>
</tr>
<tr>
<td>79</td>
<td>29</td>
<td>48%</td>
</tr>
<tr>
<td>80</td>
<td>28</td>
<td>36%</td>
</tr>
<tr>
<td>81</td>
<td>15</td>
<td>60%</td>
</tr>
<tr>
<td>82</td>
<td>32</td>
<td>34%</td>
</tr>
<tr>
<td>83</td>
<td>42</td>
<td>38%</td>
</tr>
<tr>
<td>84</td>
<td>38</td>
<td>34%</td>
</tr>
<tr>
<td>85</td>
<td>51</td>
<td>33%</td>
</tr>
<tr>
<td>86</td>
<td>35</td>
<td>46%</td>
</tr>
<tr>
<td>87</td>
<td>52</td>
<td>35%</td>
</tr>
<tr>
<td>88</td>
<td>56</td>
<td>41%</td>
</tr>
</tbody>
</table>

Total          524  39%

Notes: Excludes 1970 to 1972 (no records of rejected applicants, and most applicants had no ratings)

As Table VII-1 shows, using predicted admissions from criterion measures matches actual decisions in proportions well exceeding this benchmark. Using predicted probabilities
from equation vii-2 would improve the percentage of correct predictions to 74%. Since admissions committees in practice consider only one group or cohort of applicants at a time, the logistic regressions just shown can form even more accurate predictions by sorting predicted probabilities within each cohort and then using the actual admissions rate of each cohort as a cut-off point. Table VII-2 shows the variation in admissions decisions by cohort, for all applicants with at least one rating. Using these varying percentages as cut-off points, the proportion of correct predictions rises from 74% to 80% (an increase of 6% of the sample). As the next few equations and tables demonstrate, using average committee rating as the independent variable increases the proportion of correct predictions.

Predicting Admissions Using Ratings

Equations vii-3 and vii-4 show the logistic regression equations for the admissions decision using raw and transformed ratings.

<table>
<thead>
<tr>
<th>Equation:</th>
<th>vii-3</th>
<th>vii-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \ln[p/(1-p)] )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>=</td>
<td>-10</td>
<td>-21</td>
</tr>
<tr>
<td></td>
<td>(0.93)</td>
<td>(1.9)</td>
</tr>
<tr>
<td>+ Average Rating ( x )</td>
<td>3.6</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>(0.33)</td>
<td>(0.0029)</td>
</tr>
</tbody>
</table>

"Pseudo" R-Square: 0.54 0.56

Note: \( p \) = probability of admission
Coefficient standard errors in parentheses
Equation vii-3 uses raw ratings; equation vii-4 uses GRE Quantitative scale (by Judge) ratings
523 observations: 1 observation deleted for equation vii-3 to match sample for equation vii-4
"pseudo" r-square calculated as percentage change in log likelihood after estimation, using log likelihood before estimation as a base

Table VII-2 suggests the inclusion of Number of Applicants and Cohort (or some time trend indicator) as endogenous variables. However, unlike Number of Judges, these variables do not retain significance after using transformed ratings and/or grades. Thus, such variables would make comparisons between models using raw and transformed measures more difficult. It also seems reasonable to argue that such transformations, along with the inclusion of other significant explanatory variables, adequately reflect the appropriate regression models.
As with the prediction of ratings, the fit using transformed ratings again slightly exceeds the fit using raw ratings. Thus, an increase in average transformed rating leads to a slightly greater increase in probability of admission than the equivalent increase in average raw rating. Increasing average transformed rating (equation vii-4) from 550 to 650 increases the probability of admission by 56% (from 5% to 61%). This magnitude exceeds the impact (31%) of the same increase in GRE Quantitative Score (equation vii-2).

Using the same methodology as in Table VII-1, random selection would match actual decisions in about 52% of the sample, given a sample admissions rate of 39%. Predictions made from equations vii-3 and vii-4 match actual decisions in proportions well exceeding this 52% benchmark. Using cohort-varying percentages as cut-off points, the proportion of correct predictions rises even further for both raw and transformed ratings. For raw ratings, the proportion rises from 87% to 89% (an increase of 12 correct predictions or 2.3% of the sample). For transformed ratings (GRE Quantitative scale by Judge), the proportion of correct predictions rises from 88% to 90% (an increase of 8 correct predictions or 1.5% of the sample). Thus, when predicted decisions account for cohort-varying admissions rates, the predictions improve, and the impact of transformation diminishes. Transformed ratings provide more accurate predictions in either case.

Predictive Value of Additional Ratings on the Margin

A comparison of several logistic regressions can show the predictive value of adding additional ratings on the margin. Table VII-5 shows both the "pseudo" r-square and the proportion of correct admissions decisions derived from logistic regressions of admissions decisions using the average of one to four randomly selected ratings as the independent variable. The samples used for these regressions include only those applicants with at least four ratings. Table VII-5 shows an apparent inconsistency between the "pseudo" r-square and the proportion of correct admissions and ratings still exceeds the fit between criterion measures and ratings with identical samples. The fit between admissions and ratings still exceeds the fit between criterion measures and ratings with identical samples.

The sample size for equations vii-3 and vii-4 greatly exceeds that for equation vii-2. Section VIII shows a similar analysis of the impact of additional ratings on predicting performance. Note that, for the data analyzed here, the predictive value of additional ratings does not imply that the admissions committee only gives additional ratings to "marginal candidates." As Section V shows, typically higher-rated candidates receive more ratings. Section X discusses changes in the admissions process that address this issue.
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predicted admissions. This inconsistency has a simple explanation. Since "pseudo" r-square values measure the differences between actual admissions and predicted probabilities, the "pseudo" r-square increases when the predicted probability moves closer to either zero or one, depending on the actual decision. Observations at the tails of the distribution of ratings will have relatively greater weight in determining the "pseudo" r-square. Thus, if an applicant with a relatively high rating receives a rejection, this will decrease the "pseudo" r-square disproportionally. Including additional ratings in the average for that applicant may move the applicants average rating lower, thereby increasing the "pseudo" r-square. However, unless the average rating changes sufficiently, the predicted decision for the applicant will remain the same. Conversely, applicants near the center of the distribution of ratings could more likely have different predicted admissions decisions as a result of including additional ratings in their average rating. This can lead to the divergence between "pseudo" r-square values and the proportion of correct predictions observed in Table VII-5.

<table>
<thead>
<tr>
<th>Number of Ratings</th>
<th>Raw Ratings</th>
<th>GRE Quantitative Scale (by Judge) Ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&quot;Pseudo&quot; R-Square</td>
<td>Proportion of Correct Predictions Using Cut-Off Probability</td>
</tr>
<tr>
<td>1</td>
<td>0.23</td>
<td>76%</td>
</tr>
<tr>
<td>2</td>
<td>0.33</td>
<td>83%</td>
</tr>
<tr>
<td>3</td>
<td>0.34</td>
<td>81%</td>
</tr>
<tr>
<td>4</td>
<td>0.36</td>
<td>83%</td>
</tr>
</tbody>
</table>

Predicting Admissions With Statistical Synthesis

Including ratings with criterion measures in the same regression equation for admissions provides another view of the relationships between criteria, ratings and admissions. As previous equations and tables have indicated, ratings measures appear to have a closer fit with admissions decisions than do criterion measures. However, an additional criterion measure remains significant in the prediction of admissions even after adjusting for average rating. This variable, Rating of Undergraduate Institution, does not have significance in the best-fit equation for average
rating. Equations vii-5 and vii-6 show the best-fit logistic regression equations for admissions using both ratings and criterion measures as independent variables.

<table>
<thead>
<tr>
<th>Equation:</th>
<th>vii-5</th>
<th>vii-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln(p/(1-p))</td>
<td>-13</td>
<td>-24</td>
</tr>
<tr>
<td></td>
<td>(1.2)</td>
<td>(2.2)</td>
</tr>
<tr>
<td>+ Average Rating x</td>
<td>3.5</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>(0.34)</td>
<td>(0.0031)</td>
</tr>
<tr>
<td>+ Rating of Undergraduate Institution x</td>
<td>0.81</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>(0.20)</td>
<td>(0.20)</td>
</tr>
</tbody>
</table>

"Pseudo" R-Square: .57 .58

Note: p= probability of admission
Coefficient standard errors in parentheses
Equation vii-5 uses Raw ratings; equation vii-6 uses GRE Quantitative Scale (by Judge) ratings
491 observations: 1 observation deleted from equation vii-5 to match the sample for equation vii-6
"pseudo" r-square calculated as percentage change in log likelihood after estimation, using log likelihood before estimation as a base

The sample sizes for equations vii-5 and vii-6 again greatly exceed the sample size for equation vii-2. However, even using identical samples, Rating of Undergraduate Institution remains significant in addition to Average Rating. The significance of Rating of Undergraduate Institution in addition to Average Rating suggests that committee ratings do not fully reflect the judgments of committee members, even as regards the desirability of candidates for admission. Alternatively, the significance of Average Rating in addition to Rating of Undergraduate Institution implies that ratings do have something unique to contribute to the explanation of admissions decisions.⁸³ Section X discusses the implications of this divergence between ratings and decision behavior. The remainder of this section shows the results of using linear combinations of the criterion measures as paramorphic ratings in logistic regressions for the admissions decision.

⁸³ Some might argue that additional reviewers reduce the variation and likely inconsistencies of alternative selection criteria. Note elsewhere, however, that heteroskedacity does not show up with respect to Number of Judges.
Predicting Admissions With Paramorphic Representations

Paramorphic representations of ratings do not appear to provide a better fit than actual ratings. Equations vii-7 and vii-8 show the results of logistic regressions for the admissions decision using predicted average ratings from equations vi-2 and vi-3 respectively. Transformation has little impact on the fit between paramorphic ratings and the admissions decision.

<table>
<thead>
<tr>
<th>Equation:</th>
<th>vii-7</th>
<th>vii-8</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ \ln[p/(1-p)] ]</td>
<td>[ -8.4 ]</td>
<td>[ -16 ]</td>
</tr>
<tr>
<td>=</td>
<td>[ (1.7) ]</td>
<td>[ (3.1) ]</td>
</tr>
<tr>
<td>+ Paramorphic Rating [ x ]</td>
<td>[ 3.0 ]</td>
<td>[ 0.024 ]</td>
</tr>
<tr>
<td></td>
<td>[ (0.58) ]</td>
<td>[ (0.0047) ]</td>
</tr>
</tbody>
</table>

"Pseudo" R-Square: \[ .30 \] \[ .31 \]

Note: p = probability of admission
Coefficient standard errors in parentheses
Paramorphic representation of average ratings from equation vi-2 and vi-3
117 observations: 1 observation deleted from equation vii-5 to match the sample for equation vii-6
"pseudo" r-square calculated as percentage change in log likelihood after estimation, using log likelihood before estimation as a base

Although paramorphic representation does not improve the fit between ratings and admissions, this does not mean that ratings provide superior predictive power. The rationale for using paramorphic ratings (see Section IV) suggests only that paramorphic ratings will predict performance better than will actual ratings. The next section examines the prediction of performance using criterion measures, ratings and paramorphic representations of ratings.
VIII. GRADES

This section examines the relationship between criterion measures and/or committee ratings and various measures of grades. This research used both standard linear and logistic regression techniques to analyze various measures of course grades as dependent variables. The general assumptions of these models specify similar functional relationships as in equations vii-1 and viii-1a. However, the dependent variable changes from average rating to average grade in linear regressions. Similarly, the dependent variable changes from probability of admission to probability of some other event (such as occurrence of a C grade) for logistic regression equations. Potential independent variables include all the criterion measures coded for this research, as well as committee ratings. As with the prediction of ratings and admissions decisions, the equations assume a first-degree polynomial for the functional form of the right-hand side.

Predicting Grades With Criterion Measures

The best-fit regression equation (viii-1) for overall raw GPA at RGS using criterion measures includes just two variables: GRE Quantitative Score and Age.

\[
\text{viii-1: GPA} = 2.8 \\
+ 0.0016 \times \text{GRE Quantitative Score} \\
+ -0.023 \times \text{Age} \\
\]

Notes:
- GPA calculated with raw grades, excluding pass/fail grades
- Coefficient standard errors in parentheses
- R-square (adjusted) = .09
- 99 observations

A 100 point increase in GRE Quantitative Score leads to a .16 increase in raw GPA, according to equation viii-1. By the same equation, a 10 year increase in age leads to a .23 decrease in GPA. For transformed GPA, Age has no statistical significance and the product of Undergraduate GPA
and Rating of Undergraduate Institution does have significance (equation viii-2). As equation viii-2 shows, a 100 point increase in GRE Quantitative Score leads to an increase of 40 in average transformed GPA. This 40 point increase represents a much greater magnitude (in relation to the standard deviation) than the .16 increase in average raw GPA indicated by equation viii-1. The r-square values indicate this relationship as well.

\[
\text{viii-2: GPA} = 330 \\
(76) \\
+ 0.40 \times \text{GRE Quantitative Score} \\
(0.093) \\
+ 6.7 \times \text{Undergraduate-GPA} \times \text{Rating of Undergraduate Institution} \\
(3.0)
\]

Notes:  
GPA calculated with GRE Quantitative scale (by Course) grades, excluding pass/fail grades  
Coefficient standard errors in parentheses  
R-square (adjusted) = .26  
61 observations

Using transformed grades increases the adjusted r-square from .09 to .26, about a three-fold improvement in the proportion of variance explained. Placing these figures in the context of previous research, both lie within the range of results reported in Section IV. Using the square root of the r-squares as multiple correlation coefficients yields "validity" coefficients of .3 and .51 for equations viii-1 and viii-2, respectively. While .51 represents a relatively high value compared with most previous research, it does not fall outside the range of expectation. More importantly, using transformed grades effects a noticeable increase in the correlation.

Although the sample differs between equations viii-1 and viii-2, the superior predictability of transformed grades remains when equation viii-1 uses the smaller sample.\(^84\) In equation viii-1, the coefficient for Age has a negative sign. In other words, older students tend to perform less well than younger students, at least when calculating GPA with raw grades. Age loses its statistical significance in predicting transformed grade measures.

\(^84\) Indeed, even using predicted values as substitutes for missing values would not change this result.
Equation viii-2 suggests that explanation of the variance in GPA involves at least some non-compensatory combination of criterion measures. The product of Undergraduate GPA and Rating of Undergraduate Institution also has a rather intuitive appeal for the prediction of performance. Both previous grades and the overall quality of previous schools attended have positive correlations with performance in graduate school. The significance of their product indicates that the combination of high previous performance at high quality schools leads to high performance in graduate studies. Neither high previous grades nor high quality previous schools by itself can explain high graduate GPA. (In other words, these factors do not compensate for each other in the prediction of GPA at RGS.)

For predicting problem indicators, a different criterion measure has significance in addition to GRE Quantitative Score: MS Degree Earned. Equation viii-3 shows the results of this analysis.\(^85\)

\[
\text{viii-3: } \ln\left[\frac{p}{1-p}\right] = 4.2 \\
\quad (1.8) \\
\quad +\ 0.0069 \times \text{GRE Quantitative Score} \\
\quad (0.0017) \\
\quad +\ 1.0 \times \text{MS Degree Earned} \\
\quad (0.45)
\]

Notes:  
- \(p\) = probability of at least one grade of C or lower, including F grades in pass/fail courses  
- Coefficient standard errors in parentheses  
- "Pseudo" r-square = .09  
- 103 observations

The negative sign of the coefficient for GRE Quantitative Score shows that an increase in GRE score will decrease the probability of this problem indicator. A student with GRE Quantitative Score of 650 has a probability of receiving at least on C grade (or lower) of 43%. A student with GRE Score of 750 (holding other factors constant) has a probability of only 27%. Furthermore, the positive sign of the coefficient for MS Degree Earned indicates that students with Masters of

\(^{85}\) Note that the logistic regression equation with multiple independent variables implies an interactive effect between the independent variables. The algebra of equations vii-1a and vii-1b requires this. Intuitively, logic also indicates the interactive effect: when one or more independent variables cause the logit function to move close to 0 or 1, the impact of any remaining variables must diminish, since the logit function cannot fall outside these bounds.
Science degrees have a higher propensity for problems, measured by the incidence of C grades or lower. In contrast, the negative sign of the coefficient for GRE Quantitative Score in equation viii-3 means that students with higher scores have a lower propensity for problems. The same criterion measures comprise the best-fit equation for the prediction of other problem indicators, such as Number of C Grades, Any F Grade and Number of F Grades. In addition, the predictors for these measures remain the same for core and first-year courses.

**Predicting Grades With Ratings**

Equations viii-4 and viii-5 show the results of regression analysis for overall GPA at RGS using both raw and transformed grades. Using transformed grades increases the adjusted r-square from .06 to .19, again a three-fold improvement in the proportion of variance explained by ratings. Using transformed ratings has little impact on the predictability of either raw or transformed grades.

<table>
<thead>
<tr>
<th>Equation:</th>
<th>viii-4</th>
<th>viii-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>=</td>
<td>2.2</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>(0.35)</td>
<td>(37)</td>
</tr>
<tr>
<td>+ Average Rating</td>
<td>x</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>(0.10)</td>
<td>(11)</td>
</tr>
<tr>
<td>R-Square (adj.):</td>
<td>.06</td>
<td>.19</td>
</tr>
</tbody>
</table>

**Note:** Equation viii-4 uses GPA calculated with raw grades, excluding pass/fail grades; equation viii-5 uses GPA calculated with GRE Quantitative scale (by Course) grades, excluding pass/fail grades

Coefficient standard errors in parentheses

121 observations: 1 observation deleted from equation viii-4 to match the sample for equation viii-5

Raw ratings

Based on equation viii-4, an increase of one point (one letter grade) in raw Average Rating leads to an increase in raw GPA of .3, or about one step (plus or minus) in the letter-based scale, on average. C (2.0) rated students have average GPAs of 2.8 (about a B-). B(3.0) rated students have average GPAs of 3.1 (about a B). A (4.0) rated students have average GPAs of 3.4
(about a B+). Using transformed grades (equation viii-5), C rated students have average GRE Quantitative Scale GPAs of 610. For B rated students, the average rises to 670. For A rated students, the average reaches 730. The magnitude of these increases in transformed GPA greatly exceeds the magnitude of the changes in raw GPA.

For the prediction of problem indicators, ratings do not have statistical significance at the 5% level. This dissertation used logistic regression analysis of the indicator for each of the twelve problem indicators listed in Table V-4 using both raw and transformed ratings as the predictor. The lack of statistical significance persists in all cases.

Predictive Value of Additional Ratings on the Margin

For GPA, a comparison of several linear regression analyses can show the predictive value of additional ratings on the margin. Table VIII-1 shows the adjusted r-square values for regression equations for transformed GPA using the average of one to four randomly selected raw ratings. These regression equations all use the same sample, students with at least four ratings. As Table VIII-1 shows, additional ratings increase the proportion of variance explained.

<table>
<thead>
<tr>
<th>Number of Ratings</th>
<th>Adjusted R-Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.08</td>
</tr>
<tr>
<td>2</td>
<td>0.11</td>
</tr>
<tr>
<td>3</td>
<td>0.18</td>
</tr>
<tr>
<td>4</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Notes: Number of observations = 84

Because Average Rating does not have statistical significance in predicting problem indicators, this section does not discuss the value of additional ratings in predicting them.

Predicting Grades With Statistical Synthesis

Equation viii-6 shows the results of combining criterion measures and ratings in a single regression equation for transformed GPA. This statistical synthesis suggests that ratings contribute to the explanation of variance in grades, even after adjusting for criterion measures. For predicting problem indicators, GRE Quantitative Score has statistical significance while ratings do not. (Thus, this dissertation does not show the regression results.) This indicates that
ratings do not contribute to the prediction of problem indicators, adjusting for criterion measures. Consistent with equation viii-3, MS Degree Earned again leads to a higher propensity for problems, even after adjusting for GRE Quantitative Score (with or without ratings in the equation).

\[
\text{viii}-6: \quad \text{GPA} = 400 \\
\quad + 37 \times \text{Average Rating} \\
\quad + 0.35 \times \text{GRE Quantitative Score} \\
\quad + -2.6 \times \text{Age}
\]

Notes: GPA calculated with GRE Quantitative scale (by Course) grades, excluding pass/fail grades
Raw ratings
Coefficient standard errors in parentheses
R-square (adjusted) = .40
93 observations

Predicting Grades With Paramorphic Representations

Equation viii-7 shows the prediction of transformed GPA using paramorphic representations of Average Rating.

\[
\text{viii}-7: \quad \text{GPA} = 520 \\
\quad + 57 \times \text{Paramorphic Rating}
\]

Notes: GPA calculated with GRE Quantitative scale (by Course) grades, excluding pass/fail grades
Coefficient standard errors in parentheses
R-square (adjusted) = .15
61 observations
Predicted average raw rating from equation vi-2

Equation viii-8 uses a slightly different paramorphic representation to predict GPA. Instead of using predicted ratings, equation viii-8 uses predicted probabilities of admission,
based on equation vii-2. In this case, paramorphic representations predict grades more accurately than actual ratings.\(^\text{66}\) (r-square increases from .19 in equation viii-5 to .27 in equation viii-9). This superiority remains when the two equations use identical samples.

![Equation viii-8](image)

Equation viii-9 shows the results of predicting problem indicators with the same paramorphic representation used in equation viii-8. Not surprisingly, paramorphic ratings do not have statistical significance at the 5% level in problem indicators, since neither raw nor transformed measures have significance either.\(^\text{67}\)

![Equation viii-9](image)

Paramorphic Admissions Probability predicts problems more accurately than actual ratings, which do not even have statistical significance. The superiority of Paramorphic Admissions Probability remains when using identical samples.

\(^{66}\) Contrary to expectations based on other research, paramorphic representations have less explanatory power than actual ratings. However, equation viii-8 excludes almost half the observations from the sample used for equation viii-5. Using identical samples, paramorphic representations have a slightly higher r-square. Models with predicted values to account for missing data do not change this result.

\(^{67}\) The superiority of paramorphic representations in predicting various performance indicators simply confirms what previous research would suggest. (See Section IV.)
IX. ALTERNATIVE PERFORMANCE MEASURES

This section examines the relationships between selection criteria and/or committee ratings, and several alternative measures of performance:

- attrition
- qualifying exam results, and
- completion time

Since attrition and qualifying exam results have binary measures, this research used logistic regression techniques to analyze them as dependent variables. The general assumptions of these models specify a functional relationship similar to equation vii-1a and several of the equations in the preceding sections. (In this section, the dependent variable changes to probability of dropping out before qualifying examinations.) As before, potential independent variables include all selection criteria coded for this analysis, as well as ratings and paramorphic representations of committee decisions.

This section also considers GPA and problem indicators as independent variables. (In other words, such intermediate performance measures also serve as potential predictors.) For attrition and qualifying exam results, this section presents summary tables rather than detailed regression equations, which would follow the same pattern as in Section VIII. For completion time, this research used a different methodology, which this section explains after reviewing the analysis of attrition and qualifying exam results.

Predicting Attrition

Table IX-1 summarizes the results of logistic regressions for the probability that a student will leave the RGS program before attempting the qualifying examinations. (Normally, students take their qualifying examinations two years after entering RGS.) The best-fit logistic regression equation for attrition includes just one criterion measure: GRE Quantitative Score. Students with higher test scores have lower propensity to drop out, on average. Students with GRE Quantitative Scores of 500 have a 33% chance of attrition, on average. Students with scores of 600 have a 23% chance, and students with scores of 700 have a 15% probability of attrition, on
average. Even students with scores of 800 have a 10% chance of dropping out. (The predicted probabilities for lower GRE scores may not mean much, since they fall outside the range of scores for admitted students.)

<table>
<thead>
<tr>
<th>GRE Quantitative Score</th>
<th>Probability of Attrition</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>71%</td>
</tr>
<tr>
<td>300</td>
<td>59%</td>
</tr>
<tr>
<td>400</td>
<td>46%</td>
</tr>
<tr>
<td>500</td>
<td>33%</td>
</tr>
<tr>
<td>600</td>
<td>23%</td>
</tr>
<tr>
<td>700</td>
<td>15%</td>
</tr>
<tr>
<td>800</td>
<td>10%</td>
</tr>
</tbody>
</table>

Notes: Only GRE Quantitative Score has significance in multiple regressions using selection criteria and ratings. Paramorphic admissions probability also has significance.

Neither raw nor transformed ratings have statistical significance in predicting attrition. Using raw ratings, more highly rated students have a slightly higher propensity for attrition, although this result could happen from random chance alone. At least the sign for the coefficient makes intuitive sense for transformed ratings. Because ratings do not have statistical significance in the prediction of attrition, this section does not consider the predictive value of additional ratings on the margin.

Not surprisingly, ratings do not have statistical significance when used in a statistical synthesis to predict attrition. Following the pattern revealed in predicting problem indicators, paramorphic representations of ratings do not have statistical significance in predicting attrition, but paramorphic representations of admissions probabilities do. Students with higher predicted ratings have lower propensity to drop out before qualifying exams, although (again) this result could happen from random chance alone. Using Paramorphic Admission Probability, the pseudo r-square exceeds the pseudo r-square using GRE Quantitative Score. (However, the predicted probabilities from equation vii-2 incorporate more than GRE Quantitative Score. Equation vii-2 included Undergraduate GPA as well. Thus, the paramorphic representation of admissions
probability effectively adds an additional explanatory variable that, considered separately, does not have statistical significance in the prediction of attrition.)

Cross-tabulations of predicted admissions with attrition indicate no significant difference in attrition rates when using predictions based only on ratings. Table IX-2 shows the results of such cross-tabulations.

Table IX-2
Probability of Attrition Using Paramorphic Admissions Decisions

<table>
<thead>
<tr>
<th>Basis of Predicted Admission</th>
<th>Admitted</th>
<th>Rejected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Criteria</td>
<td>12%</td>
<td>22%</td>
</tr>
<tr>
<td>GRE Quantitative Scale (by Cohort) Criteria</td>
<td>14%</td>
<td>23%</td>
</tr>
</tbody>
</table>

Notes: * Differences not statistically significant at the 5% level for ratings or statistical syntheses.

Equation ix-1 shows the results of using raw GPA as the predictor for attrition. Based on this equation, C (2.0) students, have, on average, an 87% probability of attrition, while B (3.0) students have a 23% chance, and A (4.0) students have just a 1% chance, on average. The pseudo r-square using GRE Quantitative scale GPA falls to .18, suggesting that raw grades have greater predictive value in the case of attrition than do transformed grades.

\[
\text{ix-1: } \ln\left(\frac{p}{1-p}\right) = 8.1
\]

\[
(1.5)
\]

\[
+ -3.1 \times \text{GPA}
\]

\[
(0.50)
\]

Notes:
- \(p\) = probability of dropping out before qualifying examinations
- Coefficient standard errors in parentheses
- "Pseudo" r-square = .43
- 159 observations
- Comprehensive raw GPA

Problem indicators also predict attrition rather well. Table IX-3 shows cross-tabulations of various problem indicators with probability of attrition. In each case, students with problems in their grades have significantly higher propensity to drop out of RGS. First-year problems identify likely dropouts better than overall problems do, and F grades predict attrition better than
C grades do. Two thirds of students with at least one F grade in their first year at RGS leave the program before taking their qualifying examinations. Of course, grades reflect, in part, an instructor's evaluation of how well a student has mastered subject material, which will inevitably confront the student during qualifying examinations.

<table>
<thead>
<tr>
<th>Problem Indicator</th>
<th>Problem</th>
<th>No Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any C Grade</td>
<td>39%</td>
<td>15%</td>
</tr>
<tr>
<td>First Year C Grade</td>
<td>45%</td>
<td>15%</td>
</tr>
<tr>
<td>Any F Grade</td>
<td>55%</td>
<td>15%</td>
</tr>
<tr>
<td>First Year F Grade</td>
<td>67%</td>
<td>17%</td>
</tr>
</tbody>
</table>

GPA and problem indicators predict attrition more accurately than either selection criteria or ratings, regardless of transformations. This suggests an underlying problem in performance prediction. As performance measures fall further away in time from their predictors, they tend to lose predictability. Section X discusses the implications of this phenomenon.

**Predicting Qualifying Exam Results**

The measurement of qualifying exam results must determine how to treat attrition. Students who drop out before qualifying examinations neither fail nor pass. As previous discussions have shown, attrition has little correlation with course grades. This dissertation treats attrition as equivalent to failing the qualifying exam. (The two events have identical effects on completion of the degree requirements.) This ignores the consideration that a student who drops before taking the exams may indeed have passed. Indeed, the data show that not all dropouts have lower than average grades. However, regression results for qualifying exam results do not change substantially when excluding students who drop out from the analysis. This section includes them to minimize missing data problems.

Tables IX-4 and IX-5 summarize the results of logistic regressions for two measures of qualifying exam results: passage at some time and distinction in at least one subject. The underlying regressions show that students entering RGS at age 40 have a 50% chance of passing their qualifying exams. Students entering at age 30 have a 70% chance of passing.
entering at age 20 have an 84% chance of passing. Obviously, this equation has absurd implications for ages outside the normal range of entering students. Newborns do not likely have, on average, a 96% chance of passing their qualifying exams at RGS!

<table>
<thead>
<tr>
<th>Table IX-4</th>
<th>Predicting Passage of Qualifying Exams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent Variables</td>
<td>&quot;Pseudo&quot; R-Square</td>
</tr>
<tr>
<td>Age</td>
<td>0.04</td>
</tr>
<tr>
<td>Average Raw Rating *</td>
<td>0.00</td>
</tr>
<tr>
<td>Average GRE Quantitative Scale Rating *</td>
<td>0.01</td>
</tr>
<tr>
<td>Statistical Synthesis (GRE Quantitative Scale Rating* and Age)</td>
<td>0.05</td>
</tr>
<tr>
<td>Paramorphic Raw Rating *</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Notes: * not statistically significant at the 5% level
Only Age has significance in multiple regressions using selection criteria

<table>
<thead>
<tr>
<th>Table IX-5</th>
<th>Predicting Distinction on Qualifying Exams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent Variables</td>
<td>&quot;Pseudo&quot; R-Square</td>
</tr>
<tr>
<td>Undergraduate GPA, Rating of Undergraduate Institution, and Age</td>
<td>0.35</td>
</tr>
<tr>
<td>Average Raw Rating</td>
<td>0.17</td>
</tr>
<tr>
<td>Average GRE Quantitative Scale Rating</td>
<td>0.19</td>
</tr>
<tr>
<td>Statistical Synthesis (GRE Quantitative Scale Rating, Undergraduate GPA, Rating of Undergraduate Institution, and Age*)</td>
<td>0.40</td>
</tr>
<tr>
<td>Paramorphic Raw Rating</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Notes: * Age not statistically significant at the 5% level

Using dummy variables can overcome this problem. However, careful use of the results to make inferences only within reasonable age ranges also prevents this. Using dummy variables would also imply some interactive effect between different age categories (see the discussion in the previous section). Furthermore, using dummy variables in the logistic regression loses important continuity. This analysis also examined quadratic terms using Age and other methods to account for the intuitive notion that, at some point, younger students will have more difficulty with the RGS program. (The z-score transformation squared would equate the young with the
old.) However, such analyses did not yield further insights into the impact of Age on qualifying exam performance.

Tables IX-4 and IX-5 show that distinction has greater predictability from selection criteria than does passage, indicated by the pseudo r-square of .35, compared to the pseudo r-square of .04 in the prediction of passage. (These results do not change appreciably when using identical samples.) Using the underlying logistic regression coefficients shows a much greater impact of age, for example, in predicting distinction. Students entering RGS at age 30 have a 70% chance of distinction on their qualifying exams, assuming Undergraduate GPA and Rating of Undergraduate Institution both equal 3.9. (This equates the probability of distinction to the probability of passage from Table IX-4. It does not imply that such levels represent typical values.) Students entering at age 40 with the same levels of the other predictors have a 23% chance of distinction. Students entering at age 20 with those other predictor levels have a 94% chance of distinction. Thus, the same 10-year increment in Age changes the probability of distinction by a greater amount than the change in probability of passage.

Using ratings as predictors of qualifying exam results reveals the same pattern for comparative predictability: distinction has higher predictability than passage. In fact, Average Rating does not have statistical significance in the prediction of passage, regardless of transformation. (The p-value for transformed ratings comes much closer to 5%, but the standard error of the coefficient for Average Rating remains greater in magnitude than the coefficient itself.) The underlying logistic regressions show that students with Average Rating of 2.0 (C) have about a .2% probability of receiving distinction; students with Average Rating of 3.0 (B) have about a 4% chance; and students with Average Rating of 4.0 (A) have about a 40% chance. Consistent with previous research, the fit between criterion measures and qualifying exam results exceeds the fit using ratings. (This holds even when using identical samples.)

Table IX-6 shows the pseudo r-squares for predicting distinction using both raw and transformed ratings. Rating by an additional judge increases the fit between average ratings and qualifying exam results in both cases. Generally, the fit for transformed ratings exceeds the fit using raw ratings. Sampling anomalies probably account for deviations from this pattern.
Table IX-6
Value of Additional Ratings for Predicting Any Distinction

<table>
<thead>
<tr>
<th>Number of Ratings</th>
<th>Raw Ratings</th>
<th>Transformed Ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.10</td>
<td>0.17</td>
</tr>
<tr>
<td>2</td>
<td>0.13</td>
<td>0.17</td>
</tr>
<tr>
<td>3</td>
<td>0.19</td>
<td>0.18</td>
</tr>
<tr>
<td>4</td>
<td>0.19</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Including both ratings and criterion measures in the same logistic regression equation to predict qualifying exam results has varying impact depending on the result measured. In the prediction of passage, Average Rating has no statistical significance at the 5% level, while Age retains its significance. This implies that committee ratings do not explain any of the variance in qualifying examination performance, after adjusting for criterion measures. However, in the best-fit prediction for distinction, Average Rating does have statistical significance at the 5% level, while Age loses its significance. This suggests that ratings do contribute to the explanation of variance in qualifying exam results, after adjusting for criterion measures. Clearly, the choice of performance measure has a great impact on the results of statistical synthesis.

The relative predictability of passage and distinction holds when using paramorphic representations of ratings as predictors. Using paramorphic ratings to predict passage has no statistical significance. On the other hand, paramorphic ratings have statistical significance in the prediction of distinction.

Table IX-7 shows cross-tabulations of predicted admissions decisions with probability of passing the qualifying exams. Only predictions using criterion measures alone show significant differences between students with predicted admission and students with predicted rejection. Table IX-8 shows similar cross-tabulations of predicted admissions decisions with probability of distinction on the qualifying exams. In this case, students with predicted admissions have significantly higher probability of success than students with predicted rejection, regardless of whether the prediction uses ratings, criterion measures or both. Transformation also makes little difference in these relationships. Furthermore, the differences narrow when the prediction uses only criterion measures.
Equations ix-2 and ix-3 show the results of using raw GPA to predict passage and distinction. C (2.0) students have, on average, a 6% probability of passing their qualifying exams at some time. (This treats dropping out as equivalent to failing.) B (3.0) students have a 71% chance of passing, and A (4.0) students have a 99% chance of passing, on average. When using GRE Quantitative scale GPA to predict passage, the pseudo r-square in equation ix-2 falls to .18, again indicating some relevance for absolute standards in grading.

According to equation ix-3, C (2.0) students have, on average, a probability of earning distinction on their qualifying exams that falls below one tenth of one percent. (This treats dropping out as equivalent to not earning distinction.) B (3.0) students have about a 2% chance of distinction, and A (4.0) students have a 50% chance of distinction, on average.
Table IX-9 presents cross-tabulations of various problem indicators with qualifying exam results. In each case, students with problems in their grades have significantly lower probability of both passage and distinction.

<table>
<thead>
<tr>
<th>Problem Indicator</th>
<th>Probability of Passage at Some Time</th>
<th>Probability of Any Distinction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No Problem</td>
<td>Problem</td>
</tr>
<tr>
<td>Any C Grade</td>
<td>85%</td>
<td>55%</td>
</tr>
<tr>
<td>Any Core C Grade</td>
<td>87%</td>
<td>42%</td>
</tr>
<tr>
<td>Any F Grade</td>
<td>83%</td>
<td>38%</td>
</tr>
<tr>
<td>Any Core F Grade</td>
<td>80%</td>
<td>32%</td>
</tr>
</tbody>
</table>

Reflecting earlier patterns, GPA and problem indicators generally predict qualifying exam results more accurately than either selection criteria or ratings, regardless of transformations. As these performance measures fall still further away in time from selection criteria and ratings, these predictors tend to lose accuracy (at least relative to measures closer in time, such as GPA and problem indicators). Curiously, however, passage seems to have greater predictability than distinction, using these prior performance measures. This suggests that grades
reflect somewhat more closely an instructor's assessment of a student's prospects for passing. Perhaps additional factors intervene in determining who receives distinction. (However, this analysis could not find statistical significance for any such additional factors.) Section X discusses the implications of this phenomenon.

**Predicting Completion Time**

This dissertation used survival analysis techniques to analyze completion time. These techniques, also known as proportional hazard models, assume that the instantaneous probability of some event has an exponential relationship to some set of independent variables. The proportional hazards models specify the following functional form in equation ix-4a. As with logistic regression, transformation of equation ix-4a provides a more convenient form for interpreting the results of proportional hazards analyses.

\[
\text{ix-4a: } h(t) = \frac{p(\text{event occurs between time } t \text{ and } t+d)}{d \times p(\text{event occurs after time } t)} = \frac{h_0(t) \times \exp[f(X_1, X_2, \ldots, X_n)]}{h_0(t)}
\]

\[
\text{ix-4b: } \ln\left[\frac{h(t)}{h_0(t)}\right] = b_1 x X_1 + b_2 x X_2 + \ldots + b_n x X_n
\]

where

- \(p\) denotes probability of completion;
- \(d\) denotes an increment of time;
- \(X_1, X_2, \ldots, X_n\) represents some combination of the criteria coded for the analysis and shown in Table V-1;
- \(f(X_1, X_2, \ldots, X_n)\) = \(b_1 x X_1 + b_2 x X_2 + \ldots + b_n x X_n\);
- \(h_0(t)\) represents a baseline hazard function, not requiring estimation; and
- \(\exp\) denotes exponentiation of \(e\), the base of natural logarithms.

Moving the baseline hazard function in equation ix-4a to the left-hand side and taking the natural logarithm of both sides yields equation ix-4b. Statisticians refer to the left-hand side of equation ix-4b as the relative risk, or hazard ratio. This type of analysis does not estimate a
constant term for the linear combination of independent variables. In effect, the baseline hazard function makes any constant term arbitrary.

Only one criterion measure, MS Degree Earned, has statistical significance in predicting the relative risk for completion time. Consistent with the prediction of problem indicators, the negative coefficient of MS Degree Earned in equation ix-5 means that students with MS degrees experience more delay in completing the RGS program than students without such degrees.

\[ \ln\left(\frac{h(t)}{h_0(t)}\right) = -0.61 \times \text{MS Degree Earned} \]

Notes:
- \( h(t)/h_0(t) = \text{hazard ratio for completion} \)
- Coefficient standard errors in parentheses
- 117 observations
- "Pseudo" R-Square = .01

The coefficient of MS Degree Earned indicates that students with Master of Science degrees have an instantaneous probability of completion equal to 54% (exponentiation of -.61) of the hazard for students without such degrees, on average. While this may seem like a dramatic impact on completion time, the pseudo r-square indicates that, overall, MS Degree Earned explains only about 1% of the observed variance in time to completion. Moreover, GRE scores have no statistical significance in the prediction of the relative risk, nor does Number of Judges.

Equations ix-6 and ix-7 show the results of using average raw and transformed ratings as the independent variable in the proportional hazards model for completion time. The pseudo r-square exceeds the pseudo r-square for equation ix-5 in both cases, although it remains low, at about .02. The coefficient for Average Rating in equation ix-6 means that, on average, a one point increase in average rating will increase the instantaneous probability of completion by a multiplicative factor of about 2.1 (exponentiation of .71). Thus, students with one letter higher ratings, on average, have twice the hazard of completion at any given time. Equation ix-7 offers a similar interpretation of transformed ratings. On average, students with 100 point higher ratings, on average have about twice the hazard of completion at any given time. In both cases, the proportion of variance explained by ratings remains relatively low, however.

88 The pseudo r-square remains higher for ratings than for criterion measures when these equations use identical samples.
Equation: ix-6  ix-7

\[ \ln\left(\frac{h(t)}{h_0(t)}\right) = \text{Average Rating} \times 0.72 \pm 0.0069 \pm (0.33) \pm (0.0026) \]

"Pseudo" R-Square: .02 .02

Note: h(t)/h_0(t) = hazard ratio for completion
Coefficient standard errors in parentheses
96 observations
Equation ix-6 uses raw ratings; equation ix-7 uses GRE Quantitative Scale (by Judge) ratings

This analysis performed Cox regression analyses using the average of 1 to 4 randomly selected ratings as predictors of the hazard ratio for completion time. None of the ratings measures has statistical significance at the 5% level for the sample of students with at least four ratings. Clearly, sampling has a major impact on the statistical significance of ratings, since average ratings, overall, have statistical significance (equations ix-6 and ix-7). In fact, using just one randomly selected rating as a substitute for the independent variables in equations ix-6 and ix-7 has no statistical significance at the 5% level.

The best-fit equation combining ratings and criterion measures in the proportional hazards model for completion includes Average Rating and Rating of Undergraduate Institution.

ix-8: \[ \ln\left(\frac{h(t)}{h_0(t)}\right) = 0.0058 \times \text{Average Rating} \]
\[ + 0.35^* \times \text{Rating of Undergraduate Institution} \]

Notes: h(t)/h_0(t) = hazard ratio for completion
Coefficient standard errors in parentheses
92 observations
"Pseudo" R-Square = .03
GRE Quantitative scale (by Judge) ratings
* Not statistically significant at the 5% level

However, as equation ix-8 shows, Rating of Undergraduate Institution lacks statistical significance at the 5% level. (MS Degree Earned and other criterion measures have even lower
p-values than Rating of Undergraduate Institution when combined with Average Rating as independent variables.) This indicates that committee ratings have predictive value for completion time, after adjusting for criterion measures. Equation ix-9 shows the relationship between paramorphic ratings and completion time.

\[
\text{ix-9: } \ln\left(\frac{h(t)}{h_0(t)}\right) = 1.1^* \times \text{Paramorphic Rating} \\
(0.72)
\]

Notes:
- \(h(t)/h_0(t)\) = hazard ratio for completion
- Coefficient standard errors in parentheses
- 52 observations
- "Pseudo" R-Square = .03
- Predicted average raw rating from equation vi-2
- * Not statistically significant at the 5% level

Although the pseudo r-square appears superior to the fit using actual ratings, it does not have statistical significance at the 5% level. However, this does not invalidate the proposed superiority of statistical prediction. First, the fit with paramorphic ratings still exceeds the fit with actual ratings. Second, when equations ix-6 and ix-7 use samples with non-missing paramorphic representations, they also lack statistical significance at the 5% level. Once again, sampling has a major impact on the results of analyzing RGS data. Within the smaller samples, paramorphic ratings retain their superior predictive value.

Equation ix-10 shows the results of using a paramorphic representation of admissions decisions as the predictor for completion time. This equation indicates that, on average, students with a predicted admission have three times (exponentiation of 1.1) the instantaneous probability of completion at any time as do students with predicted rejection.

\[
\text{ix-10: } \ln\left(\frac{h(t)}{h_0(t)}\right) = 1.1 \times \text{Paramorphic Admissions Decision} \\
(0.52)
\]

Notes:
- \(h(t)/h_0(t)\) = hazard ratio for completion
- Coefficient standard errors in parentheses
- 96 observations
- "Pseudo" R-Square = .02
- Predicted probability of admission from equation vii-2

Other performance measures also lack much predictive power in the analysis of time to completion. Equation ix-11 shows the results of using raw GPA as the independent variable in
the proportional hazards model for completion time. Consistent with other analyses in this dissertation, the pseudo r-square surpasses the pseudo r-square for Average Rating. However, predictability for completion time remains very low, with a pseudo r-square of just .03.

\[
\text{ix-11: } \ln\left(\frac{h(t)}{h_0(t)}\right) = 1.5 \times \text{GPA} \\
(0.43)
\]

Notes: 
- \(h(t)/h_0(t)\) = hazard ratio for completion
- Coefficient standard errors in parentheses
- 117 observations
- "Pseudo" R-Square = .03
- GPA calculated with raw grades over all courses, excluding pass/fail grades

The coefficient for GPA in equation ix-11, 1.5, indicates that a one point increase in raw GPA increases the instantaneous probability of completion by a multiplicative factor of about 4.5 (exponentiation of 1.5). Actual raw GPA ranges from 1.75 to 4.0 in this regression sample. This corresponds to a total difference in hazard rate of a factor of 29, between students with the lowest GPA and students with the highest GPA, on average. Again, however, the magnitude of this increase does not imply better fit.

<table>
<thead>
<tr>
<th>Problem Indicator</th>
<th>Relative Risk</th>
<th>Pseudo R-Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any C Grade</td>
<td>37%</td>
<td>0.03</td>
</tr>
<tr>
<td>Core C Grade</td>
<td>32%</td>
<td>0.03</td>
</tr>
<tr>
<td>Any F Grade</td>
<td>39%</td>
<td>0.02</td>
</tr>
<tr>
<td>Core F Grade</td>
<td>43%</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table IX-10 summarizes the results of predicting completion time with various problem indicators. The relative risk for Any C Grade indicates that the instantaneous probability of completion for a student with at least one grade of C or lower falls to 37% of the probability for a similar student with no C grades. A student with at least one grade of C or lower in a core course has 32% of the hazard level for a student with no such problems (all other factors held constant.) Indicators for C grades have more predictive value than indicators for F grades. In fact, Core F Grade does not have statistical significance at the 5% level.
As this section demonstrates, completion time has lower predictability than other performance measures. This may reflect the complexity of the constructs required to estimate the relationship between predictors and completion time. It may also reflect an attenuation effect of time itself. Even the fastest finishers have taken two years to complete the RGS degree requirements. Just as overall grades have slightly lower predictability than first-year grades, events further removed in time may have lower inherent predictability. The concluding section of this dissertation considers the varying predictability of performance dimensions in the broader context of the issues explored in the preceding sections.

Perhaps OJT emphasis affects completion time in a significant way. Anecdotal evidence suggests that health policy and national security dissertations appear to have fewer funding difficulties. However, the data for this analysis had limited information on OJT areas. The admissions committee did not generally have an indicator of project emphasis. Many students change OJT emphasis over time. While the survival analysis could include OJT indicators for national security and health policy, it led to vast missing data problems for those observations without a completed dissertation. Such limited information did not lead to the discovery of any statistical significance for OJT indicators in predicting time to completion. Perhaps further research could uncover something along these lines, with both more observations in general and the possibility of developing a more reliable indicator of OJT focus.
X. CONCLUSIONS

Institutional and Selection Objectives

Empirical research such as that just presented often provokes one of two reactions. Some people express disappointment in the low correlations between selection criteria (or ratings) and performance measures. Others express a range of emotions from smug satisfaction with those low correlations to hostility toward the concept of quantifying any of the attributes related to academic selection and performance. These reactions often have obvious motives. Their relevance here lies in a less obvious, but fundamental source: disagreement and confusion regarding institutional and selection objectives.

Policy analysis as a rule avoids questioning objectives. Analysts focus instead on the impact that various actions have on the achievement of those objectives. In the case of admissions policy and academic performance measurement, studying the objectives can yield insights into the empirical analysis. This dissertation does not attempt to identify any objectives as the most appropriate for any institution. Rather, the complexity and uncertainty of objectives underscores the variation for empirical analysis to explain. Translation of institutional objectives into selection objectives and narrower selection criteria introduces still more potential error variance. The process of combining individual objectives and criteria through persuasion and consensus building into a single admissions committee decision might suggest that statistical significance in any empirical analysis represents a miracle.

Of course, consideration of what institutions do belies the miracle apparent in such statistical significance. The persuasion and consensus building undoubtedly tend to attenuate correlations. Admissions committee ratings may not fully reflect decision makers' true judgments about the desirability of each applicant. Such judgments also reflect more than mere predictions of performance. But differences among committee members do not imply fundamental opposites. Institutions tend to bring people together on those points where they agree. Thus, members of admissions committees will not likely hold diametrically opposing views of the meaning and purpose of public policy analysis. They may even share many beliefs
about what a graduate program in policy studies should accomplish. Therefore, the formation of objectives and criteria, and ultimately the process of making decisions will not reflect pure randomness any more than pure determinism.

The statistical relationships presented in this report show a balance between the two. The attempt to find correlations among selection criteria, ratings and performance measures does not fully resolve the debates that led to this dissertation (see Preface). The results do suggest that ratings embody a complex objective that includes but also goes beyond predicting performance. Understanding the complexity and uncertainty of objectives at least allows interested parties to see why empirical analysis cannot provide definitive guidance for admissions policy. This understanding also reinforces the insights that empirical analysis can provide.

Selection Criteria, Ratings and Performance

GRE Quantitative score dominates other criterion measures as a predictor of various outcomes at RGS. However, this dominance does not extend over all performance measures. Other criterion measures have significance in predicting particular performance dimensions. Sometimes this significance exceeds that of GRE Quantitative score. Table X-1 summarizes the importance of criterion measures in predicting each of the outcome variables considered in this research. This table identifies the single most important criterion measure in each case by comparing partial correlations within each regression sample. Other important measures include all variables with statistical significance at the 5% level. For each outcome measure considered, GRE Verbal Score has no statistical significance after adjusting for GRE Quantitative Score.

The RGS admissions committee obviously considers a number of factors in judging applicants. Two facts highlight the complexity of admissions committee ratings. First, objective criterion measures explain about half the variance in average committee ratings (see Section VI). Only GRE Quantitative score and Undergraduate GPA have statistical significance in predicting committee ratings. While number of judges also has significance in regression equations for ratings, this has no apparent bearing on admissions decisions or subsequent performance measures.

---

Subsequent discussions highlight additional implications of these empirical findings: see "The Role of Judgment, below."
### Table X-1
Importance of Criterion Measures in Predicting RGS Outcome Variables

<table>
<thead>
<tr>
<th>Outcome Variable</th>
<th>Most Important Criterion Measure</th>
<th>Other Important Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Rating</td>
<td>GRE Quantitative Score</td>
<td>Undergraduate GPA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Number of Judges</td>
</tr>
<tr>
<td>Admission</td>
<td>GRE Quantitative Score</td>
<td>Undergraduate GPA</td>
</tr>
<tr>
<td>GPA</td>
<td>GRE Quantitative Score</td>
<td>Age</td>
</tr>
<tr>
<td>Any C Grade</td>
<td>GRE Quantitative Score</td>
<td>Rating of Undergraduate Institution</td>
</tr>
<tr>
<td>Attrition</td>
<td>GRE Quantitative Score</td>
<td>MS Degree Earned</td>
</tr>
<tr>
<td>Passage of Qualifying Exams</td>
<td>Age</td>
<td></td>
</tr>
<tr>
<td>Distinction on Qualifying Exams</td>
<td>Undergraduate GPA</td>
<td>Rating of Undergraduate Institution</td>
</tr>
<tr>
<td>Time to Completion</td>
<td>MS Degree Earned</td>
<td>Age</td>
</tr>
</tbody>
</table>

Although other factors have no statistical significance, clearly ratings reflect more than just an evaluation of a few quantitative measures of an applicant. Second, ratings provide only a partial explanation of the variance in admissions decisions. Ranking applicants in order of average rating can match actual admissions decisions for about 90% of applicants. (This rule still requires determination of the number of applicants to admit in each cohort. In any case, ratings clearly do not equate exactly to an applicant's ultimate desirability.)

Different performance measures have varying levels of predictability, using either criterion measures or ratings. Table X-2 summarizes the r-square values for the best-fit equations to predict each of the performance measures considered in Sections VIII and IX. Table X-2 shows that GPA and distinction on qualifying exams have much higher predictability than other measures. This reinforces the importance of considering the multiple dimensions of the performance concept. Furthermore, these results show that, in general, outcomes further removed in time have lower predictability, regardless of the predictors used. (Distinction on qualifying exams seems to represent the exception to this rule.) This may help to explain why most validation studies focus on GPA, and why many narrow the focus still further to first-year GPA.
Despite their complexity, admissions committee ratings have predictive value for RGS outcomes, even after adjusting for criterion measures. The statistical syntheses presented in Sections VIII and IX demonstrate that ratings have significance in the prediction of GPA, distinction on qualifying exams and time to completion. Indeed, for time to completion, ratings have higher correlations with performance than do any or all criterion measures. The relatively high correlation between ratings and distinction on qualifying examinations indicates that the RGS admissions committee may attach relative importance to the selection objective of choosing applicants to maximize probability of a great success. Furthermore, the relatively low correlation between ratings and attrition implies that the committee attaches less importance, at least implicitly, to the selection objective of choosing applicants to minimize the probability of failure.

Of course, neither ratings nor criteria explain much of the variance in time to completion. The most predictable outcomes still have more than half their variance unexplained after the most exhaustive regression analyses. While criterion measures generally predict outcomes better, the statistical syntheses suggest that human judges do add value in predicting performance at RGS.

Including the rating of an additional judge in Average Rating increases the explained variance in admissions decisions and several performance measures, at least for the first few Judges. This reinforces the assertion that judgment has some predictive value. It also

\[91\] However, the preceding discussion of differential predictability may indicate that this outcome simply has greater inherent predictability, for whatever reason.
emphasizes the reliability problem with respect to committee ratings. When individual measures have imperfect reliability, their average improves overall reliability.

Transformations

Transforming admissions committee ratings increases the correlation between average rating and the admissions decision. This reflects a fundamental characteristic of the admissions process. RGS chooses to limit its matriculating cohort size to about 15 students per year. It can influence somewhat the number of applicants with advertising, personal contacts at other institutions and other recruiting tactics. It has even less control over the general quality of the applicant pool. Variance in the number and quality of applicants results in differing admissions rates by cohort (see Section VII). These differing admissions rates virtually require a relative rating of applicants. For example, for a large pool of applicants each with Average Rating above 3.5, the admissions committee would need to reject some very qualified applicants in order to keep a manageable cohort size. Of course, the committee could choose to ignore cohort size completely. This might still lead to varying admissions rates stemming from the quality of applicant pools.

The committee appears to strike a balance between cohort size and applicant pool quality (and perhaps other factors). Admissions rates vary by cohort, but so do cohort sizes. Thus, admissions decisions seem to involve a combination of relative and absolute standards of evaluation. In fact, the transformation of ratings that best explains admissions decisions also reflects a blend of relative and absolute standards. This transformation used applicant pools for each judge as sub-samples, with the mean and standard deviation of GRE Quantitative score for each judge's applicant pool. GRE score represents an absolute standard of reference. The transformed ratings still also represent relative comparisons within each judge's pool. The explanation of variance in admissions decisions increases when it accounts for the number of applicants in each cohort. However, the GRE based transformation has greater explanatory power than a simple z-score transformation or the Elliott-Strenta transformation. This reinforces the balance between relative and absolute standards.
This balance also surfaces in the explanation of variance in GPA. Transforming grades increases their predictability, whether using criterion measures or ratings. In this case, however, additionally transforming ratings does not improve the fit by much (see Section VIII). However, it seems clear that performance measurement also involves a blend of relative and absolute standards of evaluation. The greater impact of transforming grades suggests that grades have more consistency and reliability problems than ratings. A more thorough assessment would note that grades in different courses (particularly in different departments) measure different constructs. Nevertheless, overall GPA has greater predictability than departmental GPA. These narrower GPA measures, in turn, have greater predictability than individual course grades. The impact of transformations makes it clear that instructors evaluate students partly by comparing them to their peers.

The Role of Judgment

This dissertation does not contradict the consensus of previous research that statistical predictions have greater accuracy than clinical predictions. However, as statistical syntheses demonstrate, committee ratings do have predictive value for several outcomes, even after adjusting for criterion measures. In other words, judgment seems to have value. Even if ratings did not have statistical significance, replacing them with a formula would not help admissions decision makers understand their problems much better.

This research has shown several difficulties in establishing screening rules. The divergence between ratings and admissions decisions suggests a subtlety that a screening formula will fail to capture. Namely, the students with the highest predicted ratings may not represent the ideal matriculating cohort. On the margin, at least, considerations such as the happy bottom quartile may matter more to the admissions committee than predicted performance or even overall desirability of a single candidate. Actual decisions result from unspecified but important differences in the influence wielded by individual committee members. Even a simple average rating combines more than individuals' predictions about an applicant. Furthermore, divergent performance measures would require even a narrow predictive screening rule to choose which performance dimension to maximize.
Such difficulties demonstrate that searching for optimal screening rules may not even address the most appropriate question. Obviously, the empirical results presented in this report and elsewhere could form the basis for prospective admissions decisions. But they cannot determine institutional and selection objectives. Moreover, if admissions decision makers wanted to focus on narrow, predictive selection criteria, their ratings would almost certainly show a better fit with criterion measures. (Some argue that the lack of fit reflects arrogance or ignorance of admissions committee members who insist that they can predict performance better than objective criteria can.) Rather than suggesting a screening rule, which replaces human judgment, this dissertation recommends several actions for admissions committees to facilitate that judgment. Other admissions committees and school administrators might also consider similar changes.

Policy Recommendations

Clarify Objectives

If the RGS admissions committee wishes to understand which factors to emphasize in selection, it should explicitly articulate the nature of and relationships among its institutional objectives, selection objectives and selection criteria. For example, the preceding discussion of screening rules suggests that emphasizing a particular performance measure would highlight not only a specific set of statistically significant selection criteria, but also the appropriate weights to give each. Whether or not the committee chose to employ a screening rule, it would still have a greater understanding of how selection criteria relate to its specific objective.

This does not imply that the committee needs to choose a single objective. Nor does it imply that the set of chosen objectives should pertain only to the performance measures considered in this analysis. The committee might decide to make additional explicit performance measures, such as OJT performance. It might also decide to include one or more explicit measures of institutional well-being. Section II reviewed the range of issues regarding objectives, but this research avoided making value judgments about them. Such judgments properly constitute a fundamental task for decision makers. This will not resolve existing differences or disagreements about particular applicants. (In fact, it may increase the length of
debate. The Dean might wish to set some limits on the extent of discussions.) But if committee members will specify their objectives, they will probably better understand the reasons for their disagreements regarding specific candidates. Furthermore, they can discuss those disagreements with more information about the implications for specific performance measures corresponding to various objectives.

Committee members can further illuminate their differences (as well as similarities) by assigning priorities to each objective. Obviously, most decision makers have sufficient knowledge to "game" a system of fixed weights, so such weights should best serve as general guidelines, not hard and fast rules. In addition to weights, the committee would identify specific selection criteria that reflect each objective, as part of this clarification process. Lastly, the committee could also clarify the outcomes that it seeks to optimize, again prioritizing them and specifying how to measure them. This would make it possible to enhance evaluation policies. Before discussing evaluation guidelines, this section includes a somewhat obvious but practical recommendation to optimize committee resource use.

Rationalize Decision Processes

The analysis presented in this report supports a number of general recommendations to rationalize decision processes at RGS. In fact, the RGS admissions committee has already changed its processes significantly from the description in Section III. The following discussion first outlines the general recommendations and then illustrates how the changed RGS process embodies them.

If RGS wishes to simplify its admissions process and elucidate the contribution of additional ratings on the margin, then it should assign committee members to evaluate applicants so as to maximize the reliability of average ratings. This would require that each applicant receive one rating before any receive two. For the same total number of ratings represented by the data analyzed for this dissertation, each applicant could have received three ratings. RGS could further refine this policy by selectively assigning candidates to receive additional ratings.

92 This assumes that the admissions committee articulates multiple objectives.
93 Since additional ratings of an individual may require diminishing work on the margin, this analysis cannot equate the reduction in number of ratings with a reduction in total work.
when the absolute difference in the first two ratings exceeds some threshold. As Figure X-1 shows, most pairs of ratings lie within less than one half point on the traditional four-point scale used in this analysis. In fact, 25% of such pairs receive identical ratings.

If RGS set the threshold difference at one half point, approximately 42% of applicants would receive a third rating. The total number of ratings would fall by about 20%, compared with the total number of ratings for the applicant pool analyzed for this dissertation. If RGS set the threshold at zero, the total number of ratings would fall by about 10%, and 75% of applicants would receive three ratings. The admissions committee could use the resulting time savings to increase the time allocated for discussion of applicants during committee meetings. These rough estimates assume that all ratings take an equal amount of time. Intuitively, applicants with differences between two randomly selected ratings would take marginally more time. However, the total number of ratings would still fall, and the committee would still have improved information to use in its deliberations.

![Figure X-1](image)

**Figure X-1**

Differences in Raw Ratings

Note: 500 applicants with at least two ratings
If the admissions committee wishes to maximize the information content of additional ratings on the margin, then RGS should assign members to evaluate applicants without regard to the content of prior evaluations. Committee members would evaluate applicants without any knowledge of how other committee members rate them. This might make some evaluations harder for committee members who rely on other members judgments. However, to the extent one member's evaluation relies on another's, such work represents replication and waste, as well as potential reinforcement of an unreliable measurement.

The current RGS admissions process has implemented a particular version of the preceding general recommendations. The committee still requires the same information from applicants as described in Section III (according to roughly the same annual cycle). However, two individuals now screen all applicants.  

(For several years, the same two individuals have served in this capacity. This eliminates approximately two thirds of the applicant pool from further consideration. (As Table V-2 shows, approximately 55% of applicants previously received three or more ratings.) Thus, the changes in the process improve reliability of ratings in two ways: they reduce variability due to changing composition of the judging pool and they ensure a minimum of two evaluations for each candidate. The full committee then considers the remaining one third of the applicant pool, focusing on those candidates considered on the margin between admission and rejection. Thus, the process devotes relatively more resources to those candidates where additional evaluations might actually influence the admissions decision. Approximately 15% to 20% of the applicant pool receive admission (considerably lower than the data for this analysis reflect).

Enhance Evaluation Policies

Since the RGS admissions committee has not yet implemented the recommendation to clarify objectives, the final recommendation made by this dissertation must remain somewhat incomplete. However, the specific changes that follow should make it clear how to adapt these recommendations to any specific objectives that the committee articulates.

---

94 The Dean no longer chairs the admissions committee.
If RGS adopts multiple selection objectives, then it might also wish to require multiple ratings (one corresponding to each objective) for each candidate. First, committee members could explicitly predict future performance with one or more ratings. One rating could represent predicted GPA (or relative GPA, depending on performance measurement scale). Another could represent predicted probability of attrition, another predicted probability of distinction, and so on. The admissions committee should determine which performance measures to emphasize and in what proportion, if it wishes to include each of these performance measures in its selection objectives. Differences among the measures considered in this dissertation suggest more rather than fewer measures, since performance has several dimensions. Committee members could predict any and all future performance that they consider in their institutional objectives (for example, OJT performance, student satisfaction or achievements after graduate school). These multiple ratings can make it easier to quantify the uncertainty inherent in the admissions process. The admissions committee could also then have an outcome criterion measurement for each of its selection objectives, making it possible to track progress against each.

Second, RGS should assign an overall rating of desirability for each applicant, to the extent that it wishes to make such a measure explicit. This might reconcile the apparent divergence between average rating and admissions. Such divergence may reflect unequal influence of individual committee members. Thus, an overall rating would not likely improve the predictability of admissions decisions. In any case, the rational assignment of applicant ratings discussed above will make it easier to detect such influence.

Since evaluation involves both relative and absolute aspects, RGS could require at least two evaluations in place of course grades. The first could represent the instructor's relative rating of each student within a class. The second could refer explicitly to some external standard. Of course, no such standard can have complete objectivity, but some standards will allow for easier comparisons of relative ratings across courses, departments and cohorts. For example, instructors could compare each course explicitly with the previous course (usually taught in the previous year, mostly with students from a prior cohort). Alternatively, the external reference

---

95 This will allow decision makers to analyze whether or not such an external standard appears to move anyway, as proponents of grade inflation theories assert.
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point could represent the ideal student, though each instructor will undoubtedly conceive this ideal in different ways.

RGS could also establish explicit dimensions of performance evaluation in place of course grades. For example, instructors could evaluate the following attributes:

- technical competence in subject material
- contribution to class discussion and group learning
- ability to apply techniques to practical policy problems

Each dimension could have both an absolute and a relative rating. In other words, RGS could develop multiple performance dimensions independently of relative and absolute measures.) In addition, course performance measurement could include predictions of qualifying examination and dissertation performance (such as completion time). This could make it possible to identify potential problems relating to specific institutional and selection objectives.

RGS could begin to develop these attributes by studying the comments currently given by course instructors along with course grades. These attributes need not replace instructor comments. However, they could help to give such comments a discipline so that students would always receive feedback about specific aspects of their performance. In addition, specifying these attributes would help admissions decision makers clarify their objectives, particularly regarding performance.

Any such enhancements to performance measurement would probably also require a process to include input from current and prospective faculty members, in order to establish their feasibility. This process should involve some formal training or indoctrination regarding the meaning and purpose of various measures, if RGS wishes to encourage consistency across faculty members.

Similarly, enhancing the measurement scale for qualifying exam results might both increase predictability of results and add meaning to the measurement. RGS could (and clearly should) retain some absolute standard for passing the exams (for example, a minimum score of 80 on a 1-100 scale). These would provide the same, highly reliable performance measures used in this dissertation. But future analyses could treat qualifying exam results as a matter of degree,
in addition to using a binary indicator. Furthermore, more continuous measurement scales for exam results would give students a more precise indication of their performance. (Some might not value this increased precision.) Dissertation performance measurement could also benefit from similar changes.

Implications

As noted in Section IV, several considerations may limit the applicability of this research beyond the specific case study. Previous validation studies do not explicitly address public policy as an academic field. Institutional and selection objectives at RGS probably differ at least slightly from those at other institutions. The selection and evaluation process at RGS also differ from those at other institutions. Thus, empirical analysis of RGS admissions and performance data do not fit the exact context of the literature review.

Despite these limitations, this analysis does seem to have broader implications. Regarding previous validation studies (and related educational psychology issues), this analysis did not attempt to disprove or contradict the established literature. In fact, this dissertation more or less confirms the superiority of statistical models over clinical predictions. More to the point, this research provided an illustration of how to consider the multiple dimensions of the "criterion" in criterion-referenced validation. This illustration also illustrated the impact of measurement scales in a setting with clear policy implications for a particular academic institution. (This departs from much of the validation research, which emphasizes the implications for a particular test used by multiple institutions.)

Although RGS represents a unique set of objectives and processes, the analytical framework established here can accommodate those of different institutions. Indeed, only within a particular institutional setting could decision makers make any practical, empirical link between institutional and selection objectives, on the one hand, and selection criteria, ratings and performance evaluation, on the other hand. RGS, or any other school, will always have a unique particular way that these factors interact. Every school, though, can discover their own particular realization of these interactions.
Some of the preceding policy recommendations would set a more clear direction for empirical analyses. More importantly, they also provide an appropriate context for understanding and interpreting such analyses. Decision makers can focus on predicting and maximizing performance if they wish. They may even, quite logically, choose to implement a screening formula to accept or reject some or all applicants. But such choices should not obscure their fundamental task of determining and clarifying objectives.

The role of judgment in admissions extends beyond articulating objectives. Regardless of selection criteria (formulaic or not), decision makers need to assess periodically how well their institutions have achieved their objectives. The empirical analyses and broader conceptual framework presented in this dissertation will hopefully provide some useful tools for that assessment, as well as an appreciation for the magnitude of the task.

---

Enhancing evaluation to include additional measures, including more explicit predictions and indications of overall desirability would make it possible to reconsider the conclusion that overall ratings fail to capture certain dimensions of both "desirability" (as embodied in actual admissions decisions) and future performance. Furthermore, development of absolute and relative measures, as well as multidimensional performance and selection evaluation, would change the nature of the data analyzed for this dissertation.
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