The purpose of this study was to compare the scores of students who were allowed unlimited retakes of a multiple-choice test with the scores of students who were limited to only four retakes (five trials) of the same test. The tests were each made up of 20 randomly drawn questions from a large pool of questions about research methods. Three graduate research classes were involved in the study; two were the limited groups (11 and 18 students) and one was the unlimited group (14 students). The groups were analyzed using a 3 x 5 repeated measures analysis of variance design. The between-subjects factor was treatment group and the within-subjects factor was test administration (five administrations). The results indicated significant differences (p<0.01) both between and within groups. The interaction effect was not significant. Additional research is necessary to clarify the appropriate number of trials for tests to insure adequate learning while providing sufficient motivation for students to study rather than memorize answers. (Contains 13 references.) (Author/SLD)
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Abstract

The purpose of this study was to compare the scores of students who were allowed unlimited retakes of a multiple-choice test with the scores of students who were limited to only four retakes (five trials) of the same test. The tests were each made up of twenty randomly drawn questions from a large pool of questions about research methods. Three graduate research classes were involved in the study; two were the limited groups and one was the unlimited group. The group sizes for which there was complete data were 11, 18, and 14, respectively. The groups were analyzed using a 3 x 5 repeated measures analysis of variance design. The between-subjects factor was treatment group (limited groups and unlimited group) and the within-subjects factor was test administration (five administrations). The results indicated significant differences (p<0.01) both between and within groups. The interaction effect was not significant.
A Comparison of Limited vs. Unlimited Retakes
of a Multiple-Choice Test

If practice makes perfect, then the opportunity to retake tests should lead to improved performance in the classroom. In fact, tests are retaken routinely in mastery learning environments (Caponigri & Schumann, 1982) and many other situations. For example, Knight (1973) incorporated retakes in a "programmed achievement" approach to insure that students reached mastery before they were allowed to continue to subsequent lessons. Van Winkle (1978) actually required retakes rather than making them an option. In an interdisciplinary (chemistry, physics, and biology) science course for nonscience majors at the University of Michigan-Dearborn, students were given nine quizzes consisting of ten true-false and ten matching questions. If students did not reach a ninety percent passing level, then they were required to retake the quiz at the beginning of the next lab session. Average performance on the tests was greatly increased due to the retakes. In fact, only one percent had a final quiz total lower than their pre-retake total.

John, Ruminski, and Hanks (1991) surveyed journalism educators for their admission requirements and determined that the majority of the respondents allowed retakes of the entrance exam, with responses ranging from no retakes (4 of 86); to one (12), two (17), or three (12) retakes; to unlimited (28). Thirteen of the respondents either specified other conditions or did not provide a response to the question of whether retakes were possible.

Lore-Lawson (1993) reported using exam retakes at Cardinal High School in Eldon, Iowa, as a self-esteem builder. She splits the difference with students who retake tests: "Why punish kids for learning? I learned more from items I got wrong on tests than I ever did from most textbooks. Many of my students appreciate this policy and me for having it (p. 2-3)".
Not all retake reports were as positive as those already mentioned. For instance, Stoker and Parker (1976) allowed students in an introductory-level college chemistry class the opportunity to retake tests to improve their scores. Although one in four students did improve their scores, the majority of students who were willing to make the effort were the students who were making C's, D's, and F's. It is probably not surprising that only a fourth of them improved due to the retakes.

Araujo and Semb (1979) investigated order of items on student performance under the Keller Plan and under a Contingency Managed Lecture approach devised by Semb and a colleague. One offshoot of the study was a consideration of the effect of retakes on performance. In neither case was a significant improvement found from allowing a retakes of exams. In the case of the Personalized System of Instruction (Keller) approach the authors concluded that the method was strong enough that retakes were not particularly needed.

In some cases, allowing retakes led to drawbacks. Elbrink (1973), for example, observed improvement from retakes among freshmen enrolled in one of two calculus sequences in the CR1MEL (Curriculum Revision and Instruction in Mathematics at the Elementary Level) project at The Ohio State University. Although statistical evidence was not provided in the report of the study, Elbrink stated that the median and mean scores increased significantly between attempts. However, he further observed that students did not take each attempt seriously because of the opportunity to take unlimited retakes. Some of the students viewed only their last retake as "the" test. In response to this situation, Elbrink planned to allow only one retake in later studies.

Davik (1980) noted a similar problem with students in a high school chemistry class. By allowing unlimited retakes, students appeared to be "willing to take their chances on a test, without proper review and study (p.213)". Davik's response was to allow a maximum of a raise
to a C grade after a retake. He reported that requests for retakes had dropped substantially after the change in procedure.

This researcher has observed a similar phenomenon with graduate students retaking tests in an introduction to research methods class. Some of the students study before tests and need only a few retakes while others have been documented as taking as many as eighteen tests before reaching 100 percent mastery (although only 90 percent was required). In those cases, it seemed clear that those students were simply memorizing answers to randomly-selected multiple-choice questions rather than studying, which of course, defeated the purpose of the retakes. Although Elbrink and Davik proposed allowing only one retake for a total of two tests, it was proposed for this study that four retakes (five trials) be allowed. Little literature was found to support this figure, although Karp (1983) reported that University of Houston at Clear Lake City users of the Keller Plan indicated using retakes of one, two, three, five, and unlimited. Based on empirical observation, however, most students who appeared to be prepared for the research methods tests required only a few retakes, so five was selected as a fair number of opportunities for serious students to be able to succeed. In a previous mastery learning environment coordinated by this researcher, five tests were available for students, but were rarely exhausted, further supporting the selection of five trials.

The purpose of this study, then, was to compare the first five scores of students who were allowed unlimited retakes of a multiple-choice test with the scores of students who were limited to only five trials (four retakes) of the same test. The tests were made up of twenty randomly drawn questions from a large pool of questions about research methods. Three graduate research classes were involved in the study; two were the limited groups and one was the unlimited group. The group sizes for which there was complete data were 11, 18, and 14, respectively. The
groups were analyzed using a 3 x 5 repeated measures analysis of variance design. The between-subjects factor was treatment group (the two limited groups and the one unlimited group) and the within-subjects factor was test administration (five administrations).

The assumptions for the two-factor, repeated-measures (mixed design) study include those for independent groups and single-factor repeated measures designs (Girden, 1992). That is, within-group variability should be equal across groups, and the scores should be normally distributed and independent among groups. In addition, the population variance-covariance matrices should be equal and their pooled matrix should have a sphericity pattern.

The Statistical Package for the Social Sciences (SPSS) computer program was used for data analysis. The three groups were tested for within-group variability. There was insufficient evidence to reject the null hypotheses that there were no differences among the variances, using Levene statistics. It was assumed, then, that the homogeneity assumption was met.

The test scores were tested for normality. The Lilliefors test (a modification of the Kolmogorov-Smirnov test) indicated outright normality or sufficient normality among the groups to satisfy the normality assumption. The robust quality of the analysis of variance allows acceptably accurate interpretations with the small departures observed. The tenability of independence seems reasonable since the subjects tested did so individually and did not affect the scores of the others.

The variables' pooled matrix should display a sphericity pattern (Girden, 1992). SPSS provides the Mauchly test of sphericity for this purpose. The statistic for the test scores was 0.61, with a significance level of 0.018, indicating that the null hypothesis of no relationship could be rejected. It was concluded that the dependent variables were related.
The variance-covariance matrices were computed for the test scores. Two homogeneity-of-variance tests, Cochran's C and the Bartlett-Box F, are computed in SPSS, and were applied to each variable. The tests all yielded probabilities at 0.05 or above, suggesting that there was insufficient evidence to reject the null hypotheses that the variances were equal. Box's M, based on both the determinant of the variance-covariance matrices and the pooled variance-covariance matrix, provided a multivariate test for the homogeneity of the matrices. Since Box's M test is very sensitive to departures from normality, the significance level can be based on both F and chi-square statistics. Since some departure from normality was indicated in the data, the chi-square-based statistic is reported here: 20.74 with an approximate (as reported by SPSS) probability of 0.90. Given this level, there is insufficient evidence to reject the null hypothesis that there is no difference in the variances of the variance-covariance matrices.

The repeated measures analysis of variance table indicated significant differences both within and between groups. The between group significance was 0.0063 and the within group significance was 0.0000 (p<0.00005). The means for the two limited-retake groups were 13.1 and 12.7 while the mean of the unlimited-retake group was 14.3. Within groups the means ranged from 10 to 14.9 for the limited groups, but from 11.9 to 16.2 for the unlimited groups. Although there are noticeable differences between the two group types, the gap is only a point or two. Strangely, the group with unlimited trials had the highest average. It is possible that the pressure of having a limited number of trials affected the outcome. It is also possible that the contamination caused by random selection of items could have biased the scores. In fact, that problem has been discussed by Sarvela and Noonan (1987). The small sample sizes involved in this study could also be a limitation of the study. Further studies with larger samples would certainly be appropriate.
Given that unlimited amounts of time for tests is not always practical, particularly in situations where some students must leave for classes or other reasons and cannot benefit from the extended time, it is worthwhile to arrive at some indication of an appropriate number of trials for tests to insure adequate learning while providing sufficient motivation for students to study rather than memorize answers. While five trials has been suggested here, it is suggested that more than one opportunity be provided if possible. This study and the literature support the benefits of repeated testing.
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