This report deals with the question of obtaining insights into states of prior knowledge and exploring knowledge state tests and knowledge state profiles. The first part introduces a few basic terms important in the context of prior knowledge state. Evaluation and the validity, reliability, and usefulness of tests are considered in a prior knowledge context. "Value added" is discussed as students' gains on tests of knowledge and skill, a measurable indication of the effects of instruction. In the second part of the report, various knowledge state tests are discussed, and the results obtained in a domain-specific knowledge state test are reviewed. The domain-specific test was constructed from the economics test item bank at the University of Limburg (the Netherlands). Results of 536 first-year students were analyzed to obtain knowledge profiles that may be used to compare groups of students or to determine whether prior knowledge profiles of good and poor students differ. Further study will clarify whether prior knowledge state profiles can help in the determination of the effectiveness of educational efforts. Six figures illustrate the analysis. (Contains 47 references.) (SLD)
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Introduction

There can be no doubt that the possession of prior knowledge facilitates learning (Dochy, 1988). In order to be able to study the precise mechanisms of this phenomenon and to draw conclusions of relevance to students and educators, an insight into the prior knowledge state must first be obtained. Aspects that spring to mind are the volume of knowledge, its accessibility, the type of knowledge, and the knowledge state profile within a specific domain.

In this connection, great attention must be paid to the generally recognized "requisite and ... foundational role played by domain knowledge" (Alexander and Judy, 1989). The authors explicitly refer to the importance of the Prior Knowledge States Project and the Knowledge Acquisition Support System Project in a domain-specific context. "Research in cognitive psychology during the past two decades has produced two undisputed findings about academic performance. First, those who know more about a particular domain generally understand and remember better than those with only limited background knowledge (e.g. Chi, 1985; Glaser, 1984). Second, those who monitor and regulate their cognitive processing appropriately during task performance do better than those who do not engage in such strategic processing (e.g. Flavell, 1981; Garner, 1987)".

This report deals with the question of obtaining insights into states of knowledge; more specifically it looks at knowledge state tests and knowledge state profiles. In the first part we introduce a few basic terms which are of importance in this context. The term 'evaluation' cannot be omitted here. The validity, reliability and usefulness of tests are then explained. In addition, the construction, use and analysis of tests are treated in more detail, with the aim of arriving at a concrete definition of the concepts involved. In the second part of the report, the various knowledge state tests are discussed and a picture is drawn from the results obtained in a domain-specific knowledge state test involving 536 participants.
1. Tests, test construction and the analysis of test results

1.1. Evaluating, measuring and marking

During the past twenty years much attention has been devoted in the literature to the problems associated with
the construction of tests and their evaluation.

The main themes can be summarized as follows:
- a concept of evaluation that involves more than just the determination of academic results;
- the search for a pedagogically based method for constructing instruments to determine academic results (de
Corte et al., 1976).

The evaluation of study results or the 'science of education measurement' (Mellenbergh, 1986) has developed
into a specialist area with its own jargon during the last decades; terms such as summative evaluation, formative
evaluation and product process evaluation are just a few examples.

The term 'evaluate' is frequently encountered in education measurement.
The evaluation of education is a process consisting of describing, collecting and presenting useful information
with the aim of assessing (the value of) alternative decisions (van Os, 1987). Evaluation does not stand alone; it
is directed towards decision making. In its most general and most far-reaching form, this can mean the
continuation or termination of an activity; more specifically, doing away with a course of study or not. It must
be possible to make a choice, or, to put it another way, the things we are dealing with must be theoretically or
practically capable of being changed (Camstra, 1977).

On the one hand, 'information' implies more than facts or data; it covers everything that reduces the
uncertainties associated with a choice of alternative decisions, and this includes opinions and impressions. On
the other hand it is more limited; information must be structured with an eye to the choice that will subsequently
have to be made. Useful information must be described in the light of the choice of alternative decisions with
which we will be faced, and the limits (criteria, standards) imposed in this context. Collection and presentation
are respectively concerned with the more technical part of the evaluation and the report of the decision taker
(van Os, 1987).

However, the word 'evaluate' can indicate widely different activities. For example, "let's just evaluate things",
"trainees must be carefully evaluated" and "the final evaluation was very difficult".

It is clear that the term 'evaluate' refers to an informal discussion in the first case, an assessment of behaviour
in the second, and a written test in the third.

If we look at the etymological meaning of 'evaluate', we find that it is the same as 'value', 'to determine or fix
the value of'.

If evaluation is to be properly understood, it is essential to appreciate the difference between the measurement
aspect and the assessment aspect.
The terms evaluation and measurement are sometimes confused, or not sufficiently differentiated from one another.

A measurement of behaviour or performance is a quantitative description of these factors. Numbers are used to describe observations of empirical phenomena, in this case behaviour. Evaluation encompasses more than measurement and consequently includes measurement (de Corte et al., 1976):

- Evaluation includes not only a description of behaviour, but also an assessment of it as a function of a certain standard or criterion.
- With regard to description, evaluation includes both qualitative and quantitative description of behaviour.

**Evaluation = describing + assessing behaviour**

(quantitative = measuring, or qualitative)

**Measuring = quantitatively describing observations associated with empirical phenomena, e.g. behaviour**

The attribution of a value obtained by means of an instrument involves a separate decision. A statement such as "I got 16 points" means nothing as it stands. To understand it, we need to know how many points could have been obtained, how many points others obtained, and whether the number of points is sufficient or not.

The value of a measurement is determined by the intrinsic significance we attach to it. However, 'attaching a value' to something is strongly dependent on the context and is therefore subject to individual (subjective) fluctuations.

Determining a value, therefore, must not be equated with taking a measurement; the information used to determine the value has a substantial bearing on the result.

Often, however, measuring the knowledge state of a student will not involve an element of assessment. The purpose is not usually to decide about pass or failure, but to gain an insight into the level of knowledge in order to use this as a basis for making certain choices. This means that more than numerical descriptions are required.

The construction of a knowledge state profile is related to the domain-specific context and is thus dependent on content.

In the past, it was strongly emphasized that, to be fair to students, their (study) performance should be measured as objectively as possible. It is therefore very important that a great deal of care is devoted to choosing a suitable measuring procedure which will provide useful information. Useful information is information that fulfils scientific and practical criteria. We will now deal with the often cited criteria validity, reliability and usefulness in more detail.
1.2. Validity, reliability and usefulness

Validity

A test must, above all, be valid (Dousma, Horsten, 1980).
We define the validity of a test as: the degree to which the test measures that which it was intended to measure.
The validity of a test is impaired by the occurrence of systematic errors. The more substantial the error component, the less valid is the test, i.e. the correspondence between the result and the characteristics of the measured construct disappears.
This means that the test and the test questions as a whole have to fulfil two criteria, viz. balance and relevance.

Balance

In this context the question arises: is the number of questions per subject and level sufficient to achieve the specified aims, or are there too few questions to enable the material to be covered? In the language of study methodology, we speak of content invalidity. The content invalidity of an instrument is determined by assessing the degree to which the content of the items of which it is composed is representative, for the purpose of drawing conclusions in the given context. The content of an instrument cannot be calculated, it can only be determined on the basis of assessments, by experts or test persons, of the instrument and that which it is intended to measure.

Relevance

Relevance is the degree to which the test questions measure that which the questions are meant to measure. In education measurement, use is often made of the correspondence of test items and objectives, or of the expertise of specialists. Relevance can also be operationalized in terms of criterion and/or construct validity. The criterion or the theoretical construct are then the relative measure for relevance. Criterion validity is the relationship between a test score and a series of test scores with one or more criterion variables (Meerling, 1981). The greater the degree of correlation between an instrument and an external criterion, the greater is the validity of the instrument. One problem here is the choice of criterion. According to Carmines and Zeller (1979), there is no 'single criterion-related validity coefficient'. There are as many validity coefficients as there are criteria.
In the case of construct validity, a theory exists over the latent construct. This theory describes how the latent construct functions under certain circumstances. In the theory, points of contact are found for the construction of the test, viz. the relationships between variables or concepts.
An important condition for a good test has been fulfilled when the validity of the test is assured.
b. Reliability

Besides being valid, a test must be as reliable and useful as possible. A test is reliable if the same results are always obtained from repeated measurements of the same object under the same conditions.

Reliability is understood as: the degree to which the test gives consistent results irrespective of its aim. This means that the results from a certain group of students must correspond to the results obtained from the same students in other tests on the same subject at the same level.

The following criteria are of importance for the reliability of the test.

Objectivity: are the questions so clearly formulated, and are the possible answers so unambiguous, that an assessor who observes the rules cannot influence the student’s score?

Specificity: are the questions so formulated that they can only be answered satisfactorily by persons who have sufficiently mastered the material?

Difficulty: can the test and the questions as a whole differentiate between students who have a good grasp of the material and those with a less adequate grasp?

Test length: does the test comprise enough questions to exclude the possibility of chance successes?

c. Usefulness

The criteria with regard to the usefulness of tests are related to the degree to which the instrument must fulfil a number of requirements, some of them practical. The criteria to be observed here are as follows:

Efficiency: how much of the tester’s limited time do the construction and the scoring of the test require; how much of the student’s time is needed to complete the answers; how much information does the test supply in relationship to the (short) time that the student spends answering the questions?

Fairness: is the test so constructed, and are the results processed in such a fashion, that each student has an equally good chance of demonstrating his or her ability and progress in the field covered by the test?

Time available: is the test of the right length relative to the time available, so that the speed at which the student works has no influence (positive or negative) on the result?
1.3. Evaluation of objects, especially learning results

There are two ways of approaching the evaluation of an object (for example an instrument, an activity, a process).

- The object can be approached via its result as a function of a specific aim, enabling conclusions to be drawn about its yield.
- The object can be evaluated in the light of specific criteria that it has to fulfil.

In a sense, these two approaches are complementary. After all, if a certain object gives an inadequate yield, it can be examined more closely with a view to explaining its poor yield (de Corte, 1976).

Evaluation activities in education can be directed at a number of different objects. Most attention is paid to the performance of the students, the academic results. Academic results are simply the output of the learning process.

Evaluation activities that are concentrated on academic results are classed together under the term 'product evaluation'. Evaluation that is concentrated on education and the elements of which it is composed (subject matter, educational resources) is termed 'process evaluation'.

The assertion that academic results are the product of the learning process is only partially true. Academic results are in part the product of prior knowledge, and we have mentioned above that prior knowledge facilitates the learning process. The yield of the learning process must thus be described as the 'value added'.

The subject 'academic results as an object of evaluation' is central to the following exposition, whereby the learning process is understood as the acquisition of new behavioral possibilities. Behaviour must be understood in a broad sense here, and ranges from simply possessing knowledge to solving a problem.

Tests of prior knowledge states are directed at the learning results obtained at an earlier stage, which make up the 'knowledge state' of the student before he begins a subsequent learning process.

Academic results can be classified in different ways. Most classification systems for academic aims differentiate between three main categories, namely:

- cognitive aims: aims that are associated with intelligent functioning;
- dynamic-affective aims: aims that are associated with an emotional aspect and/or a degree of acceptance or rejection;
- psychomotor: aims: aims where the emphasis is on motoric operations and sensory perception.

For further typification and operationalization of these categories, see Dochy and van Luyk (1987, p. 43).
1.4. The relationship between aims and tests

We have already stated that validity is a prerequisite for responsible testing. The various functions that tests can have in the education sphere, and the consequences of the associated decisions to be taken, clearly underline the great importance of valid testing. The relationship between the aims and the content of a test is of great importance in ensuring its validity. After all, the aims reveal what the creator of a specific academic course wanted to achieve with it, and the test provides information about the degree to which the aim was achieved. This means that not only the subject-specific content but also the desired level of command should be expressed in the test questions. Furthermore, the given aims must be equally represented in the sum of the test questions.

We shall restrict ourselves here to the cognitive aims, not least because aims of a cognitive nature are (still) pursued in the education sphere, and above all because tests are not usually the ideal instrument for evaluating affective and psychomotoric aims (Dochy and van Luyk, 1987). The cognitive domain is the most intensely studied, and a number of authors (De Corte et al., 1981; De Block, 1975; Gagne, 1977) have developed classification systems that differ in details but can all be traced back to the following basic subdivision of behaviour levels:

1. knowing;
2. understanding/insight;
3. applying rules/procedures;
4. problem solving.

In a knowledge state test, the material that has been learned must be recognized or reproduced. In a test of understanding, the objective is to discover, by means of questions requiring examples, conclusions, comparisons, etc., whether the material that has been learned has really been understood. Here we are dealing with so-called declarative knowledge: the knowledge of facts, the meaning of symbols, the concepts and principles of a specific specialist field (Dochy, 1988).

The ability to apply knowledge and to use it to solve problems is tested by setting questions that require rules or procedures to be applied. This knowledge of actions, manipulations and operations is also referred to as procedural knowledge (Dochy, 1988).

The essential difference between the two types of knowledge is that procedural knowledge is directly associated with an action or operation, while declarative knowledge needs to be interpreted before it can be translated into action (Messick, 1984).
1.5. Functions of tests

Tests are suitable instruments for collecting information on the results of learning processes. This information is important for both student and teacher, and its consequences are dependent on the aim and function of the particular test.

We distinguish between three functions of tests: the predictive, the selective and the diagnostic.

The aim of predictive tests is the forecasting of future academic and study success. This involves testing aims with a predictive value for later activities. Of course, the content of a predictive test must be related to factors and characteristics that have been proved to have a predictive value. In higher education, a satisfactory assessment given at the end of a specific course is usually regarded as a requisite for admission to further courses, so that predictive and selective usage coincide (Dousma, Horsten, 1980).

The aim of selective tests is to enable a decision to be made (at the end of a course of study) about whether, and to what degree, a student has achieved the aims that were set. Students who measure up to a given standard can proceed further, failure to measure up means that the student must first repeat the course in part or in full before he can proceed, or that he must seek a different course of education. This form of evaluation is also referred to as 'summative evaluation' (Bloom, Madaus & Hastings, 1981). Summative evaluation serves to enable decisions to be made about the further educational path that students will undertake. It is clear that, because of the great importance of this form of testing for the student, good instruments (tests) and carefully defined standards must always be applied.

An insight into the learning results is, however, also of importance for the taking of interim measures that affect the academic situation. The purpose of using tests as a diagnostic instrument is to obtain information on the strong and weak points of the individual student, a group of students and/or the academic learning process. In this context the weak points or shortcomings are especially important. The ultimate aim is to remedy them, either by supplementary instruction or by adapting the learning process. This method of collecting information is referred to as 'formative evaluation'. It is only of use if the course of study has not yet finished and the students are able to adapt their study behaviour. In this sense, obtaining information over prior knowledge states and current knowledge states can prove especially worthwhile.
1.6 Tests: construction and choice of form

1.6.1. Construction

A number of factors must be considered before a test question is formulated and a test is constructed. These include the purpose for which the test results will be used, the correlation between the questions and the aims of the test, and the balance between content and level. In addition, the test must satisfy, as far as possible, a number of additional requirements in connection with measurement aspects. All of these considerations form the basis for selecting the type of test, formulating the questions, and constructing the test (Dousma, 1980).

When a test is being constructed the following steps must be followed in order to transform implicit or global aims into concrete topics susceptible to testing.

1. Define the aims.
In reality the aims are known when a course of study commences. The following step is therefore of greater importance for constructing a test.

2. Define the aims to be tested.
It is clear that, ideally, all aims that are being pursued should be tested. Depending on the overall number of aims and the extent of the syllabus to be tested, the available time and the type of test, a choice may have to be made between the aims, with regard to both content and level.

3. Make a detailed list of the topics to be tested, based on the aims.
In this step the aims are transformed into concrete topics derived from the relevant course of study.

4. Place the topics in a specification table and plan the test with regard to content and level.
At this stage, preparation of the test is complete, in so far as guarantees have been included to ensure a balanced distribution of the questions with regard to content and level.

On the basis of the above mentioned criteria, the following general rules of thumb must be borne in mind when the questions are formulated and the test is being constructed:

VALIDITY:

A. Care must be taken that the content of the questions is relevant to what the test is intended to measure.
B. Checks must be made to ensure that the aims of the test are represented as far as possible, with regard to both content and level.

RELIABILITY:

C. The questions should be formulated in consultation with other experts.
D. The questions should be formulated exactly; care should be taken that the test questions are independent of each other.
E. Care should be taken that the test contains an adequate number of questions.

USEFULNESS

F. The questions should be formulated as objectively and concisely as possible; attention should be paid to the layout.
G. A question should include all information that is necessary to enable it to be answered.
H. The length of the test should be adapted to the time available.

If these rules of thumb are borne in mind during the formulation of the test questions and the construction of the test, then most of the criteria will be fulfilled. Only afterwards, when the test results have been analyzed, can conclusions be drawn with regard to the differentiating capacity of the test and its reliability. The estimated degree of difficulty of the test for the group of students affected can also be verified (Dousma, 1980).
1.6.2 Types of tests

A distinction must be drawn between different types of tests. Tests can differ in:

- the type of question used;
- the form in which they are taken (e.g., written or oral);
- the measure of uniformity (is every student given the same questions?);
- the way they are taken (individually/collectively).

If tests are classified according to the type of question used, we can distinguish between two sorts of tests, viz.: tests in which the student himself must formulate the answer (so-called open tests), and tests in which the student must choose between a number of precoded possible answers (so-called closed tests).

We shall restrict ourselves to closed tests.

The advantage of this type of test is that it can be completed more quickly, and can be marked more quickly and objectively. This type is therefore the most suitable for use with large numbers of students and for integration in electronic education systems.

Closed tests

Closed tests (also known as study tests) are tests that consist of questions accompanied by a number of precoded answers; the student must decide which of the answers is correct. Another characteristic is that they can be marked objectively. In general, a test can be objectively marked if the marker (a person or a system) cannot exert any influence on a student's score (always assuming that the marker adheres to the rules governing the marking of the test). Any given person, or even a computer, can determine a student's score in a closed test. If we list the main advantages and disadvantages of closed tests, we arrive at the following.

Arguments in favor of the use of closed tests:
- Because the required answer is unambiguous and is the same for all students, factors that may have a distorting influence on the test results are excluded.
- An almost complete random test of the material can be made by structuring the test so that it contains a large number of short questions. The measurement is more reliable and the study material can be tested more specifically than in open tests. In addition, each level (knowledge, understanding, application and problem-solving) can be tested separately.
- The student's score is determined objectively.
- When large groups are involved, and when used repeatedly with smaller numbers of students, closed tests soon result in time savings; a relatively large amount of time must be devoted to constructing the tests, whereas corrections can be carried out very quickly (Dousma, 1980).

Arguments against the use of closed tests are:
- Problem-solving questions are not always suitable for closed tests.
- There is a chance of guessing the correct answer. This must be borne in mind when the scores are interpreted and grades awarded.
- The time needed to construct a closed test is relatively long in comparison with that needed for other types of tests (Dousma, 1980).

In particular, two types of closed test are often used, namely:
- yes/no tests;
- multiple-choice tests.
YES/NO TESTS

In yes/no tests the student must indicate whether a statement is true or false (true/false, yes/no).

Example:

The total costs of the sand-shipping company "Leegte" can be described with a continuous and differentiable function. The average total costs of all companies on the sand-shipping sector fall continuously to a price of fl.1- per tonkilometre sand at a production of 10 million tonkilometres sand, and then begin to rise.

true/false the marginal costs of sand production are equal to the average costs at a production of 10 million tonkilometres.

The yes/no question is easy to set. However, it must always be borne in mind that such assertions must be absolutely true or false, without any possibility of doubt. One disadvantage of this type of question is that there is a 50% chance of guessing the correct answer. If a valid and reasonably reliable test is required, a test of this type must consist of a large number of questions. The actual number of questions depends on the quality of the questions. Wijnen (1973) argues that a test containing 100 questions will generally provide more information than one containing 50 questions. In the same article Wijnen suggests that questions in this type of test be directed not at evident truths but at authors' opinions and the conclusions to be drawn from a study. If questions are taken over literally from text books, there is a danger that the test will place too high a premium on memory.

MULTIPLE-CHOICE TESTS

Multiple-choice tests consist of questions with a number of given alternative answers, of which the best, the most correct, must be chosen.

For example:

The term consumer sovereignty is justified if:
A. consumers can choose freely from the range of goods on offer;
B. the volume and variety of goods produced are ultimately determined by consumer preferences;
C. consumer groups have their own representatives in parliament;
D. consumers receive an income that is sufficient for their needs.

The number of alternative choices per question can vary, with two as the minimum number of alternatives. Multiple-choice questions with a choice of four possible answers tend to be used most in practice. We shall therefore restrict ourselves to this type. The advantages of multiple-choice questions over yes/no questions are:
- the chance of guessing the correct answer is lower (0.25 with four alternatives);
- the answer required need not be absolutely true, if only the best alternative has to be chosen.

A major disadvantage is that the formulation of multiple-choice questions is more demanding than the formulation of other types of question (Dousma, 1980).
1.7. Analyzing tests

Test results are analyzed and assessed with the aim of determining:
- to what degree the student has achieved the set aims;
- whether the test used is valid and reliable;
- whether the education process can be optimized.

The analysis of test results gives us information of value in answering questions about the quality of the test. The degree to which analysis is possible depends on the type of test questions used. In general, the results of open tests are not as easy to analyze as the results of a multiple-choice test. An item analysis can help in determining whether the tested aims were realized and how the separate items functioned.

The analysis of an item can provide answers to the following questions:
- How difficult was the item for this group of students?
- How attractive were the false answers for the students?
- What is the discriminating capacity of the item?

In order to answer these questions, we need a number of parameters - values of certain characteristics of the item.

A. The degree of difficulty

The first thing to determine is how many students answered each item correctly. The p-value of each item can then be calculated, and is a measure of whether a question was difficult or easy for this group of students.

The p-value gives the proportion of students that answered the question correctly:

\[
p-value = \frac{\text{number of students who gave the correct answer}}{\text{total number of students}}
\]

In other words, the higher the p-value, the easier the item.

The significance of the p-value speaks for itself. In this connection, attention must be paid to the following:
- The p-value is an indicator of the difficulty of the item and the level of the students. The item can change as the test is repeated with various groups.
- The p-value is also an indicator of the success or failure of the education, the education method, etc. It is an indication of the degree to which the students have achieved the aims to be measured.

The average p-value of the test as a whole is obtained by adding together the p-values of each individual item and dividing the result by the number of items.

On the one hand, the p-value provides information on the relationship between the capacities of the students and the difficulty of an item; on the other hand it also provides information on the number of differentiations that can be made between the persons in the group. If an item has a p-value of 0 or 1, the item cannot be used to distinguish between students in this specific group who have a good command of the material and those whose command of the material is less good. For selective tests, an attempt should be made to avoid items that produce p-values of 0 or 1 in the test.
B. The attraction value of the decoys

The a-values of the decoys can be determined in the same way as the p-values. For a four-choice question, three a-values and one p-value must be calculated.

\[ a = \frac{\text{number of students who chose a decoy}}{\text{total number of students}} \]

If the p-value is high, the a-value will be low. The reverse is also true. The a-value of an alternative must be lower than the p-value of that item.

If this is not the case, then clearly something is wrong with the item, or too little or no attention has been paid to this topic during the relevant education process. An a-value must not be approximately or exactly equal to 0, because this would mean that it was not fulfilling its purpose. In addition, the ideal to be aimed at is that the alternatives for any given item all have almost equal a-values, in which case the alternatives all function as decoys of equivalent value (Dousma, 1980).

C. The differentiating capacity of an item

One aim of a test, and thus of an item, is to enable a differentiation to be drawn between students with certain skills and students who do not command certain skills. After the test has been completed, the total score and the scores per item are available for this purpose.

An item that elicits a correct answer from good students more frequently than from poor students discriminates well - it has differentiating capacity.

In order to determine the differentiating power of an item, the scores for an item are compared with the scores for the whole test. The item-rest correlation

\[ r_{it} \]

is an often used index for expressing this relationship. It gives the correlation between the scores for an item and the scores for the test, excluding the item in question. The measure of correlation between the two is expressed as a correlation coefficient.

A simpler method, requiring less "manual labour" is often used. This involves calculating

\[ r_{it} \]

the correlation between the scores for an item and the total score, including the item in question. This is a slightly less accurate measure, because the total test performance already includes the performance for the one item, and as a result the correlation coefficient is higher than it would otherwise be.

What significance does the r_{it} value have for us?

In order to be able to answer this question, we must first examine the factors that influence this discrimination index.

1. The degree to which the test and the item measure the same thing. \( r_{it} \) is an index of the degree of correlation.
2. The quality of the item. The question must be formulated as clearly and unambiguously as possible. The correct answer must be undisputed and the decoys must be incorrect.
3. The spread of the item; the higher the p-value of the item, the smaller the spread.
4. The spread within the total group. If the difference between the students' performances is slight, the discriminating power of the test and the items will be low. For homogeneous groups, therefore, \( r_{it} \) values will be lower than for extremely heterogeneous groups.
What is an acceptable $r_{It}$ value?

In general, this is difficult to say, but certainly the value of $r_{It}$ should always be positive, and if possible greater than .20.

A lower or a higher value of $r_{It}$ may indicate:

an error in the test or the item, an incorrect key, a question that lies outside of the study material, an extremely difficult question, a trick question, or a subjective question.

As well as the $r_{It}$ values, the $r_{It}$ values can be calculated or plotted on a graph. The $r_{It}$ value is the correlation between a decoy and the score for the whole test. It should always be negative. If one of the $r_{It}$ values (a four-choice question always has three $r_{It}$ values) is positive, then:

the decoy is possibly correct, the decoy is directed at a misunderstanding that is so widespread that even good students choose it, the decoy is a trick, the decoy is too difficult.

The following formula is used to calculate both $r_{It}$ and $r_{Ir}$, where $X$ is the item score and $Y$ the total score or the rest score.

$$r_{It} = \frac{\bar{Y}_s - \bar{Y}_r}{S_y} pq$$

where

$\bar{Y}_s = \text{average test score of the students who answered the item correctly}$

$\bar{Y}_r = \text{average score of the students who answered the item wrongly}$

$S_y = \text{standard deviation of the test scores}$

$p = \text{p-value of the item}$

$q = 1 - p (= p_0)$

This is termed point-biserial correlation: the correlation between a dichotomy and a continuous variable.

The item-rest correlation can be determined with the help of the formula:

$$r_{Ir} = \frac{r_{It} S_y - pq}{(S + pq S_y pq)}$$

D. The discrimination index method (D-method)

Although the $r_{It}$ and $r_{Ir}$ values can be represented graphically or numerically, this involves a vast amount of calculation. In any case, $r_{It}$ is only of significance in connection with an item if the group includes more than 100 students.

An alternative indication of discrimination power involves the simple calculation of a D-index. The D-index of an item is determined as follows:

- select two sub-groups, preferably of the same size, out of the total student group; one group must contain the students with the highest test scores, the other must contain the students with the lowest test scores;
- determine the number of students in each group who answered the relevant item correctly;
- convert both numbers to proportions (divide by the total number in the group);
- determine the D-index by deducting the proportion of correct answers in the group with the lowest scores from the proportion of correct answers in the group with the highest scores (Dousma, 1980).
Studies (e.g. Ebel, 1972) have shown that the best distribution of the total group is: 27% of the highest scores and 27% of the lowest scores, so that no account is taken of 46% of the middling scores.

The answers of the two groups to the diverse items for which the D-value is to be calculated are entered in a matrix. When the matrix has been completed, the following values are calculated:

- \( n_H \) and \( n_L \): number of candidates from the sub-groups with the highest and the lowest scores respectively.
- \( n_{HJ} \) and \( n_{LJ} \): number of candidates, from the sub-groups with the highest and the lowest scores respectively, who answered the item correctly.

The D-value is calculated with the help of the formula:

\[
D = \frac{n_{HJ} - n_{LJ}}{n_H - n_L}
\]

A D-value can vary from -1 to +1. \( D = +1 \) means that the item discriminates perfectly between 'good' and 'poor' students; \( D = 0 \) means that the item makes no distinction whatsoever; \( D = -1 \) means that the item discriminates completely wrongly between 'good' and 'poor' students (Dousma, 1980).

1.8. Giving grades

We have seen above how the answers to a test can be processed. Test analysis and item analysis give an insight into the quality of the test as a whole, into the value that can be placed on students' test scores, and into the quality of separate items.

In most cases there is one further step - the assignment of grades (Os, 1987). Grades are assigned as a method of expressing a value judgement on the test scores.

In the case of knowledge state tests, this will not occur very often. The coupling of the test with academic aims or domain-specific knowledge gives the student direct information on his knowledge state profile or his current situation. The comparison with the situation towards which he is striving gives him the input needed to undertake direct academic activities or to formulate specifically targeted academic tasks (Koper, 1989).
2. The value-added between different knowledge state tests.

"Value added," a term frequently used to describe students' gains on tests of knowledge and skill, had attracted a great deal of attention in order to demonstrate that universities are educating their undergraduates.

The growing popularity of this value added approach comes partly from the public's and legislatures' desire for evidence that students really learn enough in college to warrant the expense of higher education, and partly from colleges' own desires to evaluate their students' gains in (as opposed to absolute levels of) knowledge and skill.

In America, particularly, attention has been given to the measurement of the "value-added" to an individual as a result of undergoing education. Astin (1982) writes:

The basic argument underlying the value-added approach is that true quality resides in the institution's ability to affect its students favourably, to make a positive difference in their intellectual and personal development.'

The importance of the ability to measure value-added lies in the information which it could provide in respect of the relationship between inputs and outputs, i.e. the efficiency of the education process. The more efficient institutions produce more value-added at the same or a lower cost. In this sense the efficiency of one institution relative to any other can be crudely measured by the ratio of average value-added to average cost. The higher the ratio the more efficient the institution.

Measuring value-added is also important because it should allow the nature of the returns to scale in teaching to be explored more fully. In order to be able to allocate resources efficiently information is required on how outputs change in response to marginal changes in inputs. At present we do not have a measure of the output of the teaching process and this might, in principle, be provided by the value-added measure.

What is Value Added? The concept originated in economics and refers to the value added at each stage of the processing of a raw material or the production and distribution of a commodity. It is usually calculated as the difference between the cost of raw materials, energy, etc. used to produce a product and the price of the product (Greenwald, 1983). This general idea is now being applied to higher education, with the "product" being the students and the "value" being the knowledge and skill students possess or their "knowledge states". The value (or knowledge and skills of students at the beginning of their college education) and their knowledge and skills at a later time are compared. The difference between knowledge states is held to be the value added by higher education.

However, this simple economic analogy makes many academics nervous. They object to the notion of thinking of students as products, and are particularly sceptical about attempts to quantify educational growth. As Fincher (1985) notes, they are not disposed even to think in such terms: "... their values, preferences and incentives have all been channelled in other directions." They are also given pause by the stated or implicit rationale that value-added information is basically for external groups that want to hold the institution accountable rather than for the internal improvement of teaching and learning. Can value added be used in a more constructive way? The answer to this question lies in its definition and the way this definition is implemented.

Between two knowledge states (the moments of entry and exit), the student experiences a learning process. The intention underlying that process is to modify the student as received at the point of entry. Clearly, there are different viewpoints as to the kind of modifications in the student the process of higher education should bring about. Nevertheless, something takes place between the states of entry and exit. Something is going on in the "black box" which is intended to change the student in various ways.

In practice, the meaning of value added varies considerably, from the general, such as "the institution's ability to affect its students favourably, to make a difference in their intellectual and personal development" (Astin, 1982), to rather specific blueprints that specify tests and the scores students need to obtain (Northeast Missouri State University, 1984). Taylor (1985) describes the purpose of the value-added assessment at NMSU as to "measure the gains in knowledge, skills and personal development within each individual". He identifies two driving forces behind its introduction. First, where the funding of universities in the USA has been based upon
measures of throughput of students, the incentive for universities to do well against these quantitative measures has detracted from what should be an emphasis on quality. Second, there has been growing dissatisfaction with the traditional methods of assessing student performance and a greater public desire to measure the extent to which education results in an improvement in individuals in broader terms.

However, the common these definitions is the idea of "gain," which is usually assessed by administering a test at one point, typically as students enter university, and the same or a related criterion test at a later point. Although value added could refer to any criterion of interest, including personality, values, or creativity, it most commonly refers to academic achievement (e.g., increased scores on a test of mathematics or better scores than expected on knowledge of a field, such as economics. This latter and most popular conception leads to several kinds of issues.

The Maze of Measurement.
Value added assumes that we can measure change. The measurement of change is a very tricky and difficult issue, involving problems of both measurement and statistical design (Goldstein, 1983; Wood, 1986). The first problem is to find measures that will be reliable for both the initial measurement and the follow up measurement, but which will yet be sensitive to students' growth in knowledge and skill (Carver, 1974; Kesseler and Greenberg, 1981). Tests need to be reliable to provide accurate estimates of students' knowledge and skills.

That is, a measure should give approximately the same estimate of a student's level of academic skills from one day to the next. However, the key is that the measure must also be sensitive to gain and to the influence of the learning process on the magnitude of gain. For example, students' height is an extremely reliable measure. To use gain in height as a criterion to assess the "value added" of a university's catering services would be absurd, even though height can be measured reliably and its measurement is sensitive to gain.

This hypothetical example illustrates one of the dilemmas in measurement of student characteristics. The more tests assess general characteristics, the less sensitive they are to change due to educational programs. That is, the tests become so general as to assess relatively stable characteristics of students. In the cognitive area, the more general tests border on measures of general intelligence. For example, the Watson-Glaser Critical Thinking Appraisal correlates with some measures of intelligence as highly as the two forms of the test correlate with each other, which leads to the possibility that it is measuring intelligence rather than something distinct.

The challenge, then, is how to use or develop measures that are specific enough to be sensitive to students' in knowledge states gain but general enough to rise above the trivial. Therefore, domainspecific or even contents specific tests seem necessary. Note, too, that the tests need to be reliable at each point they are administered.

The Vicissitudes of Change: Statistical Design Issues

The statistical issues involved in assessing change have been debated for many years (e.g., Harris, 1963; Nuttall, 1986). Recommendations have ranged from simple change scores (final score minus initial score) to the use of latent trait models (see Traub and Wolfe, 1981). The problem, as described by Fincher (1985), is that the initial and the later test scores include both random error and test specific variance, as well as a shared variance. In other words, the two tests measure both the feature common to both tests, and different features unique to each test. The test scores also reflect the random, unsystematic aspects of students' responses to the test. As shown in Figure 0, when difference scores are used in value-added studies, part of the common variance is subtracted out, leaving a large share of the difference to be determined by the unique variances and error, as well as real change in the student.

For example, let us say that beginning first year students take a test concerning accountancy. Then, at the end of the year, they take an alternate form of the same test. The scores on the first test are subtracted from those on the second test to provide a measure of "gain." Consider that any test score includes error that is unrelated to the variable being assessed (e.g., some items may be rather poorly written, testing conditions may be less than ideal, some students may be tired, distracted or unmotivated, etc.).
All of these add to the randomness of the score. Likewise, each test samples a part of behaviour or knowledge, so that its coverage of the content area in question will vary. Therefore, scores will vary from the first test to the second, simply because each test is, in fact, somewhat different. When the scores on the first test are subtracted from the second to yield a "gain" score, what is left over is partly due to real changes in students' knowledge states on accountancy, partly due to expected errors in the tests, and partly due to the fact that the tests are not, in fact, exactly the same. Thus, it is hard to know how much faith to place in the change score.

Residual Scores

These difficulties of interpretation are increased when the first and second tests are different. For example, a domain-economy specific test as the initial test, and a accountancy test as the second one. Since the tests are clearly different, a frequently used method is to use the correlation between the two tests to produce an expected or predicted score for the second test, based on performance on the first test. For example, using hypothetical data, and based on a hypothetical correlation, a student scoring 450 on the first test might be predicted to obtain a score of 150 on the second; a student scoring 600 on the first might be expected to score 170 on the second. The predicted score for students is subtracted from the actual score. The difference is known as the "residual score." If the student scores higher than predicted, the residual is positive; if the student scores lower than predicted, the residual is negative. The average residuals for students with different curricular experiences could be compared to see if students with those experiences do better or worse than expected. For example, the average residual scores of students majoring in general economics could be compared with those of students in business economics. Any difference in residual scores would be considered differences in the value added in the curriculum of those academic divisions.

The potential problems of simple change scores are compounded when this procedure is employed. The tests are different; and their unique characteristics are even more important than in the case of simple change scores. The common variance is less, and their specific variances considerably larger. Predictions based on the residual method are also imperfect; even a correlation of .60 will yield many predictions that are far off the mark. The average residual, then, can be questioned in terms of reliability— that is, there is a possibility the residual could be due to chance. Residual scores have also been criticized because they are not measures of change per se, and because performance is judged on deviations from an average prediction. Therefore, as many students will usually be below average as above, and if one program appears to be more effective, another will appear to be less effective, even if both are doing a decent job.
Random error = unsystematic aspects of students' responses to the test

Specific = test specific variance

Common = shared variance

Fig. 0: The nature of value added
An additional consideration in analyses of change is that test scores can be influenced by factors other than performance on the variables of concern. For example, Astin and Panos (1969) found that performance on tests of mastery of the humanities, natural sciences, and social sciences was predicted best by the National Merit Scholarship Qualifying Test, but was also predicted by background characteristics (e.g., gender, initial career choice, parents’ social class, etc.). The question for those analyzing predicted versus actual scores is whether to use all the variables that predict performance on the second test. To do so would no doubt increase the power of prediction. But some of those variables do not help us explain students’ real gains; and others might be politically too delicate for an institution to include in its analyses.

Ceiling Effects and Non-completion rates

Another troublesome conceptual and technical issue is the lack of independence of students’ performance on the first test and the later test. If this correlation is positive, it suggests that students with higher scores are gaining more than students with lower scores. If it is negative, it suggests that lower-scoring students gain more than higher-scoring students. Either result may be disturbing to an institution’s faculty and officials. The former raises the possibility that the institution’s programs are short-changing its less able students, who may not score high for a variety of personal and social reasons. The latter raises the possibility that the institution is short-changing its more able students, a considerable concern in times when institutions are searching for quality. This latter possibility is related to an artifact of many assessment designs: that when a criterion test is relatively easy, there is a “ceiling effect,” which limits the amount of “growth” that can be shown.

Students who often gain the most on the tests are those who have the most to gain (i.e., those with poor high school grades, poor admissions test scores, and poor course preparation), as has been empirically demonstrated by Banta et al. (1987).

In analyzing change in the learning of university populations there is the additional problem of non-completion. That is, it may be that only the students who do, in fact, gain, will still be attending the institution when the final assessment is made. The institution will then appear to be effective, simply because the students who would supply counter-evidence are no longer there.

Another very difficult problem is the attribution of gain to the institution’s programs, when it may be due to maturation, the general college environment, or simply to the fact of college attendance. In fact, it appears that students’ gain at about the same rate, wherever they are attending (Pascarella, 1985). This problem of attribution is especially vexing when the subject of assessment is “general education.” The problem is smaller for domain-specific matters.

In this same context, the level of difficulty should also be examined carefully, for if the test is too difficult or too easy, the difference in scores for students with different educational experiences will be due more to chance than if the tests were of appropriate difficulty.

A related issue is the degree of specificity of the assessment. An assessment that provides detailed information about each learning objective will be much more useful than a global assessment.

The research reviewed by Pascarella (1985) and Nucci and Pascarella (1987) leads to reservations about the use of value added at the institutional level. It is not clear whether a gain in test scores would be attributable to students’ maturation, the experience of attending college, the overall college experience or the particular course or program the students had taken. It seems plausible, however, that if an institution or program has very explicit educational goals, the gain could be attributed to the institution or program.

Thus, although a value-added assessment strategy may have some utility as a way of examining the educational effectiveness of programs for the purpose of internally generated improvements, it must be done very carefully, keeping the points discussed in this chapter in mind.

The diagnostic potential of the programme was illustrated at NMSU in 1979. McClain et al. (1986) approaches which could be taken to improve the mathematical skills of their students. The recommendation became effective in 1979/1980 with the result that in each of the subsequent years, test results have shown improvement.
Taylor (1985) believes that there have been two important side effects of the introduction of the value-added programme. Faculties now take the view that 'students come first'. The emphasis has moved from attention to quantity to attention to both quantity and quality. It has allowed demonstrate to funding authorities and the general public that the education process is contributing value to individuals. If executed thoughtfully, value added-assistance has some potential for the improvement of instruction at the program level. It is much less appropriate or useful at the institutional level of analysis.

3. Knowledge state tests

A search of the literature was made, to determine how prior knowledge is measured. It is often measured by means of tests which have not been specifically developed for this purpose (Dochy, 1988). In addition, different sorts of prior knowledge have been measured. In developing our tests, we have tried to make a clear distinction between the different sorts of prior knowledge, and have developed a test for each individual sort: subject-specific knowledge state tests, an optimal requisite knowledge test (OR test) and a domain-specific knowledge state test.

3.1 Description of the PKS tests

A. Subject-specific prior knowledge state tests

The term 'subject-specific prior knowledge state test' is used in the study to identify a test which is of direct relevance for the material to be studied (in this case the study modules or blocks to be studied for the Economics and Finance course), or which is concerned with specific knowledge that is required, such as mathematics.

Four experts (economists) from the University of Limburg screened the items from the block tests of the UL to ascertain whether they were of direct relevance with regard to the aims of blocks 3 and 4 of the Economics and Finance course. In addition, the relevance of the selected items was assessed once more by an expert from the OU. Finally, a representative number of these items were collected together to form a test (in agreement with the projected aims).

The study was made with subject-specific prior knowledge state tests for the modules "The supply of goods: the costs" and "The supply of goods: producer behaviour and market forms". These tests each consisted of 12 items of the four-choice type. The choice was partially influenced by the possibility of converting the existing material (tests) to similar prior knowledge state tests. Obviously the subject-specific prior knowledge state test for economics examines what the student is already capable of and what he knows with regard to the course to be studied.

In addition, a prior knowledge state test for mathematics was constructed at VWO (pre-university science education) level. This test comprises 28 multiple-choice questions and is based on the self-test at beginners level in mathematics, the validity and reliability of which were studied by Dyck (1976).

B. Optimal requisite knowledge test

Prior knowledge, however, is much broader than knowledge of the content of a subject in the narrow sense. It also includes optimal requisite prior knowledge. This is the knowledge that a student must possess if he is to commence his course of study in optimal circumstances. The OR-PKS test was constructed by asking all of the general economists from the Economics Product Group and ten economists from the Economics Faculty of the University of Limburg to describe the optimal prior knowledge needed to study the above mentioned modules. In addition, they were asked to present concrete themes on this knowledge and to name articles and books where it is treated. On the basis of the answers, a test with 8 multiple-choice questions was constructed.

C. Domain-specific prior knowledge

It can be assumed that the learning process is also influenced by prior knowledge that is broader than strict subject-specific prior knowledge. For this reason, a domain-specific test was developed to cover the whole scientific field or study-material field. In this case with which we are concerned, the domain is economics. This test, which is aimed at the whole study-material domain, is set at the level which should be attained by the end
of the general first year university course. The heterogeneity of the test population (or student population) is so
great that a test at beginners level would not be able to bring to light all of the differences between the students.
After all, it can be assumed that students with years of experience in, for instance, the financial sector, or
students who have obtained other WO (higher education) or HBO (higher vocational education) diplomas will
have advanced further than the beginners level in certain areas, and may achieve a score approximating to the
final 'economist' level.
In other words, because some students have already gained a great deal of experience in a work environment or
have already attained a relatively high educational level, a test set at beginners level (final VWO level) would
not be able to measure some of the prior knowledge state.
The University of Limburg possesses a wealth of experience in constructing tests, especially tests associated
with attainment targets. Studies into the importance of these attainment target tests or progress tests for the first
study year at the University of Limburg have been carried out by Imbos (1982, 1989) and Wijnen (1984).
Wijnen constructed a first year attainment target test based on the p-values of the test questions. If an item had a
relatively high p-value, it was considered to be suitable for a first year test. The lower limit was set at .40 (PES
bulletin no. 68).
A representative random test was constructed of items selected from the item bank of the Economics Faculty of the University of Limburg, which is continually updated with validity and reliability data. The items in the data bank are classified in 9 subject areas, viz.:

a - reporting  
b - financing  
c - organization  
d - marketing  
e - macroeconomics  
f - microeconomics  
g - public finances  
h - international economic affairs  
i - behavioral and social sciences

The total random test comprised 154 items divided between the various subject areas; the distribution was as follows:

- a: 18 items  
- b: 18 items  
- c: 18 items  
- d: 18 items  
- e: 25 items  
- f: 25 items  
- g: 11 items  
- h: 11 items  
- i: 10 items

These categories correspond to an equal number of basic disciplines in economics. Each category contains 4 types of questions with different codes. The codes have the following meanings:

. A question number accompanied by an asterisk (*) indicates general economics or business economics at first year level.
. An underlined question number accompanied by an asterisk indicates a question with a quantitative economic accent at first year final level.
. An underlined question number without any accompanying symbol indicates a question with a quantitative economic accent at second year final level.
. A question number without any further accompaniment indicates a general economics or business economics question at second year level.

The test consists of simple and multiple questions. Each question or each part of a multiple question is preceded by a question number. Only that which comes after the question number must be assessed. The correctness of any text that precedes the question number (the so-called stem of the question) need not be assessed; it can be assumed that the information given in this text is correct within the context of the particular question. The question numbers for which each stem is relevant are indicated in the stem, in parentheses. Furthermore, the information in the stems from one and the same case is cumulatively valid.
An example from the domain-specific prior knowledge state test will make this clear:

The company currently uses four capital units.

1. y/?/false The total short-term variable-costs comparison is:
   \[ F_v = 0.0025 Q^2 + 4 \]
   where \( F_v \) represents the total variable costs.

2. y/?/false Based on the reported total variable-costs comparison (\( F_v = \ldots \)), the company will supply 400 units of the end product at an end product price of 2.

The result of the test is calculated by subtracting the number of incorrect answers from the number of correct answers, whereby question marks count as zero. In other words:

correct = +1, incorrect = -1, ? = 0.

C. Validity, usefulness and reliability of knowledge state tests

In order to obtain as practical, valid and thus reliable a test as possible, attention must first be paid to:
- validity and usefulness;
- reliability and feasibility aspects with regard to ecologically valid study and further implementation of the tests.

Validity and usefulness

For the content of a test to be valid, the test must comprise a number of questions related to clearly delineated aims and to a specific subject or domain. The more representative a random sample of the items is of the total number of possible items, the more valid is the test. Because the item bank of the University of Limburg is based on a thorough analysis of the programme of economics education, and has been built up by a large number of experts, a representative random sample of items from this data bank can certainly be claimed to be valid with regard to content. This means that the construction of the subject-specific PKS is balanced, and is constructed of items related to the aims contained in the study material.

As regards usefulness, it has already been described how care is given to the formulation and lay-out of the tests. When tests are being constructed, attention is paid to criteria such as efficiency, fairness and the time available.
Reliability and feasibility aspects of ecologically valid studies and possible further implementation of knowledge state tests

During the planning stage, great attention must be paid to aspects such as objectivity and test length, with a view to attaining as high a degree of reliability as possible.

In addition, the construction of the test will not be complete unless care is devoted to the distribution of true and false items. Here too, chance successes must be avoided. Earlier studies (Ebel, 1972; Grosse and Wright, 1985; Verwijnen, Imbos, Van Hessen and Wijnen, 1987) have demonstrated that questions with the answer key 'true' are answered correctly more often than questions with the answer key 'false'. This is of importance for the comparison of parallel tests. A significant difference in the distribution of true and false items will result in an built-in bias to one direction or the other (Imbos, 1989). There is no significant difference in the distribution of both sorts of items in our test.

In addition, the consistency of the test itself is only shown up by the analysis. We shall deal with this in more detail when we describe the analysis of the test.

With a view to the feasibility of using PKS tests in practical education situations, test construction manuals (De Groote and Van Naerssen, 1969; Ebel, 1972) draw attention to the sort of items and the number of items in a test.

If test analysis is to be quick and the method of answering the questions is to be simple, multiple-choice or true/false questions must be used.

In addition, it is recommended that the extent of the test be kept to a minimum. Only the extensive domain-specific knowledge state test would present problems in this connection, if it were to be generally introduced. Although there are sufficient good arguments to justify the length of this test, practical considerations may require it to be shortened. There are, however, sufficient possibilities for doing so.

If the representativeness of the selected items is not to be distorted, a well thought out method must be found. The random selection method, the method based on the actual answer percentages of students (Wijnen, 1984) or another method of selection based on expert opinions (Imbos, 1989) are some of the possibilities. From the point of view of study methodology, the method involving a choice based on content is conspicuous on account of the time consuming and laborious labour it involves. The p-value or empiric method is relatively easy, because a large student population is much easier to find than a large group of experts.

In this context, Imbos (1989) has compared the degree of difficulty of items selected on the basis of content and items selected by means of the empirical method. The criterion applied was that the number of selected items with high p-values must be equal to the number of questions selected by the experts.
In this comparative study, the average p-value that was taken as the lower limit in the first year was .17. According to Imbos (1989, personal communication), there is no significant difference between the two methods. The empirical method can therefore be used; furthermore it is to be recommended if the initial selection method was based on content (in our case the representative random sample from the content-valid item bank). In any case, Imbos's study showed that the degree of difficulty of items selected solely on the basis of the empirical method was intermediate between item groups selected by means of both methods and items that would be selected on the basis of content.

3.2. The domain-specific prior knowledge state of first year economics students

In October 1988, 994 economics students at the University of Limburg took the domain-specific test we had constructed. The results of the 536 first year students were analyzed in more detail. If we plot the global percentage scores of all year groups (corrected for incorrect scores), it can be seen that the prior knowledge state is represented by a rising line (Fig.1). The more difficult specialized items tend to depress the results of the third and fourth year students. If the specialized items are left out of consideration, the results of the starred and non-starred items can be plotted as a rising straight line (Fig.2).

Fig.1: Domain-specific prior knowledge state test for all year groups (with specialized items)
The item analysis of the domain-specific prior knowledge state test (see Appendix 1) gives information about the test and about the level of the students with regard to the whole domain and to sub-domains. The discrimination index indicates that all items differentiate to a lesser or moderate degree (mostly between .10 and .40) The R, t values (R-tot) are fairly low, which may indicate that the group was relatively homogeneous. The reliability of the test as a whole is .71, which is acceptable. Consideration must be given to the question of whether to scrap items that exhibit negative correlation with the total, certainly if they are found to give the same results with mature students.

The student population of the Open University can be expected to be more heterogeneous, so that higher R-tot values should be obtained. In addition, consideration must be given to the question of whether items that exhibit negative correlation should be retained.

The domain-specific knowledge state of the 536 first year students is represented in Fig. 3. The students scored higher on non-starred items than on starred items, except in the sub-domains microeconomics, macroeconomics, and behavioral and social sciences.
Fig. 3: The domain-specific knowledge state of first year students, according to starred and non-starred items.

The domain-specific prior knowledge state profile of the average student is represented in Fig. 4. This can be used to determine individual deviations.

Fig. 4: Domain-specific prior knowledge state profile of the average student.
Furthermore, the average prior knowledge state profiles for each sub-domain give an indication of the students' behaviour (Fig.5). The knowledge state profiles for the other sub-domains are given in the Appendix. These profiles enable comparisons to be made between groups of students. Later studies can determine whether the profiles of students with good academic results differ from those of other (poorer) students. In addition, comparison with these profiles can give an indication of students' behaviour in the sub-domains.

![Average prior knowledge state profile for the sub-domain 'macroeconomics'](image)

**Fig.5:** Average prior knowledge state profile for the sub-domain 'macroeconomics'

3.3 Further use of domain-specific prior knowledge state tests and knowledge-state profiles

A future study will be carried out to determine the domain-specific knowledge state and the knowledge state profile of Open University students and to compare them with the states and profiles already obtained. The question of whether the knowledge state and the profiles can yield more information on education and its results with regard to students in an open, modular education system. Finally, attention will be directed towards the consistency of the tests and the comparability of the items. The validity of the tests has been considered primarily in this report.
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