A set of procedures is described for constructing an assessment network composed of a connected system of rater and writing task banks within the context of large-scale assessments of written composition. The calibration of the assessment tasks and the measurement of individuals are viewed as separate, although complementary, activities. The writing task bank is a calibrated set of prompts with content and measurement characteristics that have been systematically examined and cataloged. A rater bank is a calibrated set of judges whose measurement characteristics have also been systematically examined and cataloged. In large scale assessment, these ideas are extended to networks, with the network being a calibrated measurement system of rater and task banks. The first section of the paper describes an extended version of the Rasch model, the FACETS model, that can be used to construct a consistent and coherent assessment network. The next section presents illustrative data collection designs that may be used to calibrate an assessment network. Three tables and two figures illustrate the discussion. (Contains 22 references.) (SLD)
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CONSTRUCTING RATER AND WRITING TASK BANKS FOR THE ASSESSMENT OF WRITTEN COMPOSITION

The purpose of this paper is to describe a set of procedures for constructing an assessment network composed of a connected system of rater and writing task banks within the context of large-scale assessments of written composition. The ideas presented here grew out of our work on the development of a large-scale assessment program for the measurement of writing competence within the context of a high school graduation test. One of the major goals of this work has been to develop a calibrated set of raters and writing tasks that can be used for the objective measurement of writing competence. In order to accomplish this goal, we have focused on meeting the requirements of objective measurement within the framework of the Rasch model (Engelhard, 1992; 1994). We have found it useful to view the calibration of the assessment tasks and the measurement of individuals as separate, although complementary, activities. This approach is congruent with accepted measurement practices; typically, measurement practitioners first calibrate their instruments, and then administer these instruments along with appropriate checks on whether or not each examinee is being assessed objectively and fairly. An assessment network depends in a fundamental way on the measurement model selected, as well as the data collection design used to calibrate the facets of the assessment network.

In a series of papers, Choppin (1968, 1978, 1982) described how item banks can be used to contribute to the improvement of measurement. Choppin defines an item bank as follows:

"The term 'item bank' should be understood to mean a collection of test items organised and catalogued in a similar way to books in a library. This organising and cataloguing takes account of the content of the test item and also its measurement characteristics (such as difficulty, reliability, validity, etc.). Such items can be readily grouped into tests which will then be properly defined and calibrated measuring instruments" (Choppin, 1978, p. 1).

Based on this definition of item banks, a writing task bank can be defined as a calibrated set of prompts whose content and measurement characteristics have been systematically examined and cataloged. In a similar fashion, a rater bank can be defined as a calibrated set of judges whose measurement characteristics have been systematically examined and cataloged. In large-scale performance assessments, it useful to extend this idea to include networks (Engelhard & Osberg, 1983) with an assessment network defined as a calibrated measurement system composed of rater and writing task banks. In the language of ANOVA, the crossing of the rater and writing task banks yields an assessment network that is composed of a variety of assessment components; each assessment component yields an assessment opportunity for an examinee to obtain an observed rating or score. This paper builds upon and extends the idea of item banks to include both writing task and rater banks, as well as the construction of an assessment network composed of a coherent set of banks. In terms of the classification system for linking procedures proposed by Mislevy (1992), the procedures described in this paper reflect calibration more closely than equating.

In the first section of this paper, an extended version of the Rasch model is described that can be used to construct a consistent and coherent assessment network. In the next section, illustrative data collection designs that may be used to calibrate an assessment network are described.
A FACETS MODEL FOR WRITING ASSESSMENT

The general model for the assessment of written composition that guides this paper is presented in Figure 1. Ideally, writing competence should be the major variable affecting the observed rating.

Insert Figure 1 about here

In practice, when the measurement of writing competence is based directly on student compositions, there are a variety of factors, such as rater and writing task characteristics, that may be viewed as intervening variables. The assessment process should minimize, as much as possible, the effects of these intervening variables on the estimates of writing competence. The situation becomes even more complex when different students are rated by different raters who may vary in severity, and also when different students respond to different writing tasks that may vary in difficulty. The development of rater and writing task banks provides the opportunity to statistically adjust for these differences that may appear when students are not rated by all of the raters on all of the writing tasks, and to obtain fairer and more objective estimates of student competence in writing.

The procedures described here for constructing an assessment network composed of rater and writing task banks are based on a multifaceted version of the Rasch measurement (FACETS) model for ordered response categories developed by Linacre (1989). The FACETS model is an extended version of the Rasch measurement model (Andrich, 1988; Rasch, 1980; Wright & Masters, 1982). In essence, the FACETS model is an additive linear model based on a logistic transformation of the observed ratings to a logit scale. Using the terminology of regression analysis, the dependent variable is the logistic transformation of ratios of successive category probabilities (log odds), and the independent variables are the facets. For example, if writing competence was measured with several writing tasks with the compositions rated as pass or fail, then an appropriate Rasch model for this dichotomous data can be written as follows:

\[
\ln \left( \frac{P_{n1}}{P_{n0}} \right) = \beta_n - \delta_i
\]

where
- \( P_{n1} \) = probability of student \( n \) passing (\( x=1 \)) on writing task \( i \)
- \( P_{n0} \) = probability of student \( n \) failing (\( x=0 \)) on writing task \( i \)
- \( \beta_n \) = Writing competence of student \( n \)
- \( \delta_i \) = Difficulty of writing task \( i \).

This model has two facets -- student competence and writing task difficulty. This form of the model can be easily extended to deal with rating scale data and multiple facets. The three-facet model (student competence, writing task difficulty, and judge severity) with four rating categories (0, ..., 3) used in this paper can be written as follows:

\[
\ln \left( \frac{P_{nijk}}{P_{nijk-1}} \right) = \beta_n - \delta_i - \lambda_j - \kappa_k
\]

(1)

where
- \( P_{nijk} \) = probability of student \( n \) being rated \( k \) on writing task \( i \) by rater \( j \)
- \( P_{nijk-1} \) = probability of student \( n \) being rated \( k-1 \) on writing task \( i \) by rater \( j \)
- \( \beta_n \) = Writing competence of student \( n \)
- \( \delta_i \) = Difficulty of writing task \( i \)
- \( \lambda_j \) = Severity of rater \( j \)
The rating scale parameter, \( \kappa_k \), which reflects the structure of the four-category rating scale used in this paper is not labelled as a facet in the model.

The FACETS model is a unidimensional model with a single student competence facet, and a collection of other assessment facets, such as writing task and raters. The crossing of these assessment facets defines a set of assessment components that yield multiple ratings for each student. For example, if students responded to two writing tasks and the compositions were rated by three raters, then the assessment network would consist of six assessment components with six observed ratings for each student. The FACETS model is appropriate if the intent of the assessment developers is to sum the ratings from the assessment components in order to produce a total score. As with other Rasch measurement models, the basic assumption of the FACETS model is "that the set of people to be measured, and the set of tasks (items) used to measure them, can each be uniquely ordered in terms respectively of their competence and difficulty" (Choppin, 1987, p. 111). If the data fit the model and this unique ordering is realized, then a variety of desirable measurement characteristics can be attained. Some of these measurement characteristics are (1) separability of parameters with sufficient statistics for estimating these parameters, (2) invariant estimates of student competence, rater severity and writing task difficulty (this reflects the property of "specific objectivity in Rasch's terminology), and (3) equal-interval scales for the measures. Another way to think about the construction of an assessment network with the FACETS model is to view it as an "equating model" with the raters and writing tasks viewed as analogous to test forms that may vary in difficulty; if different students are rated by different raters on different writing tasks, then it may be necessary to "equate" or statistically adjust for differences in rater severity and writing task difficulty.

Based on the FACETS model presented in Equation 1, the probability of student \( n \) with competence \( \beta_n \), obtaining a rating of \( x \) \((x = 0, 1, \ldots, m)\) on writing task \( \delta_i \) from rater \( \lambda_j \) with category step difficulty of \( \tau_s \) is given as

\[
\pi_{nij0} = \frac{1}{1 + \sum_{k=1}^{m} \exp \left[ k \left( \beta_n - \delta_i - \lambda_j \right) - \sum_{s=1}^{k} \tau_s \right]}
\]

for \( x = 0 \), and

\[
\pi_{nij x} = \frac{\exp \left[ x \left( \beta_n - \delta_i - \lambda_j \right) - \sum_{s=1}^{x} \tau_s \right]}{1 + \sum_{k=1}^{m} \exp \left[ k \left( \beta_n - \delta_i - \lambda_j \right) - \sum_{s=1}^{k} \tau_s \right]}
\]

for \( x = 1, \ldots, m \).
Linacre (1989) provides a detailed description of the FACETS model, as well as procedures for estimating the parameters of the model. The fit of rating scale data to the FACETS model can be examined in various ways; Wright and Masters (1982) and Wright and Stone (1979) should be consulted for detailed descriptions of the standardized residuals, the INFIT and OUTFIT statistics, and the reliability of separation index.

DESCRIPTION OF THE DESIGNS

There are a variety of data collection designs that can be used to calibrate raters and writing-tasks. In this section, a set of representative designs are described that can be used to illustrate many of the data collection issues that need to be considered in the construction of rater and writing task banks. A complete cataloging of all designs is beyond the scope of this paper. As much as possible, an attempt has been made to construct a bridge between the widely accepted language used with equating traditional multiple-choice tests with several forms (Andrich, 1988; Petersen, Kolen, & Hoover, 1989), and the language used with calibrating IRT models, such as the Rasch model (Hambleton, Swaminathan, & Rogers, 1991; Linacre, 1989; Wright & Stone, 1979). The measurement situation used to illustrate the designs is based on two writing tasks, three raters, and ten examinees; the extensions of these designs and basic principles to assessment networks with more than three facets are straightforward. Of course, operational designs for calibrating writing tasks and raters would be based on many more examinees and usually more raters. In essence, examinees can be viewed as replications within each cell of the design, and increasing the number of examinees within a cell would result in a concomitant decrease in the standard error for any estimates that included that cell. There are three general categories of designs that can be used for linking together assessment components into a consistent and coherent network. These categories are complete, incomplete, and non-linked assessment networks.

Before describing the designs, it is useful to define more clearly a few of the terms. **Facets** are defined as the separate dimensions that are used in the assessment network. Within the language of the analysis of variance, facets are similar to factors. Facets are composed of individual **elements** that vary in difficulty, and the difficulty of an element defines its location on the latent variable that the assessment network is designed to measure. For example, each writing task is an element within the writing-task facet, and each rater is an element within the rater facet. It should also be noted that the examinee is considered a facet in this model, while in Generalizability Theory examinees are not considered a “facet” (Shavelson and Webb, 1991). When rater and writing task facets are crossed, then the cells within the design are called **assessment components**; each assessment component yields an assessment opportunity for the examinee to obtain a observed rating that depends on the difficulty of the elements from each facet that combine to define that cell. The assessment components obtained from a crossing of several facets combine to define an overall **assessment network**.

**Complete assessment networks** consist of completely crossed designs with examinees having observed scores on all of the assessment components. Examples of these designs are shown in Table 1. These completely crossed designs are the simplest data collection designs. Since all of the examinees have observed scores from all of the assessment components, the writing competence of the examinee is not confounded with the calibration of the assessment components. The connectedness of complete assessment networks can be presented graphically as shown in the first column of Figure 2.
The circles represent the assessment components, and the lines indicate that examinee data is available that provides for the direct estimation of a link between all of the assessment components included in the overall assessment network. In practice, it would be desirable to randomize the order of presentation of the writing tasks to the examinees; this would help to minimize the effects of extraneous factors, such as learning, fatigue and practice. Context effects may also influence the rating behavior of the raters, and the order of the presentation of the compositions to the raters should also be randomized. The number of assessment components for the Two-Facet Designs (task x examinee and rater x examinee) match the number of elements (tasks or raters) in the design. For the Three-Facet Design, the number of assessment components reflects the product of the number of raters times the number of writing tasks \((3 \times 2 = 6)\). These designs for constructing complete assessment networks are essentially generalizations of the Single-Group and Counterbalanced Random Groups Designs described by Petersen, Kolen, and Hoover (1989).

Incomplete assessment networks consist of designs in which examinees do not have scores on all of the assessment components, and systematic links have to be created in order to yield a connected network of assessment components. When developing a calibrated assessment network, there are a variety of practical considerations that rule out the construction of complete assessment networks. Carefully designed incomplete assessment networks can be used to obtain reliable and valid links both within and between facets that are less costly in terms of examinee time and rater \(\times\) variables. Examples of these types of designs are shown in Table 2.

For two-facet designs (task x examinee or rater x examinee), it is possible to calibrate each facet through common examinees or through an anchor facet (anchor tasks or anchor raters). The number of assessment components and the number of observed ratings obtained for each examinee are not the same in an incomplete assessment network. The connectedness of incomplete assessment networks can be presented graphically as shown in the second column of Figure 2. For incomplete assessment networks, all of the assessment components are linked together, although there are fewer links. The construction of connected incomplete assessment networks is extremely complex, and there are many choices for acceptable designs. In fact, if it is recognized that the data collection designs used to construct incomplete assessment networks are examples of Balanced Incomplete Block (BIB) and Partially Balanced Incomplete Block (PBIB) designs with block sizes of at least two, then there are a plethora of designs that can be considered (John, 1980; Kirk, 1968). BIB and PBIB designs make it possible to estimate “main effects,” but the situation becomes more complicated when bias analyses and differential facet functioning based on interactions among the facets need to be explored. If systematic links are not built into the data collection design, then non-linked assessment networks may result; Weeks and Williams (1964) have described a straightforward procedure for identifying linked assessment networks, and this procedure is used in the FACETS computer program to check for connectedness (Linacre & Wright, 1992). Many of these issues also appear in the literature on paired comparisons (David, 1988). These designs reflect generalizations of the Anchor-Test Designs described in Petersen, Kolen, and Hoover (1989).

Non-linked assessment networks consist of designs in which examinees do not have scores on all of the assessment components, and there are no systematic links among the assessment components.
components. Examples of these types of designs are shown in Table 3.

Insert Table 3 about here

The lack of connectedness in non-linked assessment networks can be presented graphically as shown in the third column of Figure 2. These designs lead to assessment networks that break into two or more disconnected networks of assessment components that depend on the nesting structure of the data collection design. These designs have many weaknesses, and some measurement professionals might even question including these designs or even calling them “networks.” The quality of the network depends on how well the “equivalent” groups have been defined. In the language of the analysis of variance, the examinees or other facets of the assessment network are nested within other facets. This nesting makes it impossible to directly calibrate the assessment components, and additional assumptions are required to connect the disconnected assessment components. For example, if the writing tasks are not directly linked, then it is not possible to directly eliminate the potential influences of the particular examinees used to calibrate the assessment network. These designs for constructing non-linked assessment networks are essentially generalizations of the Equivalent Groups Designs described by Petersen, Kolen, and Hoover (1989).

DISCUSSION

Item banks have provided a framework for solving a variety of measurement problems (Wright & Bell, 1984). As the number of direct assessments of writing competence increases, it is likely that rater and writing task banks that combine to form coherent and consistent assessment networks can provide a similar framework for improving measurement practice for this type of performance assessment. Our work on rater and writing task banks has been guided by the view that it is necessary to develop a systematic set of procedures and data collections designs which will provide as much control as possible over the quality of the data collected, as well as meet the requirements of objective measurement within the framework of Rasch measurement. In order to achieve objective and fair measurement, it is necessary to develop invariant calibrations of the facets of the overall assessment network. The calibrations of rater severity and writing task difficulty should be sample-invariant, and therefore not depend upon the particular examinees used to obtain these calibrations.
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Table 1

Illustrative Data Collection Designs with Complete Assessment Networks

<table>
<thead>
<tr>
<th>Assessment Component</th>
<th>Rater</th>
<th>Task</th>
<th>Examinee</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1. Two-Facet Design (task x examinee)</td>
<td></td>
<td>1</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>✓</td>
</tr>
<tr>
<td>2. Two-Facet Design (rater x examinee)</td>
<td></td>
<td>1</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>✓</td>
</tr>
<tr>
<td>3. Three-Facet Design (rater x task x examinee)</td>
<td></td>
<td>1</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>✓</td>
</tr>
</tbody>
</table>

Note. These designs are essentially generalizations of Single-Group Designs (Petersen, Kolen, & Hoover, 1989). Even though the designs are represented here with 10 examinees, operational designs would require more examinees. A ✓ indicates that a rating is obtained for the examinee on this assessment component; otherwise a rating is not obtained.
Table 2

Illustrative Data Collection Designs with Incomplete Assessment Networks

<table>
<thead>
<tr>
<th>Assessment Component</th>
<th>Rater Task</th>
<th>Examinee</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>1. Two-Facet with Common-Examinee Design (task x examinee)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2. Two-Facet with Anchor-Rater Design (rater x examinee)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3. Three-Facet with Anchor-Rater Design (rater x task x examinee)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Note. These designs are essentially generalizations of Anchor-Test Designs (Petersen, Kolen, & Hoover, 1989). Even though the designs are represented here with 10 examinees, operational designs would require more examinees. A ✓ indicates that a rating is obtained for the examinee on this assessment component; otherwise a rating is not obtained.
Table 3

Illustrative Data Collection Designs with Non-linked Assessment Networks

| Assessment Component | Rater Task | Examinee | | | | | | | | |
|----------------------|------------|----------|----------|----------|----------|----------|----------|----------|
|                      | 1 2 3 4 5 6 7 8 9 10 |          |          |          |          |          |          |          |

1. **Two-Facet Design** (examinee:task)

   - 1: Rater 1, Task 1
   - 2: Rater 2, Task 2

2. **Two-Facet Design** (examinee:rater)

   - 1: Rater 1, Examinee 1
   - 2: Rater 2, Examinee 2
   - 3: Rater 3, Examinee 3

3. **Three-Facet Design** (rater x examinee:task)

   - 1: Rater 1, Examinee 1, Task 1
   - 2: Rater 2, Examinee 2, Task 2
   - 3: Rater 3, Examinee 3, Task 3
   - 4: Rater 1, Examinee 2, Task 2
   - 5: Rater 2, Examinee 3, Task 3
   - 6: Rater 3, Examinee 1, Task 2

**Note.** These designs are essentially generalizations of Equivalent-Groups Designs (Petersen, Kolen, & Hoover, 1989). Even though the designs are represented here with 10 examinees, operational designs would require more examinees. A √ indicates that a rating is obtained for the examinee on this assessment component; otherwise a rating is not obtained.
Intervening Variables

Figure 1
Measurement model for the assessment of writing competence
Figure 2 Diagrams of Data Collection Designs