The present paper discusses criticisms of statistical significance testing from both historical and contemporary perspectives. Statistical significance testing is greatly influenced by sample size and often results in meaningless information being over-reported. Variance-accounted-for-effect sizes are presented as an alternative to statistical significance testing. A review of the "Journal of Clinical Psychology" (1993) reveals a continued reliance on statistical significance testing on the part of researchers. Finally, scatterplots and correlation coefficients are presented to illustrate the lack of linear relationship between sample size and effect size. Two figures are included. (Contains 24 references.) (Author)
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Abstract

The present paper discusses common criticisms of statistical significance testing from both historical and contemporary perspectives. Statistical significance testing is greatly influenced by sample size and often results in meaningless information being over-reported. Variance-accounted-for effect sizes are presented as an alternative to statistical significance testing. A review of the Journal of Clinical Psychology (1993) reveals a continued reliance on statistical significance testing on the part of researchers. Finally, scatterplots and correlation coefficients are presented to illustrate the lack of linear relationship between sample size and effect size.
Effect Size

Effect Size as an Alternative to Statistical Significance Testing

Historically, the use of statistical significance testing for interpreting research results has generated considerable debate (Bakan, 1966; Carver, 1978, 1993; Huberty, 1987, 1993; Thompson, 1988, 1989a, 1989b, 1994). Articles on the limits of statistical significance testing have appeared in the American Psychologist (Cohen, 1990, 1994; Kupfersmid, 1988; Rosenthal, 1991; Rosnow & Rosenthal, 1989), the Journal of Consulting and Clinical Psychology (Meehl, 1978), and the Journal of Counseling Psychology (Atkinson, Furlong, & Wampold, 1982; Fagley & McKinney, 1983). In addition, the entire Summer, 1993, issue of the Journal of Experimental Education (Thompson, 1993) addresses issues related to statistical significance testing, effect sizes, and replicability in empirical research. The purposes of the present paper are to elaborate criticisms of the over-reliance on statistical significance testing and to present alternatives that may successfully augment the evaluation of statistical significance testing in psychological research.

It is indeed disturbing to take note of the published research that continues to rely so much on statistical significance testing. In his latest article on the limitations of statistical significance testing, Cohen (1994) writes,

After 'decades of severe criticism, the ritual of null hypothesis significance testing--mechanical dichotomous decisions around a sacred .05 criterion--still persists.
I argue herein that null hypothesis significance testing has not only failed to support the advance of psychology as a science but also has seriously impeded it. (p. 997)

Similarly, Bakan (1966) states, "... the test of significance does not provide the information concerning psychological phenomena characteristically attributed to it; and that, furthermore, a great deal of mischief has been associated with its use" (p. 423). Statistical significance testing has been repeatedly criticized for its over-reliance on sample size and inability to detect meaningful results.

Researchers who have had the experience of working with large samples soon realize that virtually all null hypotheses will be rejected at some sample size, since "... the null hypothesis, taken literally, is always false" (Meehl, 1978, p. 822). Literally, statistical significance can be "achieved" at some given sample size; it simply becomes a matter of obtaining enough subjects. As Thompson (1992) remarks,

Statistical significance testing can involve a tautological logic in which tired researchers, having collected data from hundreds of subjects, then conduct a statistical test to evaluate whether there were a lot of subjects, which the researchers already know, because they collected all the data and know they're tired. (p. 435)

In regard to the meaningfulness of results, the reliance on statistical significance testing has resulted in researchers
conducting $t$-tests and discarding $t$-values that do not meet the conventional level of statistical significance; in fact, the .05 level of significance has become somewhat of an arbitrary gatekeeper to scientific knowledge. Results not meeting this criteria are viewed as being trivial or unimportant (Greenwald, 1975). Rosnow and Rosenthal state (1989), "... surely God loves the .06 nearly as much as the .05. Can there be any doubt that God views the strength of evidence for or against the null as a fairly continuous function of the magnitude of $p$?" (p. 1277).

It seems that this dichotomous decision-making grew from Fisher's use of statistical significance testing in making decisions related to agriculture (e.g., whether to plant a crop of wheat or use manure to fertilize). In fact, many researchers cite Fisher as supporting an alpha of .05 as the criterion for statistical significance. It is interesting to note that Fisher did not set a fixed level of significance and called for researchers to evaluate individual cases in reference to data and theory (Huberty, 1993).

Clearly, this mechanistic, clear-cut (relatively mindless) method of making decisions offered a feeling of "scientific" objectivity that researchers found appealing (Cohen, 1990). Unfortunately, the cost for this "objectivity" is meaningful (although not statistically significant) information being under-reported and meaningless (statistically significant) information being over-reported.
One alternative to statistical significance testing is the use of variance-accounted-for effect sizes. These statistics are applicable because all conventional parametric analyses (e.g., t-tests, ANOVA, ANCOVA, regression) are correlational in nature or special cases of canonical correlation analysis (Knapp, 1978). Effect sizes allow the researcher to evaluate common variance shared between variables; in other words, how much of the variance in A can be explained by B? Unlike measures of statistical significance, "corrected" shared variance statistics (Snyder & Lawson, 1993) are not influenced by sample size thus allowing the researcher to form a clearer understanding of the relationships present in the data (Craig, Eison, & Metze, 1976; Thompson, 1989a).

Because effect sizes are correlational in nature, they capitalize on all variance available in the sample data, including sampling error. Sampling error by its very nature is variance that is unique to a given sample and does not occur at all in the population. An uncorrected effect size such as $\eta^2$ may have a positive bias in representing shared variance due to capitalizing on sampling error. Corrected effect sizes such as $\omega^2$ (Hays, 1973) and the Wherry formula (Wherry, 1931) adjust for the proportion of variance that is due to sampling error. Conceptually, a corrected effect size can equal but not exceed the magnitude of an uncorrected effect size (e.g., $\omega^2 \leq \eta^2$). For a review on the implications of using corrected and
uncorrected effect sizes, the reader is referred to Snyder and Lawson (1993).

The recently published edition of the *Publication Manual of the American Psychological Association* (1994) contains a section outlining the use of statistical significance testing in published research. Suggestions are made to report the exact probability (p) values of the computed test statistic; most statistical computer packages report these values. In addition, the term, "statistically", is used in conjunction with the term, "significant", to denote statistical significance testing; many researchers use only the term, "significant", in reporting statistically significant findings thus leading the reader to the erroneous conclusion that "significant" results are meaningful (Carver, 1993). The manual (APA, 1994) gives the following example, "The effect of age was not statistically significant, $F(1, 123) = 2.45, p = .12$" (p. 17).

In regard to reporting effect sizes in published research, the manual states:

Neither of the two types of probability values reflects the importance or magnitude of an effect because both depend on sample size. You can estimate the magnitude of an effect with a number of measures that do not depend on sample size. . . . You are encouraged to report effect-size information. (APA, 1994, p. 18)

It seems that the new *Publication Manual of the American Psychological Association* may prove instrumental in encouraging
researchers to report effect sizes in published research. The present paper evaluates published research using the above mentioned criteria for the *Journal of Clinical Psychology* (1993). Corrected and uncorrected effect sizes are computed for both $t$ and $F$ statistics along a varying range of sample sizes and statistical significance levels.

**Method**

**Sample**

One-hundred-thirteen articles from the *Journal of Clinical Psychology* for the year 1993 were examined. Fifty-four (48%) of these articles contained either $F$ and/or $t$ values. One-hundred-twenty-eight test statistics were obtained. Thirty-three $t$ values from independent $t$-tests and 48 $F$ values from one-way ANOVA procedures were used to calculate effect sizes.

**Procedure**

Information related to reported test statistic, statistical analysis, sample size, reported effect size, $p$-calculated value, and degrees of freedom were obtained from 54 articles reporting either an $F$ or $t$ value. Where available, 2 $F$ values and 2 $t$ values were obtained from each article; care was taken to obtain one test statistic with the highest $p$-calculated value (e.g., $p = .50$) and the other test statistic with the lowest $p$-calculated value (e.g., $p = .0001$). In the optimal case, each article yielded 2 $F$ values and 2 $t$ values with varying $p$-calculated values. All test statistics (i.e., $F$'s and $t$'s) meeting these criteria were noted and examined.
For heuristic purposes, 33 $t$ values from independent $t$-tests and 48 $F$ values from one-way ANOVAs were used to compute both corrected ($\omega^2$) and uncorrected ($\eta^2$) effect sizes. Examples from independent $t$-tests and one-way ANOVA's were used to make application of effect size formulas more straightforward. In addition, some test statistics were not used due to ambiguous or missing information (e.g., sample size, degrees of freedom, etc.). Scatterplots were used to visually illustrate the relationship between corrected and uncorrected effect sizes and sample size.

Results

Of the 128 test statistics examined, 9 (7%) were reported with effect sizes. Effect sizes were reported in 5 out of 54 articles (9%). Of the 54 articles reviewed, 44 (81%) used the term "significant", 7 (13%) used both the terms "significant" and "statistically significant", and 3 (6%) used the term "statistically significant" in reporting statistical significance.

Figure 1 presents a scatterplot for corrected effect size (Snyder & Lawson, 1993) and sample size. Figure 2 presents a scatterplot for uncorrected effect size and sample size. The correlation between corrected effect size and sample size was $-0.1007$. The correlation between uncorrected effect size and sample size was $-0.1189$. 
Discussion

In reviewing the articles, it appears that these researchers continue to rely heavily on statistical significance testing in evaluating research results. Unfortunately, only 5 researchers reported effect size information in their studies. In addition, the majority of articles (81%) referred to these statistically significant results as being "significant", thus implying that the results were meaningful. Carver (1993) emphasizes, "There is no good excuse for saying that a statistically significant result is significant because this language erroneously suggests to many readers that the result is automatically large, important, and substantial" (p. 288). One wonders if such language is responsible for perpetuating the myth of statistical significance testing.

The scatterplots presented in Figures 1 and 2 visually illustrate the lack of linear relationship between sample size and effect size for both corrected and uncorrected effect sizes. In addition, the correlation coefficients ($r = -0.1007$, $r = -0.1189$) for effect size (corrected, uncorrected) and sample size also represent the lack of relationship between effect size and sample size. Effect sizes offer a clearer picture of relationships present in the data; these indices are not clouded by sample size like statistics generated from statistical significance testing. Indeed, it is discouraging that only 5 researchers in the articles presented this information. Fagley and McKinney (1983) stated, "We feel that an understanding and
use of indices of effect size would prevent statistical tests from being misinterpreted as indicators of importance" (p. 299). Certainly, psychological research such as that reviewed in this paper could be better interpreted by the use of effect sizes.

In summary, the present paper discussed common criticisms of statistical significance testing from both historical and contemporary perspectives. Variance-accounted-for effect sizes were presented as an alternative to statistical significance testing. A review of published research in a psychological journal revealed a continued reliance on statistical significance testing on the part of researchers. Finally, scatterplots and correlation coefficients were used to illustrate the lack of linear relationship between sample size and effect size.
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Figure Captions

Figure 1. Scatterplot of sample size and corrected effect size (omega$^2$) using 81 cases.

Figure 2. Scatterplot of sample size and uncorrected effect size (eta$^2$) using 81 cases.
Note. YHAT = 417.53 - (647.51 * corrected effect size);
\[ r = -0.1007. \]
Note. \( \text{YHAT} = 442.73 - (758.39 \times \text{uncorrected effect size}); \)
\( \tau = -0.1189. \)