A person's obtained score on a test provides an estimate of the individual's "true" score on that test. The obtained score is considered to have two parts, the true component and the error component. Classical test theory assumes that obtained scores for an individual over multiple administrations of the same test will lie symmetrically around the individual's true score. Confidence intervals can be used to determine the range within which the true score is apt to fall and to identify a second critical score when cut scores are used. To determine the upper and lower limits of a confidence interval, the standard error of measurement is multiplied by a number depending on the level of confidence needed for the situation. Multipliers come from a normal distribution based on the percentage of the total area under the normal curve between various standard deviations above and below the mean. How confidence intervals can be used to assess change, and when they should and should not be used, are discussed. (Contains 7 references.) (SLD)
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A person’s obtained score on a test provides an estimate of an individual’s “true” score on that test. The obtained score is considered to have two parts: the “true” component and the error component (Gulliksen, 1950). The “true” component is a hypothetical score that represents an assessment result which is entirely free of error. It can be thought of as the average score of an infinite series of the same (or an equivalent) test, but without practice effect or any change in the person taking the tests across the series of administrations. “The error score is that part of the obtained score which is unsystematic, random, and due to chance. It is the accumulated effects of all uncontrolled and unspecified influencing factors included in the test score.” (Harvill, 1991, p. 33)

Examples of such factors that contribute to error score are lack of reliability in the test, variability in administrative procedures or settings across test administrations, the limited sampling of an individual’s knowledge or skills in the area being tested, and interaction of such factors (Wheeler and Haertel, 1993). Classical test theory assumes that the obtained scores for an individual over multiple administrations of the same test (assuming no practice effect and no change in that individual on the attributes being tested) will lie symmetrically around that individual’s “true” score, in which case the error scores will also be symmetrically distributed and will have an average of zero (Traub and Rowley, 1991).

Although it is not feasible to determine an individual’s “true” score, we can use confidence intervals to determine the range, or interval, within which the true score is apt to fall. Confidence intervals allow us to make statements such as, “It is likely that this job applicant’s true score falls between 148 and 156;” or “Since the confidence intervals for your student’s fall and spring test scores overlap, we cannot say for certain that he has shown any improvement in his math problem solving skills.”

When test users rely on specific cut scores to make decisions about individuals or to advise them on educational and career alternatives, they should consider the confidence interval (or score band). This practice will reduce the possibilities of false negatives.
(failing a person whose true score is above the cut score) and false positives (passing a person whose true score is below the cut score). The consequences of false negatives are that individuals may not be given opportunities at which they could succeed, or they may be placed in a less challenging (and possibly boring) educational program or job. In the case of false positives, persons may endanger others (especially for licensing decisions), or waste time and resources in an educational program or job at which their chances of success are low.

If a program is using a cut score, a second critical score can be established, using confidence intervals. This would identify those persons whose test scores are between the cut score and this critical score (i.e., in the "uncertain" category, as described by Livingston and Zieky, 1982) and who are the potential false negatives or false positives. They might be retested with a parallel form of the test, or possibly with an easier level of the test, in order to obtain more information about that person's knowledge and skills in the areas being tested. Because of the benefit of practice effect, one might average the two scores (using scaled scores, not raw scores, since the person probably took another form or level). Or one might give the person the benefit of the doubt and go with the higher score. Such decisions should be made carefully, depending on the potential consequences of such decisions. Test users should always consider additional information to support any decisions made using test scores.

Computing the Limits of the Confidence Interval

To determine the upper and lower limits of a confidence interval, we multiply the standard error of measurement (SEM) by a number, depending upon the level of confidence needed for the situation. The SEM is the estimated standard deviation of the distribution of the error scores (i.e., the differences between the obtained score and the true scores).

The multipliers come from a normal distribution, based on the percentage of the total area under the normal curve between various standards deviations above and below the mean. For example, 68% of the total area is between one standard deviation below and one standard deviation above the mean. Therefore, a confidence level of 68% has a multiplier of 1.00. The multipliers for five levels of confidence are provided below:
The resulting number is added to and subtracted from the obtained score to determine the upper and lower limits, respectively, of the confidence interval. For example, if a person had an obtained score of 32 on a test with an SEM of 2.3, for a confidence level of 90%, 2.3 is multiplied by 1.65. This results in the number 3.8, which rounds off to 4. The confidence interval in this case is defined by 32 ± 4, or 28 to 36. This means that we can infer, with 90% likelihood, that this person’s true score falls within this interval. At this level of confidence, 10% of the confidence intervals computed from an individual’s obtained score would not include that individual’s true score (Feldt and Brennan, 1989).

Confidence intervals are computed using raw scores or scaled scores, depending on whether the SEM is expressed in raw or scaled score units. SEM values vary for scores at different points of the distribution. Therefore, test publishers sometimes provide estimated SEM values for several score levels. If this is the case, the test user should select the SEM value for the score closest to the individual’s obtained score rather than the SEM for the total test. “Using the SEM calculated for the total test score range may mask or enhance some score differences depending upon where they occur within the score range” (Harvill, 1991, p. 38). For example, a case with a pretest/posttest score difference of 6 may not show overlapping confidence intervals if the scores are near the middle of the distribution, but may if those scores are either very high or very low. This practice of using different SEM values for different individuals also applies when estimated SEM values are provided for various types of examinees (e.g., college-bound versus non-college-bound students; engineering majors versus liberal arts majors).

Percentile bands are one frequently reported type of confidence interval. To determine the percentile band, computations are made with raw or scaled scores first and then the corresponding percentile ranks are found in a norms table for the upper and lower limits of the confidence interval. These two percentile ranks define the percentile band. Percentiles are not an equal interval scale, as are raw scores and scaled scores. That is, a one-point difference in percentile rank near the middle of the distribution of scores can
represent a very small difference in performance level, whereas at either end of the
distribution, a one-point difference in percentile rank can represent several points
difference in raw or scaled score. Therefore, the percentile rank corresponding to the
individual’s obtained score will not necessarily fall halfway between the two percentile
ranks defining the percentile band.

Confidence intervals also apply to group averages. However, when computing such
intervals, one must use the SEM based on a distribution of group averages, not of
individual scores. The variance of a distribution of group averages will be much smaller
than that of individual scores and thus the SEM, an indicator of such variance, will also
be much smaller (Wheeler and Haertel, 1993).

Using Confidence Intervals to Assess Change

When comparing scores over time for individuals, one can use confidence intervals. If
there is no overlap in the confidence interval for the first time a test was taken and the
second time it was taken, we can infer a real change in the level of performance. If the
confidence intervals overlap, there may not have been a real change in performance. For
example, a student tested in the fall scored 26 on a test and, in the spring on an equivalent
test, scored 31. The SEM for the fall test was 2.8 and for the spring test 2.6. The
confidence intervals for this student’s scores are computed as follows for a 95%
confidence level:

<table>
<thead>
<tr>
<th>Fall Test Confidence Interval</th>
<th>Spring Test Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.8 x 1.96 = 5.48</td>
<td>2.6 x 1.96 = 5.10</td>
</tr>
<tr>
<td>26 ± 5.48 = 20.42 to 31.48 =</td>
<td>31 ± 5.10 = 25.99 to 36.10 =</td>
</tr>
<tr>
<td>20 to 32</td>
<td>26 to 36</td>
</tr>
</tbody>
</table>

We cannot say, with a high degree of confidence, that there has been a real change in
performance from fall to spring since the confidence intervals overlap. If we were
willing to have a 50% confidence level, then the confidence intervals would not overlap,
as shown below. We could infer that there was a real difference, but with less confidence
than if we had used the 95% confidence level and found no overlap.
Fall Test Confidence Interval
2.8 \times 0.67 = 1.88
26 \pm 1.88 = 24.12 \text{ to } 27.88 =
24 \text{ to } 28

Spring Test Confidence Interval
2.6 \times 0.67 = 1.74
31 \pm 1.74 = 29.26 \text{ to } 32.74 =
29 \text{ to } 32

We can use box-and-whisker diagrams to illustrate these confidence intervals graphically. In this example, the box represents the 50% confidence level, and the whiskers, the 95% confidence level.

When to Use and Not Use Confidence Intervals

Confidence interval is not the same as statistical significance and should not be interpreted in that manner (McNemar, 1962). Statistical significance refers to hypothesis testing, not to interpretation of test scores or test score gains.

In cases where test reliability is low and/or an individual’s score is at the extreme end of the score distribution (very high or very low), the use of confidence intervals is not recommended. In the first case, a more reliable test should be administered. In the second case, where feasible, the individual should be given a more difficult or an easier form of the test, a level of the test that matches that individual’s functional-level with regard to the attribute being tested.

Confidence intervals should be used when interpreting test scores, except as noted above. They are a reminder to those using the score as well as to the examinee that no test is a perfect measure of an attribute and that the obtained score is only an estimate of that individual’s level of performance.
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