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We see a bunch of facts, as our point of view changes, so do our observations. And, after some computer-work, linear regression or what-not, we conclude “That we have solved the mystery as convincingly as a Sherlock Holmes”

Guillaume Wunsch, [38]

1. INTRODUCTION

1.1. School Effectiveness Research and the Merits of a Multilevel Model.

“In school effectiveness research we observe that many studies have failed to obtain reasonable evidence of a nonzero school, classroom or teacher effect. This has been attributed to methodological errors leading to false conclusions.” (Rachman-Moore and Wolfe, [31], p.277). The newly developed multilevel models and techniques contain the promise of less methodological errors. But models are never true or false, and so are techniques never true of false. It is the use of the model and the techniques that decides its merits.

This paper is a critical review of the merits of the multilevel model and its uses for school effectiveness research. We wonder if promises made like enriched discussion and advancement of research in school effects have been and can be fulfilled by using multilevel models. Have multilevel modelers demonstrated where researchers using traditional models have erred in the past? Do they give some understanding of that what we did not know before? Since multilevel models are here to stay, its is time that the users of such models become aware that no model by itself can enhance advancement of the field. “This type of program appeals to many social scientists, who are very unsure about the value of their prior knowledge. They prefer to delegate
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decisions to the computer, and they expect techniques to generate knowledge." is a
citation from De Leeuw [12] regarding LISREL models, and that can be used here
again. Since multilevel models are not the panacea for all the methodological and
conceptual problems that has plagued the field, we want to explore what the model
can and cannot do and what researchers can expect of this type of model. After all
the shrunken estimates resulting from this model show less instead of more school
effects. It is not always clear in which situations the model is able to reveal new
knowledge.

Multilevel model are intuitively very appealing. A practical appeal is the con-
cept of borrowing of strength, which is relevant when there is sparse data (like data
on minorities applying for a special law school, see Rubin, [32]). A statistical appeal
is that it promises to improve the estimation of individual effects. And last but not
least the model invites to fit cross level interactions, which links the model to the-
tories in education (see Cronbach and Webb, [11] and Cronbach and Snow, [10]). In
Cronbach’s theory it is argued that teachers styles differ and that some styles are
more effective for one group of students (low achievers for instance) than for another.
As a result, a teacher effect could and should be measured as an interactive effect
between the qualities of the teacher and the qualities of the student. A more recent
example is Aitkin and Zuzovsky [2], who declare the 1990’s research framework for
school effectiveness research as interactive. Interactive is defined as differential effec-
tiveness for specified subpopulations affected by particular treatment under special
conditions. The appropriate statistical model is nonadditive with conditional depen-
dence of achievement on a combination of variables interacting with each other. Bryk
and Raudenbush [6] agree when they see as one purposes of the model (l.c. p.5) “The
formulation and testing of the hypotheses about cross-level interactions”.

1.2. Goal and Purpose of this Paper. Our goal is to establish the merits of
multilevel models for school effectiveness research. These merits can be established
in two respects: a technological and a conceptual one. A technological merit is when
parameters are measured more precise and non biased. A conceptual merit is that
the models provide better predictions, and advance the knowledge regarding school
effectiveness. De Leeuw, in the introduction of Bryk and Raudenbush [6], sees the
main gain of the model as conceptual.

1.3. A technological issue: The choice between a general and a more re-
stricted model. An obvious merit of the multilevel model is that it is based on
assumptions that are more realistic. In the social sciences we have the situation that
relations and interactions between people are not well understood or defined. Few
theories exist that elaborate the way the data are generated. In such uncertain sit-
uations we have the choice between two options: the use of the most general model
and let the data decide, or the use of a more restricted model. This is the choice
between the more general multilevel model, or the restricted OLS regression model. While it is true that a more general model is preferred to a more restricted model in uncertain situations, large data sets are needed to prevent instability of the solutions in the more complicated multilevel model. An interesting question is, if the more general model is necessary to improve estimation, and to enhance theories of school effectiveness.

1.4. A conceptual issue: Intelligent applications of multilevel models. "If the intelligent application of multilevel models promises a deeper understanding of the processes of schooling and the determinants of achievement" (Goldstein [17], p.90), we need to know first what intelligent applications are before we can come to a better understanding of the world based on multilevel analyses. Besides, the merit of a model for advancing social theory relies mainly on our knowledge of the data and the field we study. If that knowledge warrants the use of multilevel analysis it still cannot prevent us of continuing to make non-replicable differences about school effectiveness. As Longford [24] argues, a substantial element of artifact is contained in the definition of the school effect in terms of outcomes of certain statistical procedures. This is the result of both, the way the data are collected by non random sampling and the observational character of this type of studies. The multilevel model is not discussed in relation to its potential to theory building, because we agree with Longford that given the procedures of data collection, such claims are questionable. The model will be discussed in relation to its power, its efficiency, and how it alters and enriches the discussion in school effectiveness research.

1.5. Situations where Multilevel models are clearly needed. The merit of the multilevel model has been established in situations with high intra class correlation, such as identical twin studies, where an intra class correlation of 0.90 is observed. A natural application of the multilevel model is in the measurement of progress, such as repeated measurements on students and changes of schools over time. For instance in studying change of success of schools, multilevel models produce more reliable estimates than fixed regression models, as a result of shrinkage, and borrowing of strengths with sparse data. Shrinkage is employed in EB/ML estimation procedures to correct for unreliable estimates. The partitioning of the variance in a within and between part is most relevant in these examples, since the between part is substantial and cannot be ignored without loss of efficiency. Shrinkage makes a case for better generalizability in some clearly defined cases (Goldstein, [17], Bryk and Raudenbush, [6]). In Bock [5] several examples show the merits of the model for prediction purposes, where sparse data are present (Rubin, [32]) and the number of observations per school or department is too small to make good predictions. How much better the shrunken estimates do in comparison to the pooled Least Squares (LS) estimates, is not clear. Rubin [32] finds that the Bayesian estimates are better predictors, but
the difference is small. An entirely different matter is if the observed difference is large enough to provide us with more opportunities for better conceptualization.

Our main goal in this paper is to establish what intelligent applications of multilevel models are. In that way we can help researchers to establish what necessary prior information they need to make a rational choice between models, as is suggested by De Leeuw in his introduction to Bryk and Raudenbush ([6], p XVI): “Social statisticians will be able to do more extensive modeling, and they will be able to choose from a much larger class of models. If they are able to build up the necessary prior information to make a rational choice from the model class, then they can expect more power and precision. It is a good idea to keep this in the back of your mind as you use this book to explore this new exciting class of techniques.”

In the next paragraphs the multilevel model is defined and a suitable name is found in order to distinguish the multilevel model we are talking about from other multilevel models that are around.

2. Definition of Multilevel Models and Multilevel Techniques

2.1. Multilevel models as random line models. The term Multilevel Model needs a more specific definition, because all models handling multilevel data are multilevel models. In multilevel models the data is assumed to be hierarchically nested, where the lower observations are nested within higher levels, resulting in intra class correlation. In this paper we report simulation studies where the data are generated by a random coefficient process. Software packages for the analysis of this type of data are HLM (Bryk, Raudenbush, Seltzer, Congdon, [7]), ML3 (Prosser, Rasbash, and Goldstein, [30]), VARCL (Longford, [25]). The models underlying the software are based on the notions of separate analyses for each group, where the coefficients obtained from these analyses are used as dependent variables in an aggregated analysis together with group level variables. This is based on the slopes-as-outcomes approach as developed in the seventies (e.g. Burstein, Linn and Capell, [8]).

Since the name slopes as outcomes is reserved for the separate fixed regression analysis described above, we propose to use the name random line models for the type of data analysis we discuss here. This distinguishes it from multilevel structural equations models such as BIRAM (see McDonald, [28]), and a version of LISCOMP (see Muthen, [29]). Latter models are random variable, fixed coefficient models, while random line models are random coefficient, fixed variable models. The name distinguishes it also from a software package for the analysis of this type of data, HLM, an acronym for Hierarchical Linear Model (Bryk, Raudenbush, Seltzer, Congdon, [7]). Instead of slopes-as-outcome model, multilevel model or Hierarchical Linear Model, the term random line model is used throughout this paper. The name is adopted from McDonald [27], who uses the name for the same purpose as we do, to distinguish
the two different multilevel models, mentioned here, from each other.

2.2. Parameters of the Random Line model. For a better understanding we introduce the parameters of random line model. In the following notation, where underlining indicates a random variable, \( X \) is the predictor and \( Y \) the dependent variable. Index \( i \) is used for individuals, index \( j \) is used for contexts.

\[
\begin{align*}
Y_{ij} &= a_j + b_j X_{ij} + \varepsilon_{ij} \\
a_j &= \gamma_{00} + \gamma_{01} Z_j + u_{0j} \\
b_j &= \gamma_{10} + \gamma_{11} Z_j + u_{1j}
\end{align*}
\]

The macro-level errors (disturbances) \( u_{0j} \) and \( u_{1j} \), in (2) and (3) respectively, indicate that both the intercept \( a_j \) and \( b_j \) vary over contexts. The grand mean effect in (2) is \( \gamma_{00} \), while \( u_{0j} \) (the macro-error term) measures the deviation of each context from this overall or grand mean. The same is true in (3) where the grand slope estimate across all contexts is \( \gamma_{10} \), while \( u_{1j} \) represents the deviation of the slope within each context from the overall slope. For the gammas the subscript is defined as follows: the first index is the number of the variable at the micro level, the second represents the number of the variable at the macro level. Thus \( \gamma_{st} \) is the effect of the macro-level \( t \) on the regression coefficient of micro variable \( s \). Zero signifies the intercept, i.e. the variable with all values equal to +1, either at the micro level or at the macro level. For instance \( \gamma_{00} \) is the effect of the macro level intercept on the micro level coefficient of the intercept. Note that (2) and (3) display the model coefficients \( a_j \) and \( b_j \) as a function of two components: a fixed component \( \gamma_{00} \) and \( \gamma_{10} \) respectively, and a random component \( u_{0j} \) and \( u_{1j} \) respectively, where \( u_{0j} \) has variance \( \tau_{00} \), \( u_{1j} \) has variance \( \tau_{11} \), while \( u_{0j} \) and \( u_{1j} \) have covariance \( \tau_{01} \). Macro-level variables \( Z \) can be introduced into the equations for the intercept and/or slope (i.e. (2) and (3) above). In (2) the intercept \( a_j \) of each context is now shown to be a function of both the group level variable \( Z_j \) and random fluctuation \( u_{0j} \). The same happens in (3), where the slope is a function of the same group level variable.

The variances of the macroerrors \( u_{0j} \) and \( u_{1j} \) and their covariance are parameters of the model, and are given in the matrix \( T \). The terms in \( T \) are referred to as variance components of the model. For the taus the subscripts all refer to macro level variables. This means that \( \tau_{st} \) is the covariance between random regression coefficients \( s \) and \( t \). Zero refers again to the random intercept.

\[
T = \begin{pmatrix}
\delta_{0j} & \delta_{1j} \\
\delta_{0j} & \tau_{00} & \tau_{01} \\
\delta_{1j} & \tau_{10} & \tau_{11}
\end{pmatrix}
\]
3. ALTERNATIVE ESTIMATION PROCEDURES

Procedures used to estimate parameters in regression models with group data are either unweighted least squares, such as OLS, or weighted least squares, such as Generalized Least Squares (GLS) or in EB/ML, where at each iteration the weights are adjusted and changed.

OLS estimates are used in multilevel software as the starting values for the iterative process. OLS estimates ignore the nested structure of the data. WLS or GLS is the outcome after one single iteration, using estimates for the error structure for all levels based on the OLS estimates. The equations for OLS and WLS are given below.

The OLS and GLS estimators are all of the same form. The covariance of the estimates is

\[
\begin{align*}
(\sum_{j=1}^{m} W_j' S_j W_j)^{-1} & = (\sum_{j=1}^{m} W_j' S_j W_j)(\sum_{j=1}^{m} W_j' S_j W_j)^{-1} \\
& = \frac{1}{\sum_{j=1}^{m} S_j}
\end{align*}
\]

Where

\[
W_j = T + \sigma^2 (X_j' X_j)^{-1}
\]

and \(S_j\) is different for OLS and WLS. For OLS

\[
S_j = X_j' X_j,
\]

and for WLS

\[
S_j = W_j^{-1}.
\]

The weights \(W_j\) in Weighted Least Squares can either lead to the procedure of GLS (for instance by employing Swamy weights, see De Leeuw and Kreft, [13]) or are weights that change in an iterative process as in the EB/ML procedure or in Iterative Generalized Least Squares (IGLS). The two methods (iterative and non iterative) are expected to give different results (based on asymptotic theory), but the extent and the direction of the difference is not known in many practical situations. For more details on estimation methods see Chapter 2 in Goldstein [16] and Chapter 3 in Bryk and Raudenbush [6].

In 1986 when we published our first article regarding multilevel modeling (De Leeuw and Kreft, [13]) our conclusion was, that several different procedures (Table 2 and 3, p. 77) gave very similar parameter estimates. The procedures employed are: OLS two step and one step, weighted Least Squares (GLS, with Swamy weights) and WLS with ML (EB/ML). The reported parameters are the three coefficients for the micro variables IQ, sex, SES, one for the macro variable: mean IQ, and their three cross level interactions. Our main conclusion was than that (l.c., p.79) “choice of
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estimation method does not seem to have much influence on the size of the regression coefficients." The standard errors show in the same way over all procedures that the important estimates are estimated with roughly the same precision. We concluded that the Rao-Swamy-Johansen weighted least-squares method seemed an excellent method to estimate the unknown parameters of the model, at least when the estimates of the variances and covariance components (the second level disturbances) are not too negative. These early conclusions are reexamined in this paper.

4. RESEARCH QUESTIONS

Random line models have been around for a decade now. Of course the advice that they should be applied whenever data are hierarchically nested is too general. We need to know when random line models are making a difference and for what purpose: prediction, policy decisions or theory development and/or hypothesis testing? For prediction and policy decisions the parameters of importance are the gammas and their respective standard errors. Variance components are interesting from a theoretical point of view.

In this paper three questions are addressed:

(1) Are multilevel models enhancing theory?
(2) Are the OLS estimates in regression models always inappropriate, biased and imprecise?
(3) What is the strength of multilevel models: prediction or description and exploration of trends in the data?

4.1. Do these new models enhance our understanding of the world? Researchers seem to think of multilevel research either as a tool for hypothesis testing, or as a descriptive/explorative tool. On a scale ranging from very careful formulation of the results of a random line model to a very prudent one, we could say that Longford is on the low end (the careful one). Ranking, in ascending order: Longford [24] concludes that this model provides a suitable framework for data description in a variety of contexts, but he believes that the results cannot be used for explanatory purposes. Goldstein [16] sees the model as an explorative tool for theory development as is clearly stated in the introduction to his book: (p. 8): "This book is ... for the explicit purpose of exploring and explaining relationships and variations within and between the levels of the system." He continues: (p.9): "Their (the models) use in this book in no way constitutes a recommendation to particular problems." The book by Bryk and Raudenbush [6] states as research purposes of the model (p.5): the improved estimation, the formulation and testing of hypotheses and the partitioning of variance. The inappropriateness of causal statements based on observational data is not discussed here. Interested readers are referred to Draper [14].
The value of these models are seen as, at least, stimulating theories, by altering the way researchers think about analyzing their data (e.g. Aitkin and Longford, [1], Burstein, Linn and Capell, [8], Tate and Wongbundit, [35], and Aitkin and Zuzovsky, [2]). The focus in this paper is on interaction theory. Are cross level interaction effects, as hypothesized by Cronbach et al. ([11] and [10]), detectable with random line models? Are the models powerful in that respect? And if so, are the new techniques better equipped for detecting such aptitude × treatment effects than the traditional methods? Policy makers, researchers and administrators would like to know what factors are associated with success or failure of schools. Can random line models give these answers, or are these models merely research tools for exploring the nature of school effectiveness? This leads to the following question:

4.2. How good are the estimates? Do procedures exist that are equally good or better compared to EB/ML estimates for answering questions as asked by policy makers and administrators? Where good is defined as producing parameter estimates as close as possible, on average, to the true values, and with a small as possible variation around that value. We express some doubts about the claims of superior versus inferior estimation procedure, based on the following studies.

Tate and Wongbundit [35] show that the separate equations model (also called the two steps model) is superior for statistical inferences when data are generated with random coefficients processes. Practical disadvantages are seen as: costly, cumbersome and lacking an appropriate way to determine standard errors for effects in more complex models. They call for "a single unified analysis that still allows for random within-class coefficients" (Tate and Wongbundit, [35], p. 118). De Leeuw and Kreft [13] show that for their data OLS produces unbiased estimates (when standard errors are weighted). The choice of estimation method does not seem to have much influence on the size of the regression coefficients nor on the weighted standard errors. The really important regression coefficients are estimated with roughly equal precision by all techniques. The small regression coefficients are however estimated more precisely by maximum likelihood and weighted least squares compared to OLS (De Leeuw and Kreft, [13], p. 79). Former conclusion is quite satisfactory because most people in educational research use simple least squares, and it is quite likely that they will continue to do so.

4.3. Description or Prediction. The last question deals with the purpose of the analysis: description or prediction? Can OLS estimates in regression models be considered appropriate estimation techniques for prediction purposes? The question what predicts a student's score better: a regression model or a multilevel model depends on for whom the prediction is made: a new student from a new school (both not included in the sample) or for a student included in the sample. Also: are inferences being made for a particular school, or for general purposes? Can
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the outcome score of a new student from a new school be better predicted with the outcome of an OLS procedure, based on the total data set, than from the shrunken estimates of a comparable school in the sample?

Goldstein [17] warns against using posterior means for prediction or ranking of schools, since the estimates are unreliable (large standard errors) and sensitive to the model assumptions. He suggests to use multilevel models as a descriptive tool or screening test for exploring the nature of school effectiveness. Rubin [32] concludes that prediction based on sparse data improves using all available data, either by borrowing of strength, or with OLS estimates, based on the pooled data. Prediction of student achievement based on the shrunken estimates still may be a questionable thing to do. A cautionary note can be found in Bryk and Raudenbush ([6], p. 80).

All these questions deal with the same problem: where and when do we profit from the use of random line models? As is the case with other analysis models, the researcher has to defend her choice of model, given the data and given the theory. Claims that EB/ML produce the most efficient estimates are true in theory with large datasets, and normal distributions. With non normal data and small datasets this statement cannot be made without further investigation.

5. OVERVIEW OF SIMULATION STUDIES

5.1 The most efficient estimates. How much? There are several reasons for such a further study. For instance, Kim [19] remarks, that the EB/ML method requires considerable computation time and effort, and therefore it is important to know when the EB/ML procedure leads to superior solutions. Kims results show that it is not necessary to use a very complicated EB/ML method when we have a sufficiently large number of cases (at least 2000 observations), where sufficient means sufficient within group units as well as sufficient number of groups.

Bassiri [4] claims (p.23) “that if we want to analyze a hierarchical structured dataset, procedures involving random variables or random effects would be more accurate than any other method”. We dont know how much more accurate, since Bassiris study does not compare estimation methods. Her study is about estimating the power of a random line model when different number of groups and different number of observations within groups are present. And even if there is a difference, we do not know how large the difference is, and if they will lead to the promised advancement in school effectiveness research.

Mason, Wong and Entwistle ([26], p.76) conclude that “the fixed effects regression model poses no unusual estimation or computation problems, the fixed effects regression model has been used frequently in multilevel models”. But in a footnote at the same page they say: “The OLS standard errors are meaningless numbers if
the analyst believes that the micro parameters are not completely determined by the macro variables.” Mason et al.’s suggestion is, that we can use OLS in cases where the variation in the intercepts and slopes are determined by the macro variables, and no random variation exists.

5.2. Power, Bias and Efficiency. In an overview of results obtained from Monte Carlo studies power, bias and efficiency are topics discussed, sometimes in relation to estimation procedures such as EB/ML versus GLS (e.g. Kim, [19], Busing, [9], and Van der Leeden and Busing, [36]). The parameters examined in the papers are: the fixed effect (gammas) and the power to detect these under different circumstances (Kim, [19], and Bassiri, [4]), the efficiency of the gammas over 50 replications, and the bias and efficiency of variance components in multilevel models using unrestricted ML as the procedure (Busing, [9]) or restricted ML (Van der Leeden and Busing, [36]).

These authors also studied the effect of three procedures (OLS, GLS and RIGLS) on the estimation of variance components and a cross level interaction. Bassiri studied power of the models as well as the consistency, bias and efficiency of EB/ML estimators for the gammas for micro, macro and interaction terms. Kim and Yoon studied the difference between the results obtained by estimation of the gammas in OLS, GLS and EB/ML. In the final results bias and efficiency are compared between the parameters estimated with GLS or estimated with EB/ML, under different conditions.

OLS, GLS parameters estimates are compared in bias and efficiency with the EB/ML parameter estimates. These are reported in three studies, Busing [9], Van der Leeden and Busing [36], Kim [19].

5.3. Parameters investigated in the reviewed simulation studies. The parameters in random line models are the fixed effects or gammas and the random effects or omegas:

- The gamma estimates: The micro level parameters for slope (γ₁₀), intercept (γ₀₁₀), and cross level interaction between micro and macro (γ₀₁), the macro parameters for intercept (γ₀₁) and slope (γ₁₁), and their respective standard errors.
- The variance components are: micro variance (σ²), and macro variances for intercept (γ₀₀) and slope (γ₁₁) and the covariance between the two (γ₀₁).

5.4. Similarities Between the Studies Reviewed. The simulation studies discussed here have in common that all use balanced data, artificially constructed based on the random line model and analyzed with software that have OLS estimates as the starting values.
The data are generated based on a random line model, followed by a random line analysis (obviously the correct model to employ in this situation, which is at the same time the problematic part of simulation studies). The artificiality of the data leaves us in doubt about the results which would be obtained from data not generated with a random line model but collected in real life situations.

In school effectiveness research it is mostly unknown how the data are generated. The assumption of exchangeability in multilevel models is questionable, for instance. Gray [18] gives arguments that put some doubts on this concept by showing how correction for background variables of the student body does not equate the schools or make them interchangeable.

Most studies use balanced data. The exception is Busing [9] and Van der Leeden and Busing [36]. They use slightly unbalanced data. Unbalancedness of the data seem to be of minor importance according to the study by Swallow and Monahan [34]. It shows that unless the data is severely unbalanced, the same conclusion regarding the best estimation procedures are reached with balanced as with unbalanced data.

The initial estimates or starting values in all software packages for random line models are OLS estimates. In the package ML3 the OLS estimates are used to compute the first set of random parameter estimates, using the part of the algorithm which carries out GLS for the random parameters as described in Goldstein [16]. In the software VARCL the starting values are for the regression parameters the OLS estimates, and for the variances the moment method estimates. All covariance parameters are initially set to zero. Starting values and values obtained after a sufficient number of iterations are part of the output in all of the four existing software packages for random line models (for a comparison of the software see Kreft, De Leeuw and Kim, [23], or Kreft, de Leeuw and Van der Leeden, [22]).

6. Results

6.1. Some Preliminary Findings. First we report some early findings that made us more critical about the merits of multilevel models. In Kreft [20] we found no differences in the parameter estimates (and their respective standard errors) in a regression model using OLS compared to the estimates of the same model based on EB/ML estimates. The study was a reanalysis of Webb [37], with 135 students and 35 groups. The single level path analysis employed by Webb gave the same results as our reanalysis with a multilevel model. The intra class correlation was 0.20, too large to ignore. Another study (Kreft and De Leeuw, [21]) shows again surprising results. The ranking of schools based on a multilevel model produces rankings that correlated 0.99 with rankings obtained with a traditional analysis of variance model. The ranking based on (the more appropriate) analysis of covariance model, with correction for background variables (IQ and social economic status) produced quite
different rankings. The effect of shrinkage on the slope parameters in the multilevel model was so large that the control for the background variables was reduced to zero. Both studies (Kreft, [20], Kreft and de Leeuw, [21]) show that the choice of an analysis model is not dictated by the hierarchically nestedness of the data, but need to be made based on knowledge of the situation and the purpose of the analysis. Predictions based on posterior means are at least questionable in certain situations (Goldstein, [17], Fitz Gibbon, [15]).

Experience with the package VARCL (Longford, [25]) provided more information. In VARCL the OLS starting values are part of the output. Comparison of the starting and finished values showed many times no significant differences. We wonder what the conditions are under which EB/ML estimates improve estimation compared to the OLS estimates. It is accepted knowledge that the standard errors in OLS procedures are systematically under estimated when we are dealing with hierarchically nested data. It is interesting to see to what extend OLS estimates of the standard errors in least squares regression are wrong. It is known that the presence of intraclass correlation produces downward biased standard errors, which on their turn produce too high alpha levels (Barcikowski, [3]). There may be a tradeoff, however. For instance: the sigma squared (the micro level error variance) can be overestimated in OLS, as a result of the fact that all error variance is contributed to the micro level and nothing to the macro level, since this level is ignored. As a result the standard errors of the parameter estimates may be closer to the ML/Bayes estimates than is expected. It is known that the OLS single-equation procedure is optimal if $T$ (the matrix containing the second level disturbances) is zero and if all sigma squared ($\sigma_j^2$ is the micro level disturbances within each group) are equal. Thus for small $T$ and for approximately equal $\sigma_j^2$ (for instance as a result of a small number of observations in groups, like in the Webb data), the single equation method will give a good approximation.

6.2. The Estimation of Interactions. We are interested in interactions, because it is the main attractiveness of the model from a theoretical point of view. It contains the promise of new discoveries and new discussions regarding school effectiveness. For that reason the number of groups and observations is studied in relation to the power of detecting interaction effects. And three different estimation procedures are compared in the estimation of the interaction effects. The studies are Bassiri [4], Kim [19] and Van der Leeden and Busing [36]. Van der Leeden et al. find no differences between three estimates for an interaction effect obtained by the software ML3 (Prosser et al. [30]). The three estimates are the 'S starting values, the GLS value after one iteration, and the value after convergence is reached, the RIGLS or the IGLS estimate.
Conditions in this study are an intra class correlation of 0.10 and 0.20, which are the most common intra class correlations in educational research. Sample sizes are 25 different combinations of 10 to 65 groups and 5 to 40 observations within groups. The maximum number of total observations is 2600 (65 groups of 40) and the lowest is 50 (10 groups of 5). The data are not completely balanced (see Bryk and Raudenbush, [6], p.228-229). None of the conditions show any significant differences in results between the estimation procedures in the gamma for the interaction term.

From the study of power by Bassiri [4] we know that interaction effects are not easily detected: to reach a power of 0.90 many groups are needed. The best situation starts with 60 groups with 25 observations per group, or less groups and more observations (30 groups with 150 observations for instance) or more groups and less observations (150 groups with 5 observations each, for instance). More groups seem to be better for interactions and second level parameter estimates, while the first level estimates solely depend on the total number of observations. This study seem to suggest that for multilevel purposes more groups pays off by the fact that we need a lower number of total cases. On the other hand it may be many times more costly to collect more groups than more individuals within a group as Snijders and Bosker [33] show. This article attempts to calculate this trade off in relation to power together with a minimization of cost.

Based on Bassiri it seems that for a model powerful enough to detect a cross level interaction the choice is between 4500 observations in 30 groups, 1500 observations within 60 groups or 750 observations within 150 groups. Using less observations show a rapid decline of power for interaction effects. The conditions of Bassiri's study are an intra class correlation of 0.10 and 0.25. Sample sizes range from 10 groups to 150 groups and from 5 observation per group to 150 observations per group.

6.3. OLS, GLS and RIGLS (or EB/ML) Compared. For this comparison we have to rely on two studies, Kim [19] and Van der Leeden and Busing [36]. Kim and Van der Leeden are described earlier. Yoon calculates the precision of the estimation methods OLS, GLS and EB/ML.

The conclusion of Kim [19] over 50 replications is, that GLS estimates for the gammas are equal in bias and efficiency to EB/ML (obtained by using the software HLM, Bryk et al, [7]). The fixed regression parameters in his study are estimates for first level and second level variables and their interactions. A more detailed reanalysis of Kim's data shows that there are no differences in precision between OLS and the other two estimation methods (GLS and EB/ML). The gamma-estimates are unbiased and equally efficient. The observed variance in the gammas over the fifty replications does not improve after the first iteration. GLS has the same variance as EB/ML after convergence is reached. OLS is less efficient, the variance is larger. The efficiency is 90% compared to GLS and EB/ML. This means that more observations
are needed for OLS to reach the same precision.

Van der Leeden and Busing [36] examine the variance components of the random line model, using the software ML3 (Prosser et al. [30]). The conclusions regarding the variance components is completely different from the conclusion for the gammas reached in Kim [19]. The change from GLS to RIGLS is substantial, as measured in a repeated-measures MANOVA. All interactions between the estimates and the conditions are significant. Interaction effects in the models are between the two different procedures (GLS versus RIGLS) and the number of groups (J), the number of observations within groups (Nj) and the two different intraclass correlations (r = 0.10 and r = 0.20).

Van der Leeden and Busing again compared the starting values for the variance components (the GLS estimates) with the unrestricted IGLS version of ML3. The same changes occur between the two estimation methods and their respective interactions, but less pronounced.

6.4. Variance Components, the Key to New Developments. Variance components add extra value to random line models. They are new in the context of school effectiveness research, so new in fact that, as far as we know, no theories exists that predict these parameters. So far they are considered mostly as a nuisance, and usually they are not reported. If they are reported they get the notion of residual variance, ready to be explained by second level variables. The same way as in linear regression, the sigma squared is considered a potential variance in the dependent variable that is there waiting to be explained. Only two studies are available that explore if variance components are estimated in an unbiased way, and if they differ from estimates based on weighted least squares (GLS), which are Busing [9] and Van der Leeden and Busing [36]. This last study shows that the variance components are estimated with increasing precision over iterations in ML3. The Mean Squared error (MSE) decreases with the number of iterations. MSE is defined as the average squared distance from the estimator to the true value of the parameter. The MSE becomes smaller after each iteration under all conditions and under both IGLS or RIGLS. The bias for the different parameters are also assessed. It shows that for GLS, IGLS, and RIGLS the variance components are underestimated or downward biased. Bias is eliminated in large datasets, with a large number of groups.

7. CONCLUSIONS AND DISCUSSIONS

Conclusions based on the simulation studies are regarding the fixed effects or gamma's, or the variance components. As far as the gamma's are concerned we conclude based on the available studies that OLS, GLS or EB/ML are equally good given that the standard errors are calculated in the correct way, using equation (5).
The variance components are negatively biased in both GLS, (restricted) RIGLS, and (unrestricted) IGLS.

Our conclusions are based on simulated data, with low (but realistic) intra class correlations of 0.10 and 0.20, we come to the following conclusions. The conclusions are, that the *random line* model is technically an improvement over the traditional multiple regression model, because it calculates the correct standard errors. If the researcher is only interested in gamma's and standard errors a traditional multiple regression (with a correct procedure for standard errors) is sufficient. In other words: the program could stop after the first iteration. If researchers have an interest in variance components, the iteration procedure improves the estimates, because the estimates are less biased after convergence is reached than they are after the first iteration (the GLS estimates).

Researchers interested in prediction for separate schools, the *random line* model is technically superior, because the empirical Bayes procedure improves the estimation of the parameters for separate schools (the posterior means) by borrowing of strength. Borrowing of strength is especially important in the presence of sparse data, or small groups. If groups are large (and no borrowing of strength is necessary we don't suggest to use the posterior means (see also Goldstein [17]), but advice to use separate models for separate schools. In general it seems to us a good suggestion to start with such separate models if the data allow to do so. Separate analysis per school allows the researcher to explore the data and the pattern in the data before fitting the *random line* model. This can be done by plotting the residuals against the second level variables, or plot the different values for the slopes against the second level variables. But in the presence of sparse data (small groups or not enough information within groups, see Rubin [32]), the *random line* model is a good solution for prediction per school.

Conceptually the *random line* model is an improvement because it makes us think in a different ways. We believe that it will enhance discussion regarding school effects. We doubt if the model will provide us with more advanced theoretical knowledge.

The limitation of our study is, that we can only make inferences to data that resemble the simulated data in the studies summarized. We don't know what will happen if the data are very or even extremely unbalanced. We also expect that higher intra correlation than are usually found in education (higher than 0.20) will show larger differences between estimation procedures. We think however that the studies reviewed have shown that *random line* models do serve a purpose, but will very often lead to the same conclusions as classical regression models.
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