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This article aimed at investigating the nature of young children's naive biology by reviewing a large number of studies conducted in our laboratories. More specifically, we tried in the first part of the article to answer the following two critical questions: What components does children's knowledge system for biological phenomena have before being taught systematically at school? Can the knowledge system be called naive biology? We proposed that young children's biological knowledge system has at least three components, that is, knowledge needed to specify the target objects or phenomena of biology, constrained analogies with knowledge about humans or other familiar animals as the source for inferring attributes or behaviors of biological kinds, and a vitalistic causal explanatory framework, and that these three constitute a form of biology. In the last part, we were concerned with the use, acquisition, and change of this naive biology. We claimed that it is readily used and is functional in children's lives, that its core is acquired based on specific cognitive constraints as well as the general mechanism of personification and the resultant vitalistic causality but it is differently instantiated and elaborated through activity-based experiences and shared beliefs and artifacts in the surrounding culture, and that it evolves into intuitive biology educated lay adults possess as its weaknesses are overcome by learning of school or scientific biology.

Young Children's Personifying and Vitalistic Biology

There has been a debate in recent years as to whether young children have acquired a form of biology. On the one hand, Carey (1985) claimed that children before around age 10 make predictions and explanations for biological phenomena based on intuitive psychology (i.e., intentional causality). According to her, young children lack the mind-body distinction, more specifically, do not recognize that our bodily functions are independent of our intention nor that biological processes which produce growth or death are autonomous. On the other hand, a number of recent studies have suggested that children possess biological knowledge at much earlier ages than Carey has claimed. Some developmentalists (e.g., Hatano & Inagaki, 1987) have asserted that the differentiation between psychology and biology occurs, if it does, much earlier than Carey (1985) assumed. Others have proposed that biological phenomena are con-
ceptualized differently from other phenomena from the beginning (e.g., Keil, 1992).

However, it should be noted that there are more agreements than disagreements among major investigators of young children's understanding of biological phenomena. All of them agree that young children possess "theories" or cognitive entities equivalent to them about biological phenomena, more specifically, concerning internal processes involved in the individual survival and reproduction of animals and plants, and their external behaviors and properties relevant to these processes. Here the term "theory" means a coherent body of knowledge that involves causal explanatory understanding. In other words, it is assumed that young children's bodies of knowledge about biological phenomena have something more than a collection of facts and or procedures to obtain desired results (Kuhn, 1989). It is obvious that this conceptualization is a distinct departure from the Piagetian position, which assumed young children to be preoperational and thus incapable of offering more or less plausible explanations in any domain.

At the same time, however, none of the investigators have ever claimed that young children have acquired the modern science of biology. As Carey (1985) aptly put it, they are "totally ignorant of the physiological mechanisms involved" (p. 45). They know that input (e.g., eating too much) is related to output (becoming fat or upsetting the stomach), but nothing about what mediates them at physiological and or biochemical levels. The debatable issue is whether they possess a version of endogenous biology, similar to ethnobiology or folkbiology, which is separated from psychology.

This paper is divided into two parts. In the first part, based on a large number of studies conducted in our laboratories, we will specify the contents of young children's theory like knowledge system for biological phenomena, that is, what components are included in it. We will show that young children own three essential components that constitute a form of biology. In the last part, also by reviewing our experimental studies, we will be concerned with the use, acquisition, and change of young children's naive biology. Research on these issues has been scant, partly because it presupposes some specification of the contents of naive biology. We hope to further elucidate the nature of young children's biology, by presenting our empirical findings on these issues.

Components of Young Children's Biological Knowledge

We are convinced that the body of knowledge which young children possess about biological phenomena (e.g., behavior of animals and plants needed for individual survival; bodily process; reproduction and inheritance of properties to offsprings) has at least three components, and believe that these three constitute a naive biology (Inagaki, 1983b). The first is knowledge enabling one to specify objects to which biology is applicable; in other words, knowledge about the living nonliving distinction, and also about the mind body distinction. The second is a mode of inference which can produce consistent and reasonable predictions for attributes or behaviors of biological kinds. The third is a non intentional causal explanatory framework for behaviors needed for individual survival and bodily processes.
Knowledge Needed to Specify Targets of Biology

Animate-inanimate distinction. An increasing number of recent studies have revealed that young children have the animate inanimate distinction. Let us take a few examples. Gelman, Spelke, and Meck (1983) asked such questions as “Does X have a property of Y?" or “Can X do Y?" to children aged 3 to 5 years, using typical animates (i.e., a person and a cat) and inanimates (i.e., a rock and a doll or puppet) as targets. Four types of animate properties were used there: actions (e.g., walk, see), body parts (e.g., a mouth, a head), reciprocal actions (e.g., you talk to X, X talks to you), and mental-emotional states (e.g., think, feel sad). The results indicated that 3 year-olds as well as 4 and 5 year olds made correct responses to questions for each of the four types of properties of each target object at about 90 percent or more of the time, and to questions for a person at 100 percent of the time. This illustrates that children aged 3 to 5 have not only rich knowledge about people but also knowledge needed to distinguish animate entities from inanimate ones.

Massey and Gelman (1988), using unfamiliar animate entities as target objects, found that preschool children can distinguish animals and inanimate objects in terms of whether they have a capacity for self initiated movements or not. That is, 3 and 4 year olds were shown photographs of unfamiliar objects, including mammals, non-mammalian animals, statues with familiar animal like forms and parts, wheeled vehicles, and multipart rigid objects, and asked whether each of these objects could go up and down a hill by itself. These children were correct on about 85% of their first yes-no answers, indicating that they answered animals could go up and down a hill by themselves, while inanimate objects, even if they looked like animals, couldn’t. This result was corroborated by analyses of children’s individual patterns of responses: a great majority of them showed a pattern of responses which was best described by the rule, or its variant, that all animals can move by themselves and that all of the inanimate objects require an external agent in order to move. Analyses of explanations that the children gave spontaneously or in request for justifications of their yes no responses suggested that these children tended to change the kind of their explanations depending upon the type of the object. When talking about animals, children often focused on parts that enable the target to move, such as, “It can move because it has feet,” or referred to some general feature of the target’s appearance, such as, “It’s an animal because it has a face.” For inanimate objects, such as wheeled vehicles or rigid objects, they also referred to parts enabling movement, such as, “It can roll down on its wheels,” or to an agent needed to move the object, saying, “It needs a push and then it goes,” or “You have to carry it down.”

Based on these results, Gelman (1990) proposed a hypothesis that young children at their early ages possess skeletal principles focusing on “causal mechanism” enabling objects to move. In other words, these principles, which focus attention on those natural kinds that move on their own, the inwards principle, and which draw attention to objects that do not move on their own, the external agent principle, lead one to rapidly acquire knowledge about the animate inanimate distinction. Gelman claims that the experimental evidence on the inside outside of the object supported her hypothesis.

Most previous studies on the animate inanimate distinction have concerned the
distinction between animals and non-living things, typically represented by the studies described above, and only a small number of studies have dealt with plants as living things. Studies concerning the animate inanimate distinction in terms of whether the target object was alive provided the evidence that young children had difficulty in acknowledging that plants are alive (e.g., Richards & Siegler, 1984, 1986; Stevy & Wax, 1989). For example, Richards and Siegler (1984) reported that less than 20 percent of children aged 4 to 5 and only a half of children aged 6 to 7 showed the “living things” rule that humans, non-human animals and plants are alive, while non-living things are not. However, the term, “alive,” for young children might not map that for adults (Carey, 1985), because it is ambiguous in a sense that it is used in varied ways including metaphorical usages in everyday life. In fact, Massey & Gelman (1988) found that the children who correctly judged whether each object could go up and down the hill failed in judging whether each was alive in considerable degree.

More recent studies examined, using more specific indicators other than the life status, whether young children recognize plants as distinct from non-living things, and indicated that they can do so in some respects. For example, Inagaki (1993a) found that children before age 6 distinguish plants and animals from nonliving things in terms of growth, i.e., changes in size as time goes by. This study was an extension of Rosengren, Gelman, Kalish and McCormick (1991) which investigated children’s differentiation between animals and artifacts in terms of growth; children of ages 4 to 6 were presented with a picture of a flower’s sprout (or a new artifact or a young animal) as the standard stimulus picture, and were then asked to choose which of two other pictures would represent the same plant (or artifact or animal) a few hours later and several months years later. Figure 1 shows an example of stimulus and choice cards for each of plants, artifacts and animals. As indicated in Figure 2, the children showed “invariance” patterns (i.e., no change in size both a few hours later and several months years later) for all the items for artifacts but “growth” patterns (i.e., changes in size either both a few hours later or and several months years later) for plants and animals. Backscheider, Shatz, and Gelman (1993) also reported that 4 year olds recognize that, when damaged, both animals and plants can regrow, whereas artifacts can be mended only by human intervention.

That young children treat inanimate things differently from animals and plants is not sufficient for claiming that they have an integrated category of living things. Proof that they are aware of the commonalities between animals and plants is needed. By asking 5 and 6 year olds whether a few examples of plants or those of inanimate things would show similar phenomena to those we observe for animals, Hatano and Inagaki 1994 found that a great majority of them recognized commonalities between animals and plants in terms of feeding and growing in size over time, and thus distinguished them from inanimate things. Moreover, many of them justified their responses by mapping food for animals to water for plants, such as “A tulip or a pine tree dies if we do not water it”. For growing in size, a substantial number of the children offered a phenomenon of plants’ getting bigger from a seed or a bud; there found children who referred to watering as corresponding to feeding as a condition for growth. For growth in number by reproduction, in addition, about a half of the children recognized
the similarity between animals and plants, and a substantial number of them justified their responses by referring to seeds as similar to animals' increase by having babies or eggs, indicating that buds come out from seeds buried in the ground and grow in number or produce many flowers; there also found children who seemed to regard plants' having flowers after flowers or becoming thickly covered by leaves as a similar phenomenon.

Springer and Keil (1991) indicated that preschoolers differentiated plants and animals from artifacts in terms of causal mechanisms involved in color transmission; they preferred natural biological mechanisms in color transmission for a flower and a dog, whereas they chose non biological mechanical explanations for cans as plausible. Based on these and other related studies, we can conclude that children are able to acquire the living nonliving distinction by age 6.

Mind body distinction. Can young children distinguish between the body and the mind? Though studies dealing with this issue are small in number yet, the available
data show that the answer is Yes. That is, young children distinguish functions of body from those of mind, in other words, biological phenomena from social or psychological ones, both of which are observed among a subset of animate things. Springer and Keil 1989 reported that children of ages 4-7 consider those features leading to biologically functional consequences for animals to be inherited, while other sorts of features, such as those leading to social or psychological consequences, to be not. Here children listened to descriptions about two abnormal features that animal parents had, and then were asked whether the baby would be born with those features in normal or abnormal form. The result indicated that the children considered characteris-
tics leading to biologically functional consequences e.g., a white stomach inside so they could eat a lot and stay strong as inherited, and those leading to social or psychological consequences e.g., a white stomach inside that made them feel angry a lot as non-inherited. Siegal (1988) reported that children of ages 4-8 recognize that illness is caused not by moral but by medical factors; they have substantial knowledge of contagion and contamination as causes of illness. Inagaki and Hatano (1987) revealed that children of 5-6 years of age recognize that the growth of living things is beyond their intentional control. For example, a baby rabbit grows not because its owner wants it to but because it takes food. These findings all suggest that young children recognize the autonomous nature of biological processes.

An even more systematic study on the mind body distinction was reported by Inagaki and Hatano (1993, Experiment 1). By interviewing children using a variety of questions, they showed that even children aged 4 and 5 already recognize not only the differential modifiability among characteristics that are unmodifiable by any means e.g., gender, that are bodily and modifiable by exercise or diet e.g., running speed, and that are mental and modifiable by will or monitoring e.g., forgetfulness, but also the independence of activities of bodily organs e.g., heartbeat, from a person's intention. Figure 3 shows the children's responses to the controllability of activities of bodily organs.

Another important piece of evidence for this distinction is young children's use of non-intentional or vitalistic causality for bodily phenomena but not for social psychological ones; this point is discussed in a later section.

Personification as Means to Make Educated Guesses about Living Things

When children do not have enough knowledge about a target animate object, they can make an educated guess by using personification or the person analogy in a constrained way. Young children are so familiar with humans that they can use their
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knowledge about humans as a source for analogically attributing properties to less familiar animate objects or predicting the reactions of such objects to novel situations, but they do not use knowledge about humans indiscriminately. In other words, they can use personification or person analogy in an adaptive way in that they generate answers without committing many overpersonifying errors. How is it possible for young children who have not acquired an articulated taxonomy of properties (e.g., all-living thing properties, animal properties, etc.) to do so? They seem to be helped by two constraints when they transfer knowledge about humans to other animate objects.

One is a differential application or similarity constraint, which requires the target object to be more or less similar to a human in order for the person analogy to be applied to it. As Vosniadou 1989 insists, children tend to apply an analogy on the basis of salient similarity between the target and the source, though the “depth” of this perceived similarity varies with the richness and structuredness of the knowledge base children have. Generally, the closer the target object is biologically to a human being, the more often children recognize its similarity and thus apply the person analogy. In fact, some studies have found that young children attribute human characteristics to targets in proportion to the extent that they are perceived similar to people (Carey, 1985; Inagaki & Sugiyama, 1988).

The other constraint in young children’s person analogy is a factual check or feasibility constraint that Inagaki and Hatano (1987) proposed. This requires that the predicted behavior of the target object through the person analogy be feasible, and that, if not, the prediction be rejected. They claimed that this constraint works after the person analogy is attempted, that is, one examines whether the analogical inference is tenable on the basis of factual knowledge about the target object. Even young children often know specific facts about “observable attributes” of an animate object, e.g., whether or not it has a mouth, walks, speaks to humans, etc. (e.g., Gelman, Spelke & Meck, 1983; Inagaki & Hatano, 1987). Thus they may use this knowledge to check the plausibility of predictions reached by the person analogy, even though the knowledge is not powerful enough to generate predictions in itself. Inagaki and Hatano (1987, 1991) provided evidence supporting this idea on the role of feasibility constraint in a process of personification.

In one of their studies, Inagaki & Hatano, 1991, children of age 6 were asked to predict a grasshopper’s or tulip’s reactions to three types of novel situations: (a) similar situations, in which a human being and the target object would behave similarly, and thus the person analogy generates predictions plausible to them in light of their specific knowledge; (b) contradictory situations, where the target object and a human would react differently, and predictions based on the person analogy contradict children’s specific knowledge about the target, and (c) compatible situations, where the object and a human being would in fact react differently, but predictions obtained through the person analogy do not seem implausible to them. Example questions for each situation are as follows: “We usually feed a grasshopper once or twice a day when we raise it at home. What will happen with it if we feed it 10 times a day?” (In the case of a tulip, the word water was used instead of feed) (a similar situation: “Suppose a woman buys a grasshopper. On her way home she drops in at a store with
this caged grasshopper. After shopping she is about to leave the store without the grasshopper. What will the grasshopper do? (contradictory): “Does a grasshopper feel something if the person who has been taking care of it daily dies? [If the subject’s answer is “Yes”,] How does it feel?” (compatible).

Results indicated that for the similar situations many of the children generated reasonable predictions with some explanations by using person analogies, whereas they did not give personified predictions for the contradictory situations. As expected, they produced unreasonable predictions for the compatible situations, where they were unable to check the plausibility of products of person analogies because of the lack of adequate knowledge, e.g., about the relation between the brain and feeling.

What follows are example responses of two children for the grasshopper questions and for the tulip questions, respectively:

M. K. 6 years, 3 months: For the “too much eating” question of the similar situation, “The grasshopper will be dizzy and die, ‘cause the grasshopper, though it is an insect, is like a person in this point”; for the “left behind” question of the contradictory situation, “The grasshopper will be picked up by someone, ‘cause it cannot open the cage.” (If someone does not pick up the cage, what will the grasshopper do?”), “The grasshopper will just stay there.” “Why doesn’t the grasshopper do anything? Why does it just stay there?”: “It cannot go out of the cage and walk, unlike a person”; for the caretaker’s death question of the compatible situation, “The grasshopper will feel unhappy.”

V. S. 6 years, 0 months: For the too much eating question in the similar situation, “The tulip will go bad. Why? If we water the tulip too much, it cannot drink the water so much, so it will wither”; for the left behind question in the contradictory situation, “The tulip doesn’t speak….Someone will bring the potted tulip to the police office, as a lost thing.” (If there is no one who does such a thing, what will the tulip do? Is there anything the tulip can do?”. “The tulip cannot move, because it has no feet”; for the caretaker’s death question in the compatible situation, “The tulip will surely be sad. It cannot say ‘sad,’ but it will feel so inside.”

These illustrate well how these children applied knowledge about humans differentially according to the types of situations. Generally speaking, children generate reasonable predictions, using person analogies in a constrained way, and the person analogy may be misleading only where they lack biological knowledge to check analogy-based predictions.

Young children’s frequent use of personification is not limited to biological inference, but is observed in other behavioral domains. However, it is a very useful tool in biological inference, because humans are a species of advanced animals, and they have a body and reveal biological phenomena like other animals.

Non intentional Causality

The experimental evidence presented so far enables us to indicate that young children have a coherently organized body of knowledge applicable to living things. This body of knowledge can be called a theory only when a causal explanatory framework is included in it. This concerns the third component of their biological knowledge. Here the type of causality, intentional or non intentional, determines the nature of a theory. Carey (1985) claimed that, as mentioned above, children before age 10
base their explanations of biological phenomena on an intentional causality, because they are ignorant of physiological mechanisms involved. On the contrary, we claim that young children before schooling can apply a non intentional causality in explaining biological phenomena, and thus they have a form of biology which is differentiated from psychology.

Young children cannot give articulated mechanical explanations when asked to explain biological phenomena, e.g., bodily processes mediating input output relations, in an open ended interview, e.g., Gellert, 1962; sometimes they try to explain them using the language of person intentional causality, Carey, 1985. These findings apparently support the claim that young children do not yet have biology as an autonomous domain. It seems inevitable to accept this claim so long as we assume only two types of causalities, i.e., intentional causality versus mechanical causality, as represented by Carey, 1985. However, we propose an intermediate form of causality between these two. Children may not be willing to use intentional causality for biological phenomena but not as yet able to use mechanical causality. These children may rely on this intermediate form of causality, which might be called "vitalistic causality."

Intentional causality means that a person's intention causes the target phenomenon, whereas mechanical causality means that physiological mechanisms cause the target phenomenon. For instance, a specific bodily system enables a person, irrespective of his or her intention, to exchange substances with its environment or to carry them to and from bodily parts. In contrast, vitalistic causality indicates that the target phenomenon is caused by activity of an internal organ, which has, like a living thing, "agency," i.e., a tendency to initiate and sustain behaviors. The activity is often described as a transmission or exchange of the "vital force," which can be conceptualized as unspecified substance, energy, or information. Vitalistic causality is clearly different from person intentional causality in the sense that the organ's activities inducing the phenomenon are independent of the intention of the person who possesses the organ.

In Inagaki and Hatano, 1990, some of the children of ages 5–8 gave explanations referring to something like vital force as a mediator when given novel questions about bodily processes, such as, what the halt of blood circulation would cause; for example, one child said, "If blood does not come to the hands, they will die, because the blood does not carry energies to them," and another child, "We wouldn't be able to move our hands, because energies fade away if blood does not come there." However, as the number of these children was small, we did another experiment to induce children to choose a plausible explanation out of the presented ones.

Inagaki and Hatano, 1993, Experiment 2, predicted that even if young children could not apply mechanical causality, and if they could not generate vitalistic causal explanations for themselves, they would prefer vitalistic explanations to intentional ones for bodily processes when asked to choose one from among several possibilities. We asked 6 year olds, 8 year olds, and college students as subjects to choose one from three possible explanations each for six biological phenomena, such as blood circulation and breathing. The three explanations represented intentional, vitalistic and mechanical causality, respectively.
An example question on blood circulation with three alternative explanations was as follows: Why do we take in air?  

- a. Because we want to feel good [intentional]  
- b. Because our chest takes in vital power from the air [vitalistic]  
- c. Because the lungs take in oxygen and change it into useless carbon dioxide [mechanical]

As shown in Figure 4, the 6-year-olds chose vitalistic explanations as most plausible most often: they chose them 54% of the time. With increasing age the subjects came to choose mechanical explanations most often. It should be noted that the 6-year-olds applied non intentional [vitalistic plus mechanical] causalities 75% of the time, though they were more apt to adopt intentional causality than the 8-year-olds or adults.

This vitalistic causality is probably derived from a general mechanism of personification. One who has no means for observing the opaque inside or details of the target object often tries to understand it in a global fashion, by assuming it or its components to be human like -Ohmori, 1985-. Hence, young children try to understand the workings of internal bodily organs by regarding them as human like but non communicative agents, and by assigning their activities global life sustaining characters, which results in vitalistic causality for bodily processes. We can see a similar mode of explanation in the Japanese endogenous science before the Meiji restoration and the beginning of her rapid modernization -Hatano & Inagaki, 1987-. Young children seem to rely on vitalistic causality only for biological phenomena. They seldom attribute social psychological behavior, which is optional and not needed for survival, to the agency of a bodily organ or part, as revealed by Inagaki and Hatano -1993, Experiments 3 and 3a-. The following is an example question for such behavior used in the study: “When a pretty girl entered the room, Taro came near her. Why did he do so?” Eighty percent of the 6-year-olds chose, “Because Taro wanted to become a friend of hers” [intentional explanation], whereas only 20 percent opted for, “Because Taro’s heart urged him to go near her” [vitalistic]. For biological phenomenon questions, almost the same as those used in Experiment 2 of Inagaki and Hatano -1993- except for excluding the mechanical causal explanation, they tended to choose vitalistic explanations rather than intentional ones.
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Then, two theoretical issues emerge. First, does the use of vitalistic causality by young children falsify Carey’s claim? It does not do so necessarily. We do not know yet which of human properties, in addition to “agency”, children assign to bodily organs. It is possible that children, especially younger ones, find organ-intentional vitalistic explanations appealing for biological phenomena. If this is the case, we must conclude that young children’s biology is still “psychological” in the sense that it involves intentional states, though the domain is differentiated from psychology. Second, what is the relationship between the vitalistic explanation for biological phenomena and the teleological functional explanation for biological properties (Keil, 1992)? Both are certainly in between the intentional and the mechanical: both seem to afford valid perspectives of the biological world. One interpretation is that they are essentially the same idea with different emphases—the teleological concerns more the why or the cause, whereas the vitalistic is concerned more with the how or the process. Another interpretation is that, because the vitalistic explanation refers to activity of the responsible organ or bodily part (implicitly for sustaining life), it is closer to mechanical causality than is the teleological one, which refers only to the necessity. Anyway, it will be intriguing to examine these characterizations of young children’s “biological” explanations in concrete experimental studies.

**Young Children Possess a Naïve Theory of Biology**

From the above findings we can conclude that children as young as 6 years of age possess three essential components of biology, that is, the living nonliving and the mind-body distinctions, a mode of inference enabling one to produce consistent and reasonable predictions for animate objects, and a non intentional causal explanatory framework. These components correspond respectively to the three features that Wellman 1990 lists in characterizing framework theories: ontological distinctions, coherence, and a causal explanatory framework. We can conclude that, contrary to Carey 1985, children before schooling have acquired a form of biology differentiated from psychology.

**Use, Acquisition and Change of Naïve Biology**

**How Naïve Biology is Used**

The components of young children’s biology, which are described in the preceding section, have been identified through interviews, more specifically, based on children’s answers to experimental questions regarding biological phenomena. In this sense their naïve biology is psychologically real. However, some skeptical readers may wonder if such answers are generated by strange experimental questions, and if children almost never use such “biological knowledge” in their everyday life. In order to persuade those readers, we will discuss in this section 1 whether naïve biology is relied on in children’s everyday problem solving and understanding, and 2 whether it enhances children’s learning and memory about animals and plants.

**Children’s use of naïve biology in their daily life.** Although we have not yet examined systematically a database of young children’s utterances, a few observant early educators have reported instances revealing that naïve biology enables young chil-
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dren to make sense of biological phenomena they observe, and also to solve daily problems involving animals and plants. For example, Motoyoshi (1979) reports the following statement of a 5-year-old girl. Based on accumulated experience with raising flowers, and relying on her naive biology, she concluded: “Flowers are like people. If flowers eat nothing (are not watered), they will fall down of hunger. If they eat too much (are watered too often), they will be taken ill”. This superb analogy demonstrates that young children's personifying biology can serve as the basis for understanding botanical phenomena and thus constitute what Keil (1992) calls a mode of construal.

Likewise, we believe that young children's biology is useful in everyday biological problem solving, more specifically, in: a) making predictions for reactions of familiar animate entities to novel situations, b) finding a cause for an unusual reaction of animals and plants, and c) predicting properties and behaviors of unfamiliar entities. An anecdotal but impressive example of causal attribution for an animal’s unusual physical reaction is reported also by Motoyoshi (1979). Children aged 5 in a day care center inferred that, when they observed unusual excretion of a rabbit they were taking care of every day, it might be suffering from diarrhea like a person, and after group discussion, they produced an idea of making the rabbit take medicine for diarrhea as a suffering person would.

Hatano and Inagaki (1991b) examined experimentally whether young children would make causal reasoning based on their personifying biology, as suggested in the above example. They presented to 6 year olds three bodily phenomena of a squirrel, which can also be observed for humans (being constipated, diarrhea, and getting older and weaker), and asked them to guess a cause for each phenomenon. About three quarters of them on the average could offer some reasonable causes, and also judge the plausibility of causes suggested by the experimenter. About a half of them explicitly referred to humans at least once in their causal attributions for a squirrel. At the same time, however, some of their expressions strongly suggest that they edited or adapted to this animal those responses obtained by the person analogy (e.g., “A squirrel became weaker because it did not eat chestnuts”). Naive biology seems to provide young children with a conceptual tool for causal reasoning about bodily phenomena of other animals as well as humans.

Naive biology as prior knowledge for learning about animals and plants. We expect that young children promptly remember those facts concerning animals and plants which are plausible within their naive biological framework. In our experiment in progress, we presented 5 and 6 year olds one of the two lists, connected or random, and asked to remember sentences in it. Each sentence consisted of an unfamiliar animal as the subject, its behavior, and outcome. In the connected list, the behavior and the outcome were causally connected in naive biology, because the cause induces the outcome in humans (e.g., “A coyote ate rotten meat and had diarrhea”). In the random list, causes and outcomes were randomly paired. The data are being analyzed, but we expect to find that young children would recall sentences in the connected list much better, even when sentences were false for those animals.

Naive biology is particularly useful because it helps children learn meaningfully
procedures for taking care of animals and plants as well as themselves in everyday life. Global understanding of internal bodily functions is enough for such purposes. Inagaki and Kasetani (1994) examined whether inducing the person analogy, a critical component of naive biological knowledge, would enhance 5- and 6-year-olds' comprehension of raising procedures of a squirrel. The subjects were aurally given the description of the procedures while watching pictures visualizing them. The description included several references to humans in the experimental condition but not in the control condition. For example, about the necessity of giving a variety of food to a squirrel, the experimenter indicated, "You do not eat favorite food only. You eat a variety of food, don't you?" After listening to the description of all procedures, the children were asked to tell how to raise a squirrel to another lady (a confederate). They were asked questions by this lady, e.g., "What kind of food might I give a squirrel? Favorite chestnuts only, chestnuts, seeds and vegetables mixed, or ice cream?" They were thus required to choose an alternative and to give the reason.

The experimental group children, irrespective of age, gave more often adequate reasons for their correct choices than the control ones, though their superiority in the number of correct choices was significant only for the younger subjects. For instance, one 5-year-old child said, "Don't feed chestnuts only. You must give a squirrel a plenty of seeds and carrots, because a person will die if he eats the same kind of food only, and so will it."

There have also been studies suggesting that children can find how to solve a problem by being given some hints to use knowledge about humans when they are at a loss. In Inagaki and Hatano's (1987) study on analogy mentioned above, children who had no idea about reactions of the target objects in novel situations were given a hint, such as, "If you were in that situation, what would you do?" After making a response to this inserted question, they were again asked the same question about the target object. This hint question helped about 80% of the children produce some predictions for the target objects, and about 70% of their predictions were reasonable.

A similar example of the effect of such a hint is found in a teacher's guidebook made by a Japanese Research and Development group called the "Kyokuchi" method in science education (1974). In the unit on animals' bodily structures and their ways of living children are given the following problem: "Which is a bigger eater, a starfish or sea anemone?" By being given a hint, such as "Taking exercise makes you hungry, doesn't it?", they are likely to figure out the correct choice successfully.

What triggers biological knowledge. Young children's naive biology is functional partly because its components are promptly and effortlessly retrieved and used to generate more or less plausible ideas. Their personifying and vitalistic biology seems to be triggered almost automatically whenever children come into contact with novel phenomena which they recognize as "biological" (Inagaki, 1990b). Then, what phenomena are recognized by children as biological? Those occurring within a (human) body are almost always treated as biological. In addition, behaviors and properties which are relevant to survival and also reproduction seem to trigger children's biological knowledge. For example, in experiments by Vera and Keil (1988), those contexts referring to a person's living better or becoming more active produced more extended and accu-
rate induction of human biological properties to animals, whereas those indicating a person's subjective feelings did not. In Inagaki and Hatano’s (1994) experiment contexts referring to the vital force produced induction extended even to plants.

Speaking generally, making an educated guess by applying insufficient knowledge is often rewarded in everyday life, both in individual problem solving and in social interaction, so most everyday knowledge is readily used. Children's naïve biology is not an exception, we believe. In fact in our study described above (Inagaki & Hatano, 1987) it was very rare that the children gave no prediction or the "I don't know" answer to our questions which were somewhat unusual. It should also be noted that naïve biological knowledge is seldom applied "mechanically." As mentioned earlier, children constrain their analogies by factual, procedural or conceptual knowledge about the target to generate a reasonable answer.

Acquisition of Naïve Biology

As already mentioned, our experimental data strongly suggest that children as young as 6 years of age have acquired a form of biology. This early acquisition of biology is not surprising from the perspective of human evolution, because it has been essential for our species to have some knowledge about animals and plants as potential foods (Wellman & Gelman, 1992) and also knowledge about our bodily functions and health (Hatano, 1989; Inagaki & Hatano, 1993). When children acquire an autonomous domain of biology is still an open question for us, because we have not examined whether much younger subjects too possess a form of biology.

However, we think that the acquisition of biology comes a little later than that of physics or psychology. Infants seldom need biological knowledge, since they do not need to take care of their health nor try to find food themselves. Moreover, autonomous biology has to deal with entities which have agency (i.e., initiate and maintain activity without external forces), but can hardly communicate with us humans, and thus has to apply an intermediate form of causality between the intentional and mechanical. Autonomous biology also requires to include animals and plants, which appear so different, into an integrated category of living things. Though there is some evidence that even infants can distinguish objects having a capacity for self initiated movement from those not having it (e.g., Golinkoff, Harding, Carlson, & Sexton, 1984), this cannot directly serve as the basis for the living nonliving distinction.

Cognitive bases of naïve biology. Whether naïve biology gradually emerges out of naïve psychology (Carey, 1985) or is a distinct theory or mode of construal from the start (Keil, 1992) is still debatable. It is true that, as Keil argues, preschool children have some understanding of the distinction between the biological and the social psychological (See above). In Vera and Keil (1988), for example, 4 year olds' inductions about animals, when given the biological context, resembled those previously found for 7 year olds, who were given the same attribution questions without context; giving the social psychological context to 4 year olds did not affect the inductions they made. However, young children may overestimate the controllability of bodily processes by will or intention. In fact, our modified replication study on the controllability of internal bodily functions suggests that 3 year olds are not sure whether the workings of
bodily organs are beyond their control. Inagaki & Suzuki, 1991.

Our own speculation about how young children acquire personifying and vitalistic biology through everyday life experiences is as follows. Children notice through somatosensation that several "events", uncontrolled by their intention, are going on inside the body. Since children cannot see the inside of the body, they will try to achieve "global understanding" by personifying an organ or bodily part. Considering that young children use analogies in a selective, constrained way (Inagaki & Hatano, 1987, 1991; Vosniadou, 1989), it is plausible that they apply the person analogy to bodily organs in that way, too. More specifically, they attribute agency and some related human properties but not others (e.g., the ability to communicate) to these organs. They also through personification generalize this global understanding of the body to other living things.

A set of specific innate or very early cognitive constraints is probably another important factor in the acquisition of naive biology. It is likely that even very young children have tendencies to attribute a specific physical reaction to a specific class of events, such as that diarrhea is caused by eating something poisonous. These tendencies enhance not only their rejection of intentional causality for bodily phenomena but also their construction of more specific beliefs about bodily processes.

Universals in naive biology. That innate constraints serve as the bases for acquiring naive biology has been strongly suggested by the universality of selected aspects of folkbiology and naive biology. As suggested by Atran (1990), it may be possible to find the "common sense" or core beliefs shared by all forms of folkbiology and even by scientific biology. Although what are such core beliefs is debatable, the taxonomy of animate entities or a set of the ontological distinctions is certainly included among them, because all folkbiological classifications reported so far correspond to the scientific one highly accurately (e.g., Boster, 1991).

Likewise, much of the research inspired by Piaget, e.g., those examining children's attribution of life status and consciousness to a variety of objects, has shown parallels among the biological understanding or naive biology of children in different cultures. The distinctions between animals and terrestrial inanimate objects are particularly strong. The frequent use of personification and reliance on vitalistic causality, important components of naive biology, are also expected to be more or less universal, though they have been documented only in a few countries.

Activity based experiences. We are willing to admit that, because of the above general mechanism of personification and the resultant vitalistic causality, which "fit nicely with biology" (Keil, 1992, p. 105), and specific cognitive constraints, there must be some core elements in naive biology that are shared among individuals within and between cultures, as suggested by Atran (1990). However, we would like to emphasize that this does not mean children's activity based experiences do not contribute to the acquisition. Some such experiences are also universal in human ways of living, but others may vary and thus produce differently instantiated versions of naive biology. For example, if children are actively engaged in raising animals, it will be possible for them to acquire a rich body of knowledge about them, and therefore to use that body of knowledge, as well as their knowledge about humans, as a source for analogical
predictions and explanations for other biological kinds.

Our studies have in fact revealed that such an activity may produce a slightly different version of naive biology from the ordinary one. Inagaki (1990a) compared the biological knowledge of kindergarteners who had actively engaged in raising goldfish for an extended period at home with that of the children of the same age who had never raised any animal. Although these two groups of children did not differ in factual knowledge about typical animals in general, the goldfish-raisers had much richer procedural, factual, and conceptual knowledge about goldfish. More interestingly, the goldfish raisers used the knowledge about goldfish as a source for analogies in predicting reactions of an unfamiliar “aquatic” animal (i.e., a frog), one that they had never raised, and produced reasonable predictions with some explanations for it. For example, one of the raisers answered when asked whether we could keep a baby frog in the same size forever, “No, we can’t, because a frog will grow bigger as goldfish grew bigger. My goldfish were small before, but now they are big.” It might be added that the goldfish-raisers tended to use person analogies as well as goldfish analogies for a frog. In other words, the goldfish-raisers could use two sources for making analogical predictions.

Moreover, in another study (Kondo & Inagaki, 1991; See also Hatano & Inagaki, 1992), goldfish-raising children tended to enlarge their previously possessed narrow conception of animals. As shown in Figure 5 as an example, Goldfish-raisers attributed animal properties which are shared by humans (e.g., having a heart, excreting, etc.) not only to goldfish but also to a majority of animals phylogenetically in between humans and goldfish at a higher rate than non-raisers. This suggests that the experience of raising goldfish modifies young children’s preferred mode of biological inferences.

Cultural and linguistic variables. The biological understanding observed in different cultures is not identical. The most striking of the differences thus far reported concerns ideas about plants of children in Israel. Stavy and Wax (1989) showed that about a half of a sample of 6-12 year-olds, when asked to judge the life status of animals, plants, and nonliving things, classified plants either as nonliving things or as falling within a third category, things that are neither living nor nonliving. Beliefs about inanimate objects also may differ between cultures. Whereas recent studies conducted in North America indicate that young children seldom attribute life or other living thing properties to any terrestrial inanimate objects (e.g., Dolgin & Behrend, 1984; Richards & Segler, 1984; Inagaki and Sugiyama, 1988) reported that some Japanese preschoolers extended mental properties even to inanimate objects without movement or function, such as stones.

Hatano, Siegler, Richards, Inagaki, Stavy and Wax (1993) tried to differentiate between universal and culturally specific aspects of children’s conceptions of life and understanding of attributes of living things, by comparing kindergarteners, 2nd, and 4th graders from Israel, Japan and the United States. The children were asked whether two instances each of four object types (people, other animals, plants and inanimate objects) possessed each of 16 attributes that included life status (being alive), unobservable animal attributes (e.g., has a heart, sensory attributes (e.g., feels pain), and
attributes true of all living things e.g., grows bigger.

The results illustrate both similarities and differences across cultures in children's biological understanding. Children in all cultures knew that people, other animals, plants, and inanimate objects were different types of entities, with different properties, and were extremely accurate regarding humans, somewhat less accurate regarding other animals and inanimate objects, and least accurate regarding plants. At the same time, as predicted from cultural analyses, Israeli children were considerably more likely not to attribute to plants properties that are shared by all living things, whereas Japanese children, whose overall accuracy was comparable to the Israeli, were considerably more likely to attribute to inanimate objects properties that are unique to living things.

These differences are especially interesting because they suggest that children's naive biology is influenced by beliefs within the culture where they grow up. Consider why Japanese children might be more likely than children in the U.S. or Israel to view plants or inanimate objects as alive and having attributes of living things. Japanese culture includes a belief that plants are much like human beings. This attitude is represented by the Buddhist idea that even a tree or blade of grass has a mind. In Japanese folkpsychology, even inanimate objects are sometimes considered to have
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minds. For example, it is at least not a silly idea for Japanese to assign life or divinity not only to plants but also to inanimate objects, especially big or old ones. In addition, linguistic factors seem to influence Japanese children's attributional judgments. The kanji Chinese character representing it has a prototypal meaning of "fresh" or "perishable" as well as "alive." Therefore, this kanji can be applied to cake, wine, sauce, and other perishable goods.

Similar features of culture and language may account for Israeli children being less apt than American or Japanese children to attribute to plants life status and prop-
properties of living things. See Figure 6. Stavy and Wax (1989) suggested that within the Israeli culture, plants are regarded as very different from humans and other animals in their life status. This cultural attitude parallels that of a Biblical passage (Genesis, 1, 30), well known to Israeli students, indicating that plants were created as food for living things including animals, birds, and insects. Adding to, or perhaps reflecting, their cultural beliefs, the Hebrew word for “animal” is very close to that for “living” and “alive.” In contrast, the word for “plant” has no obvious relation to such terms.

How culture influences the development of biological understanding has yet to be studied. Parents, schools, and mass media may serve to transmit cultural beliefs. For example, Japanese parents may communicate the attitude through their actions toward plants and divine inanimate objects, though they do not usually tell their children this explicitly. Culture may provide children with opportunities to engage in activities that lead them to construct some particular biological understanding, as in the case of children of raising goldfish (Inagaki, 1990a; Hatano & Inagaki, 1992).

Evolution into Intuitive Biology

So far we have emphasized strengths of young children’s naive biology. Doesn’t it have any weaknesses? Of course, it does. Its weaknesses are obvious even when compared with intuitive biology that lay adults have, which is considered as a product of interaction between naive biology and so-called scientific biology. Let us list some major weaknesses of naive biology: 

a. limited factual knowledge, 

b. lack of inferences based on complex, hierarchically organized biological categories, 

c. lack of mechanical causality, and 

d. lack of some conceptual devices (e.g., “evolution,” “photosynthesis”).

As children grow older, they acquire more and more pieces of biological knowledge, elimination of the weakness a, and with it the status of humans changes. Young children regard humans as unique, and thus as a prototypical species of all living things, whereas older children and adults consider them as a very special species and as only a kind of animals.

As children grow older, their personifying and vitalistic biology gradually changes toward truly “non psychological” if not scientific biology by eliminating the above weaknesses b and c, namely, toward a biology which relies on category-based inferences and rejects intentional causal explanations. We assume that this change or the fundamental restructuring of knowledge is almost universal, at least among children growing up in highly technological societies, and that it can occur without systematic instruction in biology, though schooling may have some general facilitative effects on it. Acquisition of basic conceptual devices—elimination of the weakness d seems to be difficult to be achieved without being taught so-called scientific biology at school, and incorporating them meaningfully into children’s existing body of knowledge can usually be achieved only with the restructuring of that knowledge.

Let us present a few relevant empirical studies. Johnson, Mervis, and Boster (1992) found that, whereas 10-year-olds and adults possess a category of primates and include a human in it, 7-year-olds regard a human very different even from a monkey.
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Carey 1985 also reported similar results, using the induction paradigm: when 4 year olds were taught some novel properties on people, they attributed them to other animals to much greater than when taught on dogs. In contrast, 10-year olds and adults who were taught on dogs were hardly distinguishable in attributional patterns from those taught on people. Rather, projections from dogs were slightly greater than from people. These results indicate that the status of humans changes from that of a prototype to what is not more prototypical than dogs.

Inagaki and Sugiyama 1988 examined how young children's human centered or “similarity based” inference would change as they grew older. They gave attribution questions, such as “Does X have a property Y?”, to children aged 4 to 10 and college students. Results indicated that there was a progression from 4 year olds' predominant reliance on similarity-based attribution - attributing human properties in proportion to perceived similarity between target objects and humans - to adults' predominant reliance on category-based attribution - attributing by relying on the higher order category membership of the targets and category attribute associations. Figure 7 shows an example of developmental patterns obtained in the attribution of anatomical physiologi-
This shift from similarity based to category based inferences is induced not only by an increased amount of knowledge but also by the development of metacognitive beliefs evaluating more highly the usefulness of higher order categories (Inagaki, 1989). Children realize that higher order categories are more dependable than the similarities for making correct predictions. Higher order categories are very helpful in predicting unfamiliar animals' behaviors, attributes, habitats, and so on. This realization facilitates the use of such categories in any situation in which a biological inference is required. Hatano and Inagaki (1991a) provided data to confirm this idea, using a task designed to assess children's metacognitive beliefs about the dependability of category based versus similarity based inference.

As children grow older, there also occurs a developmental change in causality for internal bodily functions. In contrast to young children's vitalistic, and sometimes even intentional, biological explanations, older children reject intentional explanations for biological phenomena and are inclined to use mechanical causality exclusively. In Experiment 2 of Inagaki and Hatano's (1993) study, the difference between 6 year olds and 8 year olds was larger than the difference between 8 year olds and adults in terms of preference for mechanical explanations and avoidance of intentional ones. See Figure 1.

These results suggest that young children's biology is qualitatively different from the biology that older children and adults have, and that, in accordance with Carey's claim, there occurs a conceptual change in biological understanding between ages 4 and 10. However, contrary to her claim, this change is characterized not as the differentiation of biology from psychology but as a qualitative change within the autonomous domain of biology, because children as young as 6 years of age already possess a form of biology.

Another important change may occur as a result of the learning of scientific biology at school, which is often beyond intuitive biology. In order to be able to reason "scientifically" in biology one needs to know its basic concepts and principles, major conceptual devices which cannot be acquired without intervention. For example, if one does not know the phenomenon of photosynthesis, one will not be able to understand the difference between animals and plants i.e., plants can produce nutriment themselves, and thus may accept the false analogy of mapping water for plants with food for animals. We assume that, unlike the first conceptual change just described above, this change is less accessible and thus occurs only among a limited portion of older children or adolescents.

1. adults' intuitive biology no more personifying? Does the intuitive biology no more rely on vitalistic biology? Answers for these questions are No. The fact that there exists a shift from similarity based to category based inferences does not mean that older children and adults never rely on the similarity to people in their attributions. Inagaki and Sugiyama (1988) reported that a substantial number of adults as well as older children still rely on similarity to people in attributing mental properties to varied animate entities. Morita, Inagaki, and Hatano (1988), using reaction time measures, revealed that college students use the similarity to people to some extent not only for...
mental properties but also anatomical physiological ones in a situation in which they have to respond very quickly and thus are not able to use the category membership of target objects and category property relationships. These results strongly suggest that personification or the person analogy may be used even by adults as a fallback strategy.

The fact that college students preferred much more strongly mechanical causality to the vitalistic one (Inagaki & Hatano, 1993, Experiment 2) does not mean that they never rely on the latter in any situation. One of the college students in Inagaki and Hatano (1993) consistently chose vitalistic explanations, and answered for an inquiry at the interview after experiment. "We usually choose those including 'oxygen' or 'the heart works like a pump' because we have learned in school to do so. However, I chose others because they were most convincing and comprehensible to me." This suggests that vitalistic biology continues to work as a basis of understanding and to be used in situation where people do not think that they are required to answer based on so called scientific biology.

Conclusions
Since Carey (1985), young children's naive biology has been an exciting topic for research in cognitive development. As more and more ambitious researchers have joined to study it, a richer database has been built and finer conceptualizations offered about this specific issue. It will probably be a popular topic for the coming several years, and research questions about naive biology, like the ones discussed so far in this article, can be better answered and or better rephrased.
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Acoustic characteristics of the speech of nineteen mothers to their normal and language impaired four year olds during a story reading task were analyzed on four scales of Expressiveness, Rate, Utterance Based Productivity, and Pause Based Productivity. Mother's audiotaped voices were digitized and then band pass filtered and analyzed by the computer system, VOXCOM. Discriminant function analysis correctly classified 84.2% of the mothers of language impaired children based on values representing the acoustic scales. The Expressiveness and Rate scales contributed the greatest discriminatory power to differentiating between the two groups of mothers. The results were interpreted in light of the importance of expressiveness and rate for focusing attention and consequent cognitive development.

Introduction:

Acoustic analysis of mother's speech to their children has traditionally been limited to speech with young children, those less than three years of age, and particularly, eighteen to twenty one months of age (Owens, 1988). The purpose of this research has been to document the presence of a specialized speech register used by primary care givers in speaking to young language learning children (Nelson, 1973; Wells, 1981; Snow, Dubber and De Blauw, 1982; Snow and Ferguson, 1977; Schachter and Strange, 1982; Cross, 1977). This register has been called "motherese" and has been interpreted as a consistent and simplified model from which the child can learn language, particularly syntax (Newport, Gleitman and Gleitman, 1977).

Early speech to young children has been generally found to consist of short, grammatically accurate sentences with many exclamations, use of high pitch and special voice qualities such as whispering, slower rate of speech, frequent repetitions, and baby talk words; and frequent use of questions and elaborations of the child's utterances (Garnica, 1977; Snow and Ferguson, 1977; Snow, 1984). Six acoustic features of mother's speech to young children isolated by Garnica (1977) include higher funda-
mental frequency, greater pitch range, rising terminal frequency, longer duration in speaking separable verbs, and placing two primary syllabic stresses on words calling for one. Acoustic features have been found to be instrumental in focusing attention, differentiating given from new information, differentiating speech acts and syntactic structures, signalling organizational boundaries, and improving intelligibility and retention of meaning (Bates and MacWhinney, 1979; Clark and Clark, 1977; Crystal, 1981; Wode, 1980; Campbell and Shriberg, 1982; Wingfield, Lombardi, and Sokol, 1984).

In spite of the significance of and interest in acoustic analysis of mother's speech to their young children, studies to date have been conducted primarily with children younger than age three, have used imprecise instrumentation and subjective estimations of acoustic characteristics (Shute and Wheldall, 1989), and have not included comparisons across diagnostic categories as regards acoustic features.

The present investigation seeks to analyze acoustic aspects of mother's speech to their four year old children from the perspective of their significance for cognitive development. It is recognized that the child's knowledge structure is fully reorganized between the ages of four and ten years (Carey, 1987). This reorganization is based on prerequisite attention which is tightly connected to linguistic components in regulating activity (Zaporozhets and Elkonin, 1971; Wertsch, 1985). The formation of attention begins with the adult using words in characteristic ways to attract the child's attention to various aspects of reality. Gradually the child learns to organize his own attention based on his interaction with significant others. Acoustic characteristics reflect the reciprocal relationship or lack thereof, between the adult and child. The intonational envelope, as it has been called, signals joint participation between the adult and child (Bruner, 1975). This joint attention is the foundation on which later reorganization of knowledge structures is based (Dimitracopoulou, 1990).

In contrast to the often imprecise instrumentation used in other studies exploring acoustic aspects of mother's speech to young children, it is the purpose of this investigation to identify differences in speech to normal versus language impaired children using a unique computer based speech analysis system, VOXCOM. VOXCOM is a uniquely precise system using a microcomputer which provides a means to analyze recorded samples of natural speech in real time. The VOXCOM system was originally designed to provide objective and quantitative characterizations of the speech patterns found in various clinical populations. Its primary use thus far has been with schizophrenic and clinically depressed adult patients to identify the patients' ability to express emotion or affect. Initial studies indicate that acoustic cues may differentiate some of these clinical groups. This investigation seeks to extend the application of acoustic analysis using VOXCOM to differentiate between speech by mothers to normal versus language impaired children. Since language impaired children have been found to have deficits in social and linguistic interactional knowledge and competence (Bryan, 1981), acoustic features of maternal speech with normal and clinical populations may initially be a way to differentiate these groups and ultimately, help predict concomitant attentional and subsequent cognitive characteristics.
Method:

The subjects for this study are two groups of mother-child dyads, ten normal child mother pairs and nineteen language impaired children and their mothers. All children participating in the study are between the ages of 4:0 and 5:1, have demonstrated age deviation scores between 90 and 116 on an intelligence measure (Burgemeister, et al., 1972), and are boys. Dyads participating in the study are representative of the middle to upper middle socioeconomic level as determined by Hollingshead’s Two Factor Index of Social Position (Meyers and Bean, 1968). Only families whose primary language is English were included in the present investigation, and all mothers and their children were Caucasian in ethnic origin. All subjects had normal auditory acuity and normal or corrected visual acuity. Normal children had demonstrated language competence on a locally devised screening measure which included assessment of expressive and receptive language abilities. No children in this group were known to have any language or emotional disorders and had not been referred for special education services of any kind. Language impaired subjects had been diagnosed by private or public agencies as evidencing a significant language disorder according to the State of Colorado guidelines, and were enrolled in an early intervention language program.

Mothers were engaged in a task in which each was given the same book (Crowe, 1980) to read to their preschool child. Reading has been found to be a preferred measure for analyzing acoustic characteristics of speech as it yields a high test-retest correlation and accurately reflects measurements of spontaneous speech (Fitch, 1990). Reading sessions were conducted in the mother’s homes in a naturalistic setting and audiotaped. The analog signals from the mother’s audi-taped reading of the story text were digitized and then band pass filtered and analyzed by a computer system, VOXCOM (Alpert, et al., 1986). The range of the band passed filters is adjusted to accommodate specific samples of speech. For men the range extends from 80-140 Hz while women have a range extending 120 to 280 Hz. After filtering, the signal that represents the subjects voice is split into two parallel lines that are analyzed for frequency and amplitude information. In short, variations in voltages across time correlate with changes in loudness or stress that the subject produces. Consequently, usable data can be extrapolated from the raw data through the VOXCOM method. Figure 1 illustrates how the raw data would appear on an oscilloscope screen.

Data is reported in the form of utterances, gaps, and peaks. In addition, VOXCOM breaks these groups into subgroups representing the number of utterances, gaps, peaks; the mean and variance of the time durations of utterances, gaps, and peaks; the mean and variance of the log of the amplitudes of peaks and the frequencies corresponding to those peaks; the correlation between peak amplitude and peak frequency; and the distribution of peaks within utterances. The output of VOXCOM is shown in Table 1.

An utterance is defined as an amplitude which is above a given threshold of background noise for 100 msec. A gap is an amplitude that remains below the threshold for at least 200 msec. A peak is a point of maximum amplitude relative to the values of amplitude immediately preceding and following that point. As VOXCOM samples the raw data, it stores the values of amplitude and frequency and then compares each suc-
TABLE 1

VOXCOM Output

Parameters: id1 = 2  id2 = 32005  id3 = 2
            gapmin = 20  utmin = 10  pkmin = 51
            thresh = 18  fmin = 200  fmax = 800
            acalib = 0  fcalib = 0  fcalib2 = 0  uttkeep = 3

Total Time: 436 seconds

Utterances: N = 114

Mean Duration = 244.54
Variance = 32569.15

Frequency Distribution:

<table>
<thead>
<tr>
<th>3</th>
<th>2</th>
<th>6</th>
<th>11</th>
<th>5</th>
<th>4</th>
<th>6</th>
<th>7</th>
<th>3</th>
<th>8</th>
<th>5</th>
<th>5</th>
<th>4</th>
<th>4</th>
<th>4</th>
<th>32</th>
</tr>
</thead>
</table>

Gaps: N = 113

Mean Duration = 111.71
Variance = 20331.29

Frequency Distribution:

| 0 | 29 | 19 | 11 | 9 | 4 | 9 | 8 | 3 | 3 | 0 | 2 | 1 | 0 | 2 | 1 | 4 |

All peak Data: N = 1141  r = 0.397

Duration of n peak utterances:

<table>
<thead>
<tr>
<th>Duration</th>
<th>Mean</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.8</td>
<td>119.77</td>
<td></td>
</tr>
</tbody>
</table>

Amplitude:

<table>
<thead>
<tr>
<th>Mean</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>536.5</td>
<td>131.33</td>
</tr>
</tbody>
</table>

Frequency:

<table>
<thead>
<tr>
<th>Mean</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>191.9</td>
<td>95.88</td>
</tr>
</tbody>
</table>

FIGURE 1 Hypothetical oscilloscopic tracings of two samples of speech to illustrate how VOXCOM detects a gap between utterance.
ceeding value with the previous one. This identifies whether or not amplitude increases or decreases. Measures of \( \text{uttmin} \) and \( \text{gapmin} \) (minimum time duration for detecting whether an utterance or gap has occurred), \( \text{pkminh} \) (the minimum decrement in amplitude needed for a peak to be detected), \( \text{thresh} \) (the threshold or minimum amplitude that is considered usable signal by the peak detection routine), and \( \text{fmin} \) and \( \text{fmax} \) (minimum and maximum values of peak frequency accepted after band passing) are further used as criterion values against which analyze the data. With the use of frequency parameters, the VOXCOM system becomes a more precise method of controlling peak frequencies that are accepted as values of fundamental frequency.

From the computer-based VOXCOM speech analysis system, scales of Expressiveness, Utterance and Pause Based Productivity, and Rate have been developed. These scales represent average values derived from duration, variance, gap, rate, and peak information. Table 2 summarizes the components which comprise each of the scales.

<table>
<thead>
<tr>
<th>Variable Scale Components</th>
<th>Pause Based Productivity</th>
<th>PRD P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject pause duration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance of subject pause duration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gap at the 90th %ile</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gap at the 50th %ile</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rate of peaks per total time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Utterance Based Productivity</td>
<td>PRD U</td>
<td></td>
</tr>
<tr>
<td>Subject vocalization duration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance of vocalization duration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Utterance duration at 90th %ile</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Utterance duration at 50th %ile</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent of 1 peak monosyllabic utterances total utterances</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rate of peaks per time talking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average duration of 3 peak utterances</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average duration of 4 peak utterances</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average duration of 5 peak utterances</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average duration of 6 peak utterances</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average duration of 7 peak utterances</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average duration of a peak</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance of peak duration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expressiveness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency variance in 100ths of an octave</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amplitude variance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance of 1 peak amplitude</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance of 2 peak amplitudes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance of 3 peak amplitudes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance of 4 peak amplitudes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance of 5 peak amplitudes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance of 1 peak frequency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance of 2 peak frequencies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance of 3 peak frequencies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance of 4 peak frequencies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance of 5 peak frequencies</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The data generated from VOXCOM was analyzed using the SPSS PC+ statistical software application. Table 3 shows the standardized means (i.e., converted to z scores) for both groups, the language impaired child-mother dyads and the normal child-mother dyads representing the dependent variables.

These means were compared across each of the four independent variables, Expressiveness, Rate, Pause and Utterance-Based Productivity. A one-way analysis of variance (ANOVA) was used to compare the two groups in terms of their mean scores on each of the acoustic variables. Further manipulation of the data required the application of discriminant function analysis.

Results:

Results of the statistical analysis using a one-way analysis of variance (ANOVA) to compare the two groups across the four acoustic variables was not significant. Discriminant analysis of the four acoustic variables did not produce a significant degree of separation between the two groups of mothers of language impaired versus mothers of normal children (Wilk's lambda = .81 p < .05). However, predictions as to category membership based on the four acoustic variables suggest trends which are noteworthy.

The discriminant procedure computes a linear composite of predictor variables that were used to classify children into either the normal or language impaired child-mother dyads. The results are presented in Table 4.

Inspection of Table 4 shows that the probability of correctly classifying a mother as speaking to a language impaired versus a normal child based on the four acoustic variables, is 84.2%. The probability of identifying a mother speaking to a normal child is 70%. The extent to which each acoustic measure contributes to the differentiation between the two groups is shown by the resulting discriminant

<table>
<thead>
<tr>
<th>TABLE 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Standardized Means</strong></td>
</tr>
<tr>
<td><strong>Normal</strong></td>
</tr>
<tr>
<td>Expressiveness</td>
</tr>
<tr>
<td>PRD P</td>
</tr>
<tr>
<td>PRD U</td>
</tr>
<tr>
<td>Rate</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Classification Results</strong></td>
</tr>
<tr>
<td><strong>Actual Group</strong></td>
</tr>
<tr>
<td>Normal</td>
</tr>
<tr>
<td>L. D.</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
coefficients for each variable, presented in Table 5.

As shown in Table 5, the variables most associated with group differences are Rate and Expressiveness. Pause-Based Productivity and Utterance-Based Productivity contribute in that order of importance, to further differentiating the groups. Table 3 provides the mean scores on the four acoustic scales as a function of group membership for the normal child-mother dyads, and the language impaired child mother dyads. As

TABLE 5
Discriminant Function Coefficients

<table>
<thead>
<tr>
<th></th>
<th>PRD P</th>
<th>PRD U</th>
<th>Rate</th>
<th>Expressiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRD P</td>
<td>0.2147</td>
<td>0.13147</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRD U</td>
<td>0.13147</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rate</td>
<td>0.65657</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expressiveness</td>
<td>0.46111</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE 6
Z Scores

<table>
<thead>
<tr>
<th>Subject Number</th>
<th>Group</th>
<th>PRD P</th>
<th>PRD U</th>
<th>EXP</th>
<th>RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>-0.13</td>
<td>-0.86</td>
<td>-0.70</td>
<td>-0.91</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>-0.88</td>
<td>-0.76</td>
<td>1.06</td>
<td>0.33</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>-0.10</td>
<td>-0.03</td>
<td>-0.32</td>
<td>-0.91</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1.43</td>
<td>-0.42</td>
<td>-0.18</td>
<td>-0.68</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0.93</td>
<td>0.54</td>
<td>-0.64</td>
<td>-0.23</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1.06</td>
<td>-0.01</td>
<td>0.10</td>
<td>0.70</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0.06</td>
<td>0.27</td>
<td>0.22</td>
<td>0.32</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0.82</td>
<td>-0.56</td>
<td>2.05</td>
<td>1.98</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0.98</td>
<td>0.92</td>
<td>-0.54</td>
<td>-0.29</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>1.48</td>
<td>3.11</td>
<td>-0.17</td>
<td>-0.76</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subject Number</th>
<th>Group</th>
<th>PRD P</th>
<th>PRD U</th>
<th>EXP</th>
<th>RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>-0.06</td>
<td>-0.82</td>
<td>-0.70</td>
<td>-0.59</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-0.83</td>
<td>-1.12</td>
<td>-0.12</td>
<td>-0.49</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>-0.11</td>
<td>-0.07</td>
<td>0.42</td>
<td>0.59</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>-0.39</td>
<td>-0.33</td>
<td>-0.38</td>
<td>-0.94</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>-0.06</td>
<td>-0.55</td>
<td>1.25</td>
<td>0.55</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>-0.84</td>
<td>0.74</td>
<td>-0.57</td>
<td>-0.32</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0.29</td>
<td>0.54</td>
<td>0.14</td>
<td>-0.02</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0.44</td>
<td>-0.67</td>
<td>-0.18</td>
<td>-0.48</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0.07</td>
<td>0.28</td>
<td>0.04</td>
<td>0.06</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0.96</td>
<td>-0.33</td>
<td>0.16</td>
<td>-0.22</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>0.19</td>
<td>-0.77</td>
<td>0.83</td>
<td>0.25</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>0.30</td>
<td>-0.33</td>
<td>0.73</td>
<td>0.59</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>0.15</td>
<td>0.26</td>
<td>0.15</td>
<td>0.24</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>0.23</td>
<td>0.53</td>
<td>0.59</td>
<td>0.10</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>0.31</td>
<td>0.61</td>
<td>0.58</td>
<td>0.11</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>not available</td>
<td>1.67</td>
<td>0.63</td>
<td>0.00</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>1.44</td>
<td>0.14</td>
<td>0.59</td>
<td>0.51</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>1.00</td>
<td>0.07</td>
<td>0.53</td>
<td>0.60</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>1.19</td>
<td>1.04</td>
<td>0.04</td>
<td>1.19</td>
</tr>
</tbody>
</table>
shown in Table 3, mothers reading to their language impaired children evidenced a slower rate of reading than mothers of normal children, lower utterance based productivity, higher pause based productivity, and depressed expressiveness.

The discriminant scores were used to classify the subjects according to group membership across the four acoustic scales.

Discussion:

Acoustic characteristics of mother's speech to normal or handicapped children have not been extensively studied. When they have been the subject of inquiry, they have often been described subjectively and with respect to children younger than age three learning language. The significance of the present investigation is in applying precise instrumentation to analysis of acoustic characteristics of mother's speech to children across normal and language impaired categories after they have passed the traditional "motherese" language learning years. The results are significant in that

<table>
<thead>
<tr>
<th>Subject</th>
<th>Classified Group</th>
<th>Highest Group</th>
<th>Probability</th>
<th>Discriminate Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1**</td>
<td>0</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>9**</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>11**</td>
<td>1</td>
<td>0</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>0</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>17**</td>
<td>1</td>
<td>0</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>19**</td>
<td>1</td>
<td>0</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>1</td>
<td>0.7568</td>
<td>1.0356</td>
</tr>
</tbody>
</table>

...
they document that characteristic acoustic features of mother's speech to children persist beyond the initial language learning years and that these features may be absent or less pronounced in mother's speech to language impaired children, thus helping to discriminate normal from clinically diagnosed children.

The concept of intersubjectivity as discussed by Bruner 1977, Schaffer 1977, and Trevarthen 1979, is instructive in interpreting the results of the present study. These authors suggest that mothers and their children seek to achieve a degree of shared emotional and intellectual understanding within their interactions. Intersubjectivity may be disrupted or changed by interactions in which the mother's responsiveness to the child is compromised. Solnit and Stark 1961, Emde and Brown 1978, and others have documented the presence of negative emotional maternal responsiveness to their handicapped children due to a violation of maternal expectations within the interaction. Depending on etiologic differences and severity of the disorder, a mourning process often occurs resulting in less frequent and positive mother-child interactions.

Another factor which may affect the intersubjectivity or shared intellectual and emotional understanding between mothers and their language impaired children is that mothers of handicapped children have been observed to be generally directive in their interactions. For example, Jones 1980 found that mothers of Down Syndrome children often referred to interactive sessions as teaching sessions and considered a good interaction to be one in which the children had been successfully instructed. In contrast, mothers of non-handicapped children considered a good interaction to be one in which a playful experience had been shared. MacDonald and Gillette 1988 conclude that there are considerable differences between the manner that mothers interact with language handicapped and normally developing children and that these differences are not well suited for either engaging these children in interaction or promoting their development. Specifically, adults seem to expect a delayed child not to stay engaged in a given conversation. Parents often communicate rhetorically, that is, at the child rather than for a response, suggesting that some adults may view the function of their talk as being to deposit language in the child rather than to teach the child how to use language. Decreased responsiveness and increased maternal dominance and directiveness are often the result, which may have specific cognitive outcomes for the child.

Abundant correlational research exists to suggest that maternal behavior influences young children's cognitive development e.g. Feshbach 1973, Schachter 1979, White and Watts 1973. Research linking the nature of mother-child interactions to later outcomes suggests that handicapped children are less likely to tackle difficult problems, show lower self images, and adopt a problem solving style characterized by looking to others for solutions. Zigler 1971, Hodapp 1988. Mahoney 1988 suggests that the interactional characteristics, including decreased parental responsiveness, he observed in mother handicapped child dyads, appear to be related to phenomenon that affect the child's motivation to achieve competence. These phenomenon include locus of control, feelings of competence, and interest level.

Four years of age, the age of the children in the present study, is considered a crucial point in the development of the child in that expanded language and abstract reasoning skills tend to emerge at this time Bruner 1973. In his study with four
year olds and their mothers. Slater (1986) found that children whose mothers employed a concrete, directive, nonresponsive form of interaction, evidenced depressed scores on a standardized aptitude measure, as compared with children of mothers who employed a more responsive interaction style. Similarly, Pianta and Erickson (1990) found that mother-child interaction variables, including negative affect on the part of the mother, predicted referral for special services at 42 months and that referred children performed significantly more poorly on a standardized aptitude measure than non-referred children.

In the present study, mothers of the language impaired children showed a trend toward a slower rate of speech, lower verbal productivity, more pause time, and depressed expressiveness with their children than mothers of normal children. Based on related research, it appears that some of these characteristics may have important negative implications for developing a shared intellectual and emotional context between mothers and their language impaired children within which cognitive development is nurtured and shaped. Current understanding of prosodic features of mother's speech to children, specifically, exaggerated expressiveness relates to holding the attention of the child. Given the lack of expressiveness in mothers speaking to their language impaired children identified in the current study, implications are clear for altered attention which is the foundation for cognitive development. It appears that while mothers are slowing down the rate of their verbal presentation for their language impaired children, they may be compromising expression and hence attention and cognitive development, as well.

Given the present descriptive study, future investigations with larger subject pools and digital data collection methodology may help reduce some of the variability characterizing the present data set. Further, future studies may focus on correlating acoustic features with attentional or cognitive variables in members of communicative dyads under scrutiny. Finally, the results of the present investigation add to information used to discriminate diagnostic categories and predict subsequent cognitive characteristics.

REFERENCES


Acoustic Analysis of Maternal Speech


The purpose of this study is to investigate the relationships between sentence comprehension, sentence imitation, and sentence production in mentally retarded individuals. Thirty two mentally retarded individuals, aged from 16 to 37 years old, with 29 males and 3 females, were tested. In the first experiment, subjects acted out simple sentences using miniature toys. In the second experiment, subjects were asked to imitate simple sentences. In the third experiment, subjects were asked to draw an event on a picture about the following: "one animal chased another". The results of these experiments indicated: 1 even the subjects who showed event probability strategy in sentence comprehension tasks could use the word order in the sentence production tasks; 2 the subjects of the event probability strategy apply wrong particles in sentence imitation tasks and sentence production tasks.

Introduction

Numerous attempts have been made by researchers to show problems of language learning in mentally retarded individuals. However, comprehension and production were researched separately. A few attempts have been made in terms of the relationships between comprehension and production. The purpose of this study is to investigate sentence formats and assignment of actor patient relationships in sentence production task for each sentence comprehension strategy.

Mentally retarded individuals and normal children are known to comprehend a simple sentence with different ways from that of adults. Bever (1970) investigated sentence comprehension of children, finding a semantic strategy at 3 years old, and a word order strategy at 4 years old. The semantic strategy is to comprehend a sentence according to the semantic constraints. The children who use the strategy could correctly comprehend the probable sentences like "The mother pats the dog," but not the improbable sentences like "The dog pats the mother." The word order strategy is to comprehend a sentence according to the word order. The children of the word order strategy regard the first noun as an actor and the second noun as an object.

In sentence comprehension of Japanese children, the semantic strategy, the word order strategy, and the particle strategy were found (Hayashibe, 1975; Suzuki, 1977; Iwatake, 1980). Japanese language is an subject object verb -S O V- language with a relatively free word order. The case relation is expressed by postpositional particles,
and the subject is marked by the particle "ga", the object by the particle "wo". A
form of Japanese simple sentence is ‘noun particle noun-particle verb’. Since the posi-
tions of “noun particle” are exchangeable, the following two sentences are acceptable,
that is, "subject ga object wo verb :SOV:" and "object wo subject ga verb :OSV:.”
Japanese children comprehend a sentence on the basis of the particles after 6 years old.

The sentence comprehension strategies of mentally retarded individuals were
investigated by a few studies Dewart, 1977; Bridges and Smith, 1984; Matsumoto,
1986, 1989. It is reported that mentally retarded individuals change the word order
strategy for the semantic strategy between Mental Age MA: 3 years old and 4
Dewart, 1977; Bridges and Smith, 1984 .

Matsumoto 1986, 1989 investigated the sentence comprehension of Japanese
mentally retarded individuals that were asked to act out a simple sentence by using
miniatures animals toys. He found the event probability strategy the semantic stra-
etgy, the word order strategy, and the particle strategy in the mentally retarded indi-
viduals to be the same as in normal children. Furthermore, Matsumoto and Furutsuka
in press examined the relationships between the sentence comprehension and the sen-
tence imitation. They found that a: the subject who comprehended the particles could
correctly imitate both SOV and OSV; b: some of the subjects who correctly imitated
both SOV and OSV could not comprehend the particles; c: all subjects who participat-
ed in the experiment could correctly imitate the noun and the word order of the noun;
d: some subjects change SOV for OSV in the imitation task. From the results they
proposed a sentence comprehension model including two stages. In their model, at the
first stage, the subject stores the simple sentence according to sentence formats in his
linguistic repertoire. At the second stage, he she decides the actor patient relationship
on the basis of a linguistic cue. The subjects having SOV and OSV formats can cor-
rectly store the sentences, and some of them use the particles for sentence comprehen-
sion. However some of them can not. Since the subjects having the SOV format
alone miss the particles in the OSV sentences, they can not understand the OSV sen-
tences. Some of them use the cue of the word order in sentence comprehension, and
others comprehend the sentences on the basis of semantic constraints. The subjects
who acquire neither the SOV format nor the OSV format can not use the cue of the
particles in the comprehension tasks. Most of them comprehend the sentences accord-
ing to semantic constraints.

In a similar way, the process of sentence production can be regarded as contain-
ing two stages, the selection of a specific sentence format, and the assignment of an
actor patient relationship to the sentence format. In this sentence production experi-
ment, the task is to describe the event that one animal chases another animal. The
subject must understand the actor patient relationships of the event, putting it in a
sentence some way. How do mentally retarded individuals represent the actor patient
relationship? What format do they use in sentence production tasks?

As mentioned in the above, the purpose here is to explore the relationships
between sentence comprehension, sentence imitation, and sentence production in men-
tally retarded individuals. In the sentence comprehension experiment, the sentence
comprehension strategy is identified. In the sentence imitation experiment, the
responses are analyzed in terms of the sentence format. In the sentence production experiment the sentence format and assignments of actor patient relationships to word order are investigated.

Experiment 1

Method

Subjects. The subjects were 32 mentally retarded individuals (29 males and 3 females), from a mental retardation institution in Sapporo City. Their chronological ages (CAs) ranged from 16 to 37 years; mean = 26.11, their MAs assessed by Suzuki Binet Intelligence test ranged from 3 to 11; mean = 6.41, and their Intelligence Quotient (IQ) ranged from 20 to 74; mean = 41.

Materials. There were two variables in sentences: 1. sentence type (Subject Object Verb: SOV, or OSV); 2. semantic constraints (neutral, probable, or improbable). The combination of the two variables yielded six conditions. For each condition, four sentences were made.

The sentences used in this test were:

Probable and SOV sentences
- rai on ga buta wo tsukamaeru: The lion chases the pig.
- rai on ga hituji wo tsukamaeru: The lion chases the sheep.
- to ra ga buta wo tsukamaeru: The tiger chases the pig.
- to ra ga hituji wo tsukamaeru: The tiger chases the sheep.

Probable and OSV sentences
- buta wo rai on ga tsukamaeru: The lion chases the pig.
- hituji wo rai on ga tsukamaeru: The lion chases the sheep.
- buta wo to ra ga tsukamaeru: The tiger chases the pig.
- hituji wo to ra ga tsukamaeru: The tiger chases the sheep.

Improbable and SOV sentences
- buta ga rai on wo tsukamaeru: The pig chases the lion.
- hituji ga rai on wo tsukamaeru: The pig chases the sheep.
- buta ga to ra wo tsukamaeru: The pig chases the tiger.
- hituji ga to ra wo tsukamaeru: The pig chases the sheep.

Improbable and OSV sentences
- rai on wo buta ga tsukamaeru: The pig chases the lion.
- rai on wo hituji ga tsukamaeru: The pig chases the sheep.
- rai on wo to ra ga tsukamaeru: The pig chases the tiger.
- rai on wo hituji ga tsukamaeru: The pig chases the sheep.

Neutral and SOV sentences
- rai on ga to ra wo tsukamaeru: The tiger chases the lion.
- to ra ga rai on wo tsukamaeru: The lion chases the tiger.
- buta ga hituji wo tsukamaeru: The sheep chases the pig.
- hituji ga buta wo tsukamaeru: The sheep chases the pig.

Neutral and OSV sentences
The tiger chases the lion.
The lion chases the tiger.
The pig chases the sheep.
The sheep chases the pig.

The order of the presentations of sentences was pre-randomized.
The miniature toys corresponding to the nouns in the sentence were provided.

Procedure. To identify the sentence comprehension strategy were applied the tests used by Matsumoto, 1986. The subjects were individually tested in a quiet room in the institution. At the beginning the subject were asked to name the miniatures or to point to the one called by the experimenter. Most of the subjects could correctly name or point to the toys. If a subject could neither name nor point, a few practices were given to the subject. Instruction in trails is as follows: “The tape recorder speaks a sentence. Listen carefully and act out the sentence by using these miniatures.” If the subject couldn’t understand the requirement of the task, some practice was given. At first in a trial, the experimenter sets up vertically an untransparent board and a transparent board in front of the subjects and place four miniature animals toys behind the boards. Then the experimenter removes the untransparent board and switches on the tape recorder to say a sentence. The transparent board on the table prevents the subject from operating miniature toys during the presentation of a sentence. After the presentation of a sentence, the experimenter takes away the transparent board and urged the subject to act out the sentence. The subject’s responses were recorded with a video tape recorder.

Results
The effects of the event probability, the word order, and the particle on the response were analyzed to identify the sentence comprehension strategy for each subject. The effect of the event probability was valued by the number of responses in which a strong animal (lion or tiger) chases a weak animal (sheep or pig). If the number of the response was beyond 12 in the 16 trials in which probable and improbable sentences were presented, the subject was identified to use the event probability strategy. The effect of the word order was valued by the number of the responses indicating that an animal of expressed by the first noun chases an animal expressed by the second noun. If the number of the responses was beyond 18, the subject was recognized as using the word order strategy. The effect of the particles was valued by the number of the correct responses. If a subject could correctly act out the sentence according to the particles on more than 18 trials, the subject was recognized as using the particle strategy. In the responses, an animal of the noun marked by “ga” chases an animal of the noun marked by “wo”.

The number of the subjects for each comprehension strategy is shown in Table 1. Eight subjects use the event probability strategy, 8 subjects the word order strategy, and 6 subjects the particle strategy. Ten subjects were not classified into any strategies.
Experiment 1:

Method
Subjects. The subjects were the same as Experiment 1.
Materials. The sentences were the same as Experiment 1.
Procedure. The subjects were individually tested at the same room in Experiment 1.
The subjects were asked to imitate the sentence that the experimenter had called. In the training session, three sentences were presented: "boku watasi no uthi (My house)", "uma ha ookii (The horse is big)", "Bokura watasitachi ha you ru neru (We sleep at night)". The sentences in this experiment were presented with pre randomized order through a tape recorder.

Results
Presented in Figure 1 are the percentages of correct responses for event probability strategy group, the word order strategy group, and the particle strategy group. The correct response is that a subject correctly imitates all words including the particles. The analysis of variance (ANOVA) with respect to the number of correct response indicates that the difference between the groups is significant \( F(2,21) = 8.55, \ p<.01 \). Thus Multiple Range Test of Scheffe was done, indicating that the number of

<table>
<thead>
<tr>
<th>subject</th>
<th>strategy</th>
<th>imitation tasks</th>
<th>production tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>probability</td>
<td>OTHERS</td>
<td>OTHERS</td>
</tr>
<tr>
<td>2</td>
<td>probability</td>
<td>OTHERS</td>
<td>OTHERS</td>
</tr>
<tr>
<td>3</td>
<td>probability</td>
<td>OTHERS</td>
<td>OTHERS</td>
</tr>
<tr>
<td>4</td>
<td>probability</td>
<td>OTHERS</td>
<td>OTHERS</td>
</tr>
<tr>
<td>5</td>
<td>probability</td>
<td>OTHERS</td>
<td>SOV</td>
</tr>
<tr>
<td>6</td>
<td>probability</td>
<td>SOV</td>
<td>SOV</td>
</tr>
<tr>
<td>7</td>
<td>probability</td>
<td>SOV</td>
<td>SOV</td>
</tr>
<tr>
<td>8</td>
<td>probability</td>
<td>SOV</td>
<td>SOV</td>
</tr>
<tr>
<td>9</td>
<td>word order</td>
<td>SOV · OSV</td>
<td>OTHERS</td>
</tr>
<tr>
<td>10</td>
<td>word order</td>
<td>OTHERS</td>
<td>OTHERS</td>
</tr>
<tr>
<td>11</td>
<td>word order</td>
<td>SOV</td>
<td>SOV</td>
</tr>
<tr>
<td>12</td>
<td>word order</td>
<td>OTHERS</td>
<td>OTHERS</td>
</tr>
<tr>
<td>13</td>
<td>word order</td>
<td>OTHERS</td>
<td>OTHERS</td>
</tr>
<tr>
<td>14</td>
<td>word order</td>
<td>SOV</td>
<td>SOV</td>
</tr>
<tr>
<td>15</td>
<td>word order</td>
<td>SOV · OSV</td>
<td>OTHERS</td>
</tr>
<tr>
<td>16</td>
<td>word order</td>
<td>SOV · OSV</td>
<td>OTHERS</td>
</tr>
<tr>
<td>17</td>
<td>particle</td>
<td>SOV · OSV</td>
<td>OSV</td>
</tr>
<tr>
<td>18</td>
<td>particle</td>
<td>SOV · OSV</td>
<td>SOV</td>
</tr>
<tr>
<td>19</td>
<td>particle</td>
<td>SOV · OSV</td>
<td>SOV</td>
</tr>
<tr>
<td>20</td>
<td>particle</td>
<td>SOV · OSV</td>
<td>SOV</td>
</tr>
<tr>
<td>21</td>
<td>particle</td>
<td>SOV · OSV</td>
<td>OSV</td>
</tr>
<tr>
<td>22</td>
<td>particle</td>
<td>SOV · OSV</td>
<td>SOV</td>
</tr>
</tbody>
</table>
correct responses in the particle strategy group is significantly superior to both that in the event probability group and that in the word order group \((p < .05)\).

The sentences in the responses were classified into three types: SOV, OSV, and OTHERS. The percentages of SOV, OSV, and OTHERS are shown in Figure 2. The differences between the sentence comprehension strategy groups were analyzed with ANOVA for each type of sentence. The analyses indicate that the difference of OSV between the sentence comprehension strategy groups is significant \((F(2, 21) = 6.76, p < .01)\). Then Multiple Range Test of Scheffe was done, displaying that the number of OSV in the particle strategy group is significantly superior to that in the other groups \((p < .01)\). No significant difference between the sentence comprehension strategy groups was found with respect to SOV and OTHERS. Although the differences between the particles strategy group and other groups are very large about SOV, the difference is not significant.

In addition to these analyses, the predominant sentence formats were identified for each subject. If the number of a specified type of sentence was beyond 2.3 of the responses in a subject, it was judged to be the predominant format of the subject. If the number of a specified type of sentence was under 2.3 of the responses in a subject, the subject was judged to have more than two formats. In the subjects, the format that appears beyond 8 trials seemed to be his her predominant formats. The predominant formats for each subject were shown in Table 1.

![Figure 1](Image)

**FIGURE 1** The percentage of correct imitation for each sentence comprehension strategy.
Sentence in Mental Retardates

Experiment III

Method

Subjects. The subjects were the same as Experiment I and II.

Materials. Twenty four cards, on which there was a picture that showed one animal chasing another animal, were presented to the subjects. These animals were a lion, a tiger, a pig, and a sheep. There were six ways in pairing the animals: a lion and a tiger, a lion and a pig, a lion and a sheep, a tiger and a pig, a tiger and a sheep, a pig and a sheep. For each pair four cards were made. On the first card is a picture showing that an animal A on the right hand side chases another animal B on the left hand side, second, B on the right hand side chases A on the left hand side, third, A on left hand side chases B on right hand side, fourth, that B on left hand side chases A on right hand side.

Procedure. The room for the test is the same as in Experiment I. The experimenter sits in front of the subject. After the naming task of the animals, subjects were instructed as follows: "I will show you a picture in which an animal chases another animal. Would you describe the picture?" While the subject was responding, the card was presented. The 24 cards were given in pre random order.

Results

In the response, misnaminings were found at six percent of the trials. No subject misnamed the animals in more than a half of the trials. Since misnamings seem to be triggered by carelessness, we eliminated the errors from our analysis.

We scored the figure of responses telling that the actor patient relationship was
correctly described by using the particles, "ga" and "wo". Fig. 3 showed the percentage of the correct response for each strategy group. The differences between the sentence comprehension strategy groups were analyzed with ANOVA. The analysis indicates that the difference between sentence comprehension strategy groups is significant $F_{2,21} = 8.32, p < .01$. Thus Multiple Range Test of Scheffe was done, displaying that the number of correct production in the particle strategy group is significantly superior to that in the other groups $p < .05$.

The assignment of the actor patient relationship to word order was scored for each of the subjects. The assignment of the actor patient relationship to word order was that the actor was assigned to the first noun and the patient was second noun. For example, when the subject had seen a picture where a sheep chases a pig, he describes the sentence as "hitsuji: a sheep particle buta: a pig particle tsukamaeru chase". If the number of the assignments for a subject was significantly superior to a chance level, the subject was identified as using the assignments predominantly. The percentage of the subjects using the assignment for each sentence comprehension strategy can be seen in Fig. 1: 75% for event probability strategy; 63% for word order strategy; 83% for particle strategy. There is no significant difference among the sentence comprehension strategy groups.

The sentences of the responses were classified in term of the sentence formats Fig. 5. The differences between the sentence comprehension strategy groups were analyzed with ANOVA for each type of sentence. No significant difference was found because the variations among the subjects were too large. The differences between SOV, OSV, and OTHERS were analyzed in the same way for each sentence comprehension strategy group. For the particle sentence comprehension strategy group, the
main effect of sentence formats was found $F(2,17) = 10.17, p < .01$. The Multiple Range Test of Scheffe displayed that the number of SOV was significantly superior to both that of OSV and that of OTHERS, $p < .05$. 
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The sentence formats that are predominantly used in the responses are identified in the same way as in Experiment II. The predominant formats for each subject are presented in Table I. Half of the event probability strategy group and the word order strategy group use neither SOV nor OSV formats in sentence production tasks, misusing the particles. The particle strategy group, on the other hand, correctly use the SOV or OSV formats.

Discussion

The result of the sentence imitation experiment is similar to that of Matsumoto and Furutsuka in press. The subjects of the particle strategy group could correctly imitate both SOV and OSV. Many subjects of the event probability strategy group and the word order strategy group could not imitate the OSV. There is no difference between the event probability strategy group and the word order strategy group with respect to the sentence format.

The results of the sentence production tasks indicated that the subjects of the particle strategy group describe the event according to the sentences which include particle “ga” and “wo”. The majority of the correct productions were SOV, and only a subject of the particle strategy group represents the event by using OSV. It is possible to build the two explanations for the reason that many subjects used the SOV format. First, the instruction, in which the experimenter presents the SOV formats as the model, leads to the usage of SOV. Second, the SOV is a canonical sentence in Japanese, and the subject is more familiar to the SOV formats than OSV formats.

A few researchers (Hakuta, 1972; Chapman and Miller, 1975; Goto, 1989) studied the relationships between sentence comprehension and sentence production. Chapman and Miller (1975) suggested that the production precedes the comprehension. Goto (1989) found that the usage of the particle in production task precedes the comprehension of particles in Japanese normal children. In the present study some subjects of the word order strategy, who could not understand the particles in the sentence comprehension tasks, described the event on the picture by using the SOV format, which includes the particles. Taking into account the development of the sentence comprehension strategy (Hayashibe, 1975), it was obvious that the comprehension of the particles follows the utilization of particles in production in mentally retarded individuals.

We found the interesting fact in the assignment of the actor-patient relationship to the word order. The majority of the event probability groups, who cannot use the cue of word order in the sentence comprehension tasks, could assign the actor-patient relationship to word order in the sentence production tasks. In short, as for word order the production precedes the comprehension. No differences were found in the assignment between sentence comprehension strategy groups.

On the other hand, there are enormous differences of the sentence formats between the sentence comprehension strategy groups. In the event probability strategy group and the word order strategy group, nearly a half of the responses are other formats, which include the linguistically incorrect sentences. The differences of correct responses among sentence comprehension strategy in the sentence production tasks resulted from the differences of the sentence formats, which each sentence comprehen-
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EARLY INTERVENTION FOR CHILDREN WITH DEVELOPMENTAL DISORDERS WITH EMPHASIS ON THEIR RELATIONSHIP WITH CAREGIVERS

Takashi Furutsuka
Hokkaido University
Yuki Tanaka
Portland State University

In 1982, the first author began to conduct an intervention program for disabled children including autism and mentally retarded children aged from two, at Research and Clinical Center for Child Development in Hokkaido University. The program will be referred to RCCCD program. Their mothers also participated in this program. Since the children were so young, some children in a “gray zone”, not yet clearly identified as disabled, were included. As a result, some of them were proved not to be “disabled”. These experiences helped us to understand the development of children with disabilities as well as normal children. Especially, we have learned the more sophisticated and more detailed processes of development. Based on these experiences, we identified four propositions regarding early intervention programs.

Proposition 1. Enriched Environmental Stimulation

No parents expect their child to be born with disabilities. Thus, the facts that an infant has any delay in development impacts on the parents seriously. It also has impacts on the parent’s stability of mind. Sometimes, it takes several years until they can accept the reality that their infant was born with disability. During these periods, they may not be able to provide enough care for him, especially providing adequate environmental stimulation such as emotional, cognitive and social stimuli. Stern (1985) stated that in order to provide enough interactions with their infant, the caregivers need to have stability of mind and a feeling of happiness about their life. The caregivers of the children with disabilities also must keep these status of mind on caregiving, even if they are beginning to be aware and anxious that their infants has disability. At this age before two, it is important for parents to decide that caregiving for the infant is the primary concern, and solving their own problems – i.e. denial, grief or despair – is a secondary problem.

Generally, parents need to have some visible evidences to accept the disabilities.

This report was written when the first author spent his sabbatical leave in Portland State University, Oregon, U.S.A. I thank Drs. Ruth Falco, Joel Arick and David Krog, for discussions about the intervention described in the paper. I also thank all the colleagues in PSU whose kindness made my stay a fruitful and a memorable one.
of the infant. In the cases of cerebral palsy and Down's syndrome, parents can realize and accept the child's disability at an early age, since these disabilities are evident. On the other hand, the parents, who have an infant with autism or mental retardation, may take a longer time to accept the disability and to discuss how to change their situation for better development. One day, they focus the facts of development and neglect the delay. Another day, they find the facts of disabilities and worry about them. The more supportive evidences of his normal development they have, the more time is needed to accept their infant's disabilities. According to Furutsuka's Inventory of Parents who had an infant with disabilities, most found some delays in sensory motor and emotional developments at the age of six months. Thirty five percent of parents reported that they had some evidences of disabilities by one and half years old. Most parents still have a hard time accepting these facts. It usually takes around three years after the birth of the child for their parents to reach a point of acceptance and readiness to discuss the preferred methods of parenting. During this period, the study at the RCCCD indicated that parents took the following three major attitudes in parenting behavior: Furutsuka et al. 1993.

1 Inappropriate Emotional Interaction

There was less appropriate emotional interaction between the parents and infants with disabilities. Although there was interaction, they interacted in an inappropriate manner, such as negative or neutral emotional expression to the infant's positive emotional activity i.e. smiling to mother. These attitudes may exacerbate delay of development.

In order to change these attitudes, the RCCCD program offered counselling for the parents, focusing on their own problems such as their distress. However, the change of their attitudes was impossible without any change in development of their child. Based on this problem, the program focused on the facilitating the development of their child. Therefore the program was designed to counsel parents regarding problems in parenting their child.

To facilitate their infant's development of emotion, as well as cognitive development, it is a critical factor for the parents to have stability in their own emotions and responsiveness. Specifically, it is necessary to provide consistent emotional response to specific child behavior, because the infant learns and socializes his emotional expression through the interaction with his parents, especially during the first two or three years of life. For example, we found that one autistic child had a tendency to smile when she felt some anxiety, and to show aggressive behavior i.e. punching or pushing to others as a greeting "nice to meet you". Therefore, it is important for the parents to understand their infant's emotion correctly, in spite of the peculiar expression, and then to modify them to socially acceptable expression. Consequently, the parents need to provide various emotional expressions consistently and continuously in their interaction with their infant. Researches of social referency reported that the infant decides the appropriate emotion for a particular context through reference to his parents' emotion. Campos and Sterberg, 1981.
Inappropriate Demands

When parents feel anxiety over the disabilities of their infant, they tend to give developmentally inappropriate demands. Specifically, the demand is too easy or too difficult for the child to perform.

These parental attitudes were called “ambivalent type”, either “overprotective” or “constant punishment or correction”. Both attitudes suppress the infant’s developments.

When given too easy demands, the infant has less motivation to do any task, which delays his development, especially in self-help activities. On the other hand, when the parents give too difficult demands or tasks, the child cannot accomplish their demand. As he fails, parents punish or correct his activities and then to the parent becoming angry. From the parental point of view, there is sufficient reason for punishment. At the point of children, punishment occurred because the parent gave too difficult demands. It leads the infant to feel helplessness and apathy, or to exhibit aggressive or self injurious behavior. As it were, the parent and the infant have some reasons to justify their behavior. Ideally, the demand should be set a little higher than the infant’s current developmental level, which infancy indentified as “optimal discrepancy hypotheses” in setting these demand (Kagan et al., 1978).

Ignorance, refusal, or Exaggerative Response and Deprivation:

Parents’ anxiety of having a disabled infant causes another response, ignorance, refusal or exaggerative response. Therefore, the infant cannot receive or obtain any consistent response to his specific behavior, so he can not associate his behavior with his parent’s response. Lack of contingency causes no learning. The parent’s consistent response to infant’s specific behavior is an essential factor for cognitive development. These three major attitudes can deprive sensory, social and cognitive stimulations from the infant with disabilities, especially, under one year old.

In order to avoid these deprivation, it is important to follow three stages of the ideal course of parents infant interaction: 1 the parents imitate or follow the infant’s behavior, 2 they modify these imitation, to highlight specific parts of task, and to elaborate new skills in the chains of reciprocal behaviors, and 3 the parents lead the infant to understand how to think, what is important, and what style of expression is socially acceptable.

These conditions are indispensable for the development of the children with disabilities. Through our intervention programs, it was found that the development of disabled children is facilitated most effectively by these methods. Also, this method can be most effective when the infant interacts with the the person whom he regards as a secure base - mother, father or grandmother -.

Under normal development, infants make attachment to a specific person, and fear strangers at around a year old. In other words, he selects the caregiver as the reference of his behavior, especially social behavior. For example, when he cannot decide how to behave, he imitates the behavior of this attached person. As it were, he can interact, at an appropriate developmental level, with only this specific person, but with the other persons he can not interact appropriately, because strangers do not
behave specifically according to his specific expectation. As result, he feels anxiety toward a stranger as called "8 months anxiety or 12 months anxiety" (Spitz, 1950). But it is important to understand that this behavior is brought not by his fear or anxiety but by discrepancy of his expectancy. We found that disabled children making attachments to specific persons more strongly than normal infants. Since their flexibility of behavior is restricted, the separation from the attached person caused more severe behavioral dysfunctions.

After children with disabilities have acquired the attachment person, only the attached person can use behaviors such as praise, scold as social reinforcements.

In summary, to use these methods effectively, it is too late to begin intervention after parents accept the fact of their infant’s disabilities. Even if during they are still uncertain and confused, the improvement of the interaction between parents and infant must be started.

Proposition 2: Plasticity of Brain and Constraints of Environmental Stimulation on Development

In 1936, Kennard studied the effects of resections of motor cortexes of rhesus monkey on their behaviors. A monkey who was sectioned early, recovered to walk and feed by himself. On the other hand, a monkey that was damaged after adulthood did not recover to walk. This phenomenon is called “sparing”. Namely, the repair of neuronal function occurs when the brain is injured early in life, but when injured later, they can not recover the function. Also, it is well known that some children with damage in the left temporal language area showed recovery of language function. Researchers have reported that patients whose brain was damaged in childhood showed the recovery on various kinds of functions. The “sparing” has been identified as the “Kennard Principle” (Kennard, 1938).

The basic assumption of the Kennard Principle is that all areas of the brain have functional equivalence, which is changeable to the center of any function when young, and exercise makes the localization of some function (e.g. language). Therefore, if the damage occurs before localization is determined, the neighboring areas or another hemispheric areas which correspond to the damaged area substitute this damaged function. If this principle is correct, persons who concern the children with disabilities, parents, teachers and others can hope for the recovery of children with disabilities.

After the decade of the 70's, it became evident that the Kennard Principle has many restrictions. New trends of research developed a theory of the "plasticity of the brain". The "plasticity of the brain" means that brain have self repairing functions and can construct new neuronal circuits if innate circuits were damaged. Being different from the "Kennard principle", plasticity has the restriction which is called the "critical period".

Researchers made experiments to answer the following questions. "After brain damage, under what conditions does the reconstruction of neuronal circuits occur? If no repair, why did it not occur?"

Several studies found that localization of various functions occurred at different ages, including the period of fetal development. For example, the localization of visual
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function starts after birth and continues until one year old. On the other hand, language function has the plasticity until adolescence. When the damage occurred in the period before or during localization, the recovery of function can be possible. However, if localization is over, no recovery was expected. This sensitive period is defined as the "critical period". During this period, the organism needs inputs from external environment by which the neuronal circuits become complex and sophisticated. If deprivation of inputs occurs at this period, the neuronal circuits are in insufficient and inappropriate states.

According to the well known findings of Hubel and Wiesel (1970), the principle of a "critical period" has the validity in the domain of sensory and associative sensory cortex. They reported that when one eye of a kitten was closed off for several weeks, the receiving cells in the visual cortex did not develop appropriately. Atkinson and Braddick (1988) also reported that the unused eye of the children with strabismus became weak sighted, but when the used eye was shut with an eye patch, they began to use the previously unused eye. As a result, visual acuity of the unused eye increased. However, when the eye patch was removed and the child use both eyes, the unused eye’s acuity weakened again. In another words, the neuronal circuits which had been made in the critical period have better stability than those which were made after the critical period.

According to the definition of "the critical period", the environmental stimuli which were needed to make neuronal circuits for specific function, and the period when these stimuli were needed is determined innately. However, the complexity and sophistication of those circuits are operable through manipulating the quantity and quality of inputs. Disabled children have some difficulties in constructing neuronal circuits, i.e. difficulties in learning and difficulties in processing sensory input. These data regarding the "plasticity of the brain" indicate that there is a need to facilitate the development of neuronal circuits in disabled children.

For example, the sucking reflex of the infant, ordinarily, works only by stimulating mouth, lips or cheeks. Through exercise, he becomes good at sucking skills, and associates other stimuli that occurred contingently with a sucking, such as mother’s face, smiling, and vocal sounds. This process is learning. There is a need to change from innate neuronal circuits to more adaptive circuits.

Children with disabilities also show some normal construction of the neuronal circuits along the above mentioned course. However, different from normal children, they have some problems. So, parents of children with disabilities need to intervene in the following two domains. Intervention is needed to repair the damaged reflex and to strengthen the reflex circuits that is, repair of innate circuits. Intervention also needed to assist the infant to receive sensory stimuli correctly. Disabled children, especially autistic children have the tendency to avert overstimulation or affective stimuli. Parents should understand this is not an aversion of themselves but the results of the dysfunction of neuronal circuits for sensory information processing.

If they interpret the behavior of the child as aversion to them, parents will not interact with their infants. But understanding the behavior as resulting from over-stimulation, they can strengthen sensory processing with interactions at the appropriate
level of stimulation.

According to the studies of development, various kinds of functions have critical periods within the first two years. Each function needs specific experimental stimuli to construct its own neuronal circuit. These needs cause difficulty in intervention. Along with understanding these needs, professionals, and parents too, must work to facilitate these children’s development with effort and endurance.

Proposition 3: Difficulty of Motivation

The most difficult problem in rearing children with disabilities is to motivate them to do tasks. In most cases, although the caregivers give stimulation (tactile, auditory or visual) to their infant, he shows no interest or avoids the stimulation. However, stimulation is indispensable to the development of children with disabilities. In order to maintain sensory stimulation, the caregiver usually needs feedback from the child, such as smiling or getting his attention. Usually, if caregivers guess that the child has not an interest, they try to give another stimuli to motivate him. However, they often receive no feedback from the child with disabilities, so finally they feel that their devoted efforts are fruitless. As a result, they abandon giving sensory stimulation.

In addition to their lack of responsiveness to sensory stimulation, children with disabilities generally have a tendency to be unresponsive to any task. Consequently, there is doubt as to whether there is impairment in their mechanism of motivations.

Theoretically, “motivation” or “drive” means the mental condition in which an organism feels absence of something needed or desirable, and is searching for satisfaction: Hebb, 1972.

The mechanism of motivation consists of two subsystems. One is the arousal system and another is the limbic system. The arousal system supports the cortical process, like gas for a car. On the other hand, the limbic system is regarded as the centers of the motives: the center of hunger and satiation is in the hypothalamus, and the center of emotion such as fear and pleasure is in the limbic system.

Als 1982 recorded the infant mother interaction with VCR and studied differences in the interaction among normal, severely mentally retarded, and blind infants.

In the case of normal infants, the interaction occurred appropriately. For example, when the mother did something, the baby gazed at the mother, and also, when the baby vocalized, moved or did something, the mother stayed still to receive feedback information from her baby. Sometimes they laughed together.

The blind infant and his mother, they could not interact appropriately for the first few weeks, however with intervention to the mother on how to give auditory stimulation instead of visual stimulation. Their interaction became better after one month or so. In this case, in spite of knowing her infant’s blindness, the mother needed more than one month to change her parenting behaviors.

On the other hand, the interaction between the mother and infant with severe disabilities was inappropriate from the first time and the mother soon stopped the interaction, saying that she could not endure any more. The disabled infant showed over
excitement with a little stimulation from the mother or he couldn't shift his level of arousal or activation appropriately to the mother's stimulation. Usually, when infants show over-excitation, mothers need to soothe them. However this mother did not know how to soothe her infant. His range of activation was so limited that even a little stimulation became out of range.

Stern 1985 said that infants before two months old need to learn "physiological regulation" with the help of their caregivers. The disabled infant also needs to acquire this ability. In order to acquire this regulation, the caregiver must learn how to stimulate and how to soothe her baby, specifically.

The method of maintaining appropriate level of arousal is as follows: when the infant with disability has a tendency of over-activation, there is a need to give brief stimulation and stop before over-activation. Even if he averts and withdraws from the stimulation for the first time, we must repeat stimulation and make him endure it. Finally he comes to anticipate stimulation.

On the other hand, when he shows no response, there is a need to increase the level of intensity and find the appropriate intensity, then maintain it. After the expectation of stimulation is confirmed, the caregivers can decrease or increase the level of intensity of the stimulations to extend the range of appropriate level of activation. After acquiring stability of activation level, the infant is given an interactive task. For example, in playing "peek-a-boo", the caregivers initiate the play, and wait for the infant's response. Even if they receive no response, they must repeat this over ten times everyday. In order to understand what happens and what result is obtained, the disabled infant usually needs several sessions of exercises. After the experience of the whole process of the play, he starts to respond with smiles and cooing. Having understood the play, he likes the tremendous repetitions.

However, the caregivers usually express dissatisfaction about these tremendous repetitions. Since the disabled infant is making the neuronal circuits of this task through exercise, the caregivers need to endure the inexhaustible repetitions and wait for habituation to occur. When the infant expects or anticipates the desired result and he has the will to acquire the desire, it is said that he is now in a state of being motivated. It is important to understand that learning leads to motivation.

Especially in caregiving for infants with disabilities, caregivers should have the attitudes to make their infant to learn motivations, rather than they search for their infant's motives or interests, when their interactions are not appropriate.

Proposition 4: Intervention Program for Children With Disabilities

The child with disabilities is ready to challenge tasks which facilitate his cognitive development when he is around two years old.

Usually he responds to the cognitive tasks in the following manner: a) He can not understand the situation and how to respond, so he seems to be inattentive or to act on the objects with already acquired skills; b) his attention is easy to distract by other stimuli, including reinforcing stimuli; c) he can not focus attention on the task relevant features of the stimuli; or d) he can not imagine what happened when the results are obtained. Namely, he can not understand the meaning of reinforcement.
In spite of these behaviors, he must acquire the attitude to solve the problems. In order to achieve this attitude, a 5 minute lesson by caregivers is developed and presented once a day at a certain time. It is important to do it only for five minutes. Also it is important that the infant has a right to stop the lesson less than five minutes if he wants. Usually, he is able to endure for 5 minutes, after several repetitions of the lesson.

The strategies of this lesson are as follows: the caregiver repeatedly shows a whole process of a task by modeling procedures. At first, it is important not to use reinforcement. Since the stimulus on the reinforcement distracts his attention. The best way is to use a peer as a task solver model. After seeing the whole process repeatedly, he is able to understand the process as a whole, especially what happens when the problem is solved.

As the disabled infant becomes interested or motivated in this situation, he starts solving the task by himself. At this stage, any activity needs to be reinforced. Also, the method of "shaping" should be introduced. It is important that he succeeds with 100% probability in order to keep his motivation. By decreasing the "shaping", the caregivers assure that the infant is able to perform the task thoroughly by himself. Then, the caregivers start to delay the presentation of stimulus or their response, in order to facilitate his expectancy and demanding behavior.

Based on our experiences in this intervention, this method seems to be effective. Theoretically, there are three principles to support this method: contingency, development sequence, and self esteem.

1 Contingency as a Base of Learning.

Watson and Ramey (1969) reported that when two month old infants experience the contingency in the same activity - moving head - with the stimulus - display movements, they showed an interest on this association and responded with emotional behavior such as smiling and cooing. Consequently, they understand the contingency of their behavior and stimulation. Many researchers think this understanding of contingency as the base of learning. The understanding of contingency begins with between motor activity and stimulus, between two external objects, and finally, between internal representations. It is called as "the association of ideas". At the middle of the second year, the normal children usually begin to imagine or represent things in their minds, and they can use signs and symbols. As a result symbolic play and language usage become possible for them.

Although disabled infants understand this contingency, they need external stimuli in constructing contingency. They usually have the weakness in representing things in mind. In order to overcome this deficits, the technique of delayed response is introduced. The disabled children showed still difficulty to make representation and to keep it in their minds for a long time.

This is the restriction of the disabled children. However, "they can feel happy when they understand the contingency".
2 The Problems to Sequencing the Tasks for Facilitation of Development

The children with disabilities begin to enjoy the solutions of cognitive tasks. Next stage is to determine the sequence of tasks which are most effective to facilitate their development specifically.

This method is called "developmental milestones hypotheses". According to experiences in this intervention program, there is no evidence about what kinds of tasks is needed to arrive at the next milestone. As discussed in proposition 2, the children must learn many kinds of tasks simultaneously.

Hunt (1987) reviewed the effects of early experience on development. His conclusion is as follows.

"The effects of experience on the rate of early psychological development and the specific relationships between kinds of experience and kinds of developmental advance has been confirmed." Hunt, 1987 p. 44.

He selected 6 subscales from Uzgiris Hunt ordinary scale (the OBJECT PERMANENCE, MEANS ENDS, GESTURAL IMITATION, AND VOCAL IMITATION SCALES). The specific experiences which correspond to each subscale facilitate specific development but no general development. Also, Wachs (1987) presented the "BEAM MODEL". He noted:

"A few environmental factors i.e. contingency have global effects on most development patterns for most children at most ages. The great majority of environmental factors are highly specific in their action patterns. They have the three components, such as environmental, age, and organismic (individual difference) specificities".

In general, it is very difficult to develop an intervention program for specific individual children who are over two years old, since they each have different environmental, age, and organismic specificity. Probably, there is a need to develop programs which have multiple tasks.

At this stage, it is better to present "the menu" of tasks for disabled children, so they have a right to choice what kind of task to facilitate their own development at this moment.

3 High Self Esteem

Most studies reported that disabled children have low self esteem and also low self confidence. Koegel and Mentis (1985) have reported that some autistic children displayed low motivation and apathy, they also suggested that these may be the indicative of learned helplessness. It has been said that children who frequently fail to accomplish the demands may develop a sense of learned helplessness.

Since the start of the RCCCD program of intervention, one of the most important propositions is that the children with disabilities should keep high self esteem, even if they fail to accomplish their demands. One solution is to provide them experiences which are adjusted to their developmental level. Through the insurance of 100% suc-
cess, they develop a sense of contingency and a sense of control. Thus they come to have confidence of their ability. The other solution in keeping high self-confidence is that caregivers do not attempt to keep the child trying to cope, if the child can not cope with the demand. Hunt (1987) said:

“When the child encounters situations with demands beyond his/her ability, these demands do not even exist as challenges. When the challenge is appreciated but the child cannot cope, he/she will, if free to do so, leave the field without damage; but if adults attempt (by means of either reward or punishment) to keep the child trying the child suffers both stress and distress and damage to his/her confidence.”

According to Hunt, we can say that failure in any task does not of itself cause lowering of self-esteem, but when caregivers demand for tasks that children cannot cope with, does do damage to their self-confidence.

There is another solution to keep self-confidence high. The child with disabilities, as well as every human being, needs support from another person (attachment person, family, or teacher) and also a supportive atmosphere in their family and society, even if there is no hope in life. This is a difficult problem to treat. However, after participation in our program we can see that children with disabilities and also their parents recover their spirits and feel happy in spite of their difficult lives.
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One of the oldest controversies about human behaviour concerns the origins of handedness. Many speculations have been offered, but few have withstood scientific examination. Part of the lure of this seemingly straightforward expression of the motor system is the claim that it is a uniquely human trait that is closely associated with the acquisition of language. Such claims are currently the focus of intensive programmes of research concerned with the origins of human development and evolution. With regard to the developmental origins of handedness, there are presently a number of empirically accessible models which differ from each other in important ways. In the present paper we examine the strengths and weaknesses of these models in an attempt to distil what might be fruitful directions for future research. However, before attempting this task we ask two essential questions: Why should developmental psychologists study handedness, and what is meant by handedness? We conclude by, among other things, posing a number of questions about the development of handedness that still need to be addressed by subsequent theory-building and testing. Answers to such questions will only come from process oriented models on the developmental and evolutionary origins of handedness which can illustrate how early motor asymmetries may be linked to later biases in manual functions.
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1. Introduction

There has been a long history of debate and research into the origins of human handedness, much of which has been captured in an excellent review by Harris (1983). In contemporary man, handedness assumes a J-shaped distribution in which 85-90% of the adult population demonstrate a right-sided bias, depending on which measures of hand use are employed. Explanations for this bias, which has been held to be culturally invariant and species specific, have been inextricably linked with questions about the developmental and evolutionary origins of language. Both in development and evolution, it was assumed that handedness was simply an epiphenomenon arising from the acquisition of language. This assumption led to two conclusions which have been only recently challenged, namely, that handedness is late-occurring phenomenon both in development and during human evolution. These conclusions had the effect of assign-
ing handedness a marginal role in the evolution and development of human abilities. More importantly, they precluded attempts at seeking empirical evidence for the origins of a distinctively human trait prior to the ontogenetic and phylogenetic attainment of language. To have admitted prelinguistic origins would have further dismantled deep-seated beliefs about the unique position accorded to Homo sapiens in the animal kingdom. Thus, questions about the origins of human handedness are by no means trivial, but rather go to the very heart of what it is that distinguishes us from other animals. Recent answers to these questions form the focus of the present contribution. Given the enormity of the topic, its focus will be restricted to the developmental origins of handedness. However, some questions about evolutionary origins will be raised. The first question to be raised though is “Why study handedness?”

2. Why study handedness?

For developmental psychologists unfamiliar with the vast literature on handedness, it may not be immediately obvious why this behavioural trait should be of interest to them. At a general level, handedness is a readily observable phenomenon that as such enables one to address a number of the grand issues that continue to confront developmental psychologists. Such issues include gene behaviour relationships, brain behaviour relationships, constancy versus change (e.g., between pre and postnatal life), sensitive periods and the role of experience. Given the apparently unambiguous nature of handedness, it may be possible to generate findings relevant to these issues which are generalisable, in the sense of a developmental principle, to other domains of development.

This claim is by no means new and can be found, for example, in the writings of Baldwin (1890; 1894), one of the founding fathers of contemporary developmental psychology. In studying the development of his own daughter using experimental methods, Baldwin paid particular attention to reaching and grasping and their lateralization on the assumption that they provided a window to mental development. More recently, and continuous with Baldwin’s thinking, Young (1990) has proposed an ambitious theory which links the development of lateralization—mainly handedness—to a number of cognitive achievements—most notably language. Termed an inhibition theory of complementary hemispheric specialization, it results in a 20 step model of development. The basic assumption is that the cerebral hemispheres contribute differentially to processes of behavioural inhibition with the left hemisphere being the site of a sophisticated mixture of activation and inhibition which serves to control the sequencing of acts in both language and fine motor abilities. In contrast, the right hemisphere is more specialized for spatial processes and less so for any manifestations of dynamical inhibition. The question then, which remains largely unanswered in Young’s theory, is what are the exact relationships between changes in the lateralization of functions and the development of cognitive abilities—which in Young’s case are defined in Piagetian terms? Are they in some sense unidirectional or bidirectional in nature? The most that can be said at the present time is that changes in the development of lateralization and in particular handedness appear to ‘flag’ new achievements in the cognitive linguistic domain. This assertion is amply illustrated in Ramsay’s 1989 a; b pro-
gramme of research on the codevelopment of hand preference and speech. What Ramsey found were coincidences between a) the onsets of canonical babbling and a right-handed preference for manipulation, and b) the onsets of reduplicated babbling and bimanual coordination. He went on to speculate that speech production precedes the appearance of manual asymmetries at 6 months, whereas at 12 months the reverse is the case.

For the clinically oriented developmental psychologist, the development of handedness merits more than a cursory glance. Many studies have demonstrated that left-handers are clearly overrepresented in groups with severe and generalized cognitive deficits (see Pipe, 1990 for an excellent review on this topic). What is less clear is whether non-right handedness is also associated with specific deficits such as reading disability, perceptual problems, stuttering and mild intellectual retardation. What is almost completely opaque concerns the mechanisms by which central nervous system dysfunctions are expressed as deviations in handedness - a situation arising from lack of carefully designed prospective studies.

The utility of handedness for addressing fundamental and clinical issues of relevance to developmental psychologists should now be clear. The outstanding stumbling block to further progress on both fronts emanates from a lack of a clear understanding of the developmental origins of handedness. Thus, the main problem to be tackled in this paper is how the right bias in human handedness could originate. To this end a number of current theories which concern this topic will be considered in terms of their explanatory vigour. Some attempt will be made at forging links between them although this will be kept to a minimum as the theories involved are, in their present states, very disparate in nature and hardly conducive to a sensible integration. However, before embarking on this task, we should realise that any attempt at explanation assumes that we have an unequivocal understanding of the term handedness. Unfortunately we do not and this constitutes a problem, namely, what are we seeking the origins of? And consequently, what is it that develops? These questions will be addressed - section 3 - before discussing the theories of interest - section 4. Subsequently, a six point summarising commentary will be given that may serve to guide fundamental research in the future on the development of handedness - section 5. With a similar intention, the paper ends with a number of questions and some tentative answers that are ordered in terms of what I consider to be their relative importance - section 6.

3. What is handedness?

It is becoming clear that handedness is a multidimensional, rather than a unidimensional, trait. It can no longer be conceptualised as a rigid reliance on one side of the body regardless of the task conditions. At the very least we need to make a distinction between hand preference and manual specialization - Young et al., 1983 -. Accordingly, hand preference can be defined as the consistent use of one hand on simple and familiar tasks and manual specialization as lateralized usage on more complex, less familiar tasks which may involve either hand. In terms of development the relevant questions are then: how does a hand preference originate and how does it relate to later occurring forms of manual specialization? To examine such questions requires
assessments of hand use across a range of tasks at different ages, something which is hardly done in studies on infants. One of the few studies to do so was carried out by Michel et al. (1985). Here 12 infants at each month from 6 to 13 months, thus 96 in total, were examined on three different tasks: reaching for objects, manipulating objects and carrying out complementary bimanual actions. At all ages, the right hand was preferred for manipulation, as it was for reaching, with the exception of 13 months. Bimanual manipulation (which is evidence of manual specialization in that one hand manipulates the object while the other supports it) was not clearly evident until 12 months. Once again it was mainly the right hand that did the manipulating. At 13 months, most of the infants' preferences during reaching and bimanual manipulation were no longer compatible. By this age it appeared that the nonpreferred hand reached and secured the object so that the preferred hand could then manipulate it. Thus, by using a variety of tasks, it was possible to arrive at the conclusion that a right-sided preference for reaching at 6 months of age is incorporated into more complex abilities at later ages. If only reaching had been used as an index of handedness, then hand preference would have appeared to fluctuate during the second half of the first year.

What is known about the development of handedness during the first half of the first year? Here the picture is less clear with evidence for a consistent right-handed preference (Michel & Harkins, 1985) as well as for fluctuations between hands across age (Carlson & Harris, 1985). At the root of these differences in findings is whether a left hand preference appears before a rightsided one. Both Gesell and Ames (1947) and Seth (1973) reported that reaching initially showed a leftsided bias, but these studies were subsequently criticized on statistical and methodological grounds (Young, 1977; Annett, 1978). More recent and better controlled studies provide conflicting findings. Some have reported an initial rightsided preference (von Hofsten, 1982; Young et al., 1983) and others a leftsided bias appearing before or at about 3 months (Coryell & Michel, 1978; DiFranco et al., 1978; McDonnell, 1979). A similar lack of correspondence has been found between studies on grasping a rattle placed in the hand. Three found a right-handed preference around the same age (Caplan & Kinsbourne, 1976; Hawn & Harris, 1983; Petrie & Petes, 1981) while a fourth could not find any bias (Yu-Yan et al., 1983). At the present time the most we can conclude is that the earliest signs of hand preference appear to be task specific in that they are dependent on whether the task involves control of the proximal muscles as for reaching or the distal segments of the hand as for grasping. Furthermore, it may be questioned whether reaching before 3 months, which does not involve prehension, should be used as an index of handedness. It seems more appropriate to treat it as an indication of arm preference and then to ask how it can be reconciled with a hand preference for grasping.

All of the above lead to the following conclusions. Firstly, better definitions and more precise measures of handedness are needed. Secondly, the use of a variety of measures of handedness that can account for developmental changes in manual abilities. Thirdly, the need to incorporate the emerging abilities of the nondominant hand into the definitions and measurements of handedness. Fourthly, to pay more attention to
individual differences, for example, through using the distinction between the direction and degree of handedness. Few studies on the development of handedness in human infants appear to have given consideration to all these points. In these respects, we have much to learn from recent investigations of hand use in nonhuman primates (e.g., Hopkins, W.D. et al., 1989).

4. On the developmental origins of handedness

There is a plethora of speculations on developmental events that may lead to a righthanded bias in humans, many of which have a long history (Harris, 1983). In the last decade a number of these speculations have been reworked into testable models. For the present purposes they will be termed the biased oocyte, the biased gene, the biased brain, the biased head and the biased uterus. Each of these models has its own idiosyncratic shortcomings which mitigate against a comprehensive model on the developmental origins of handedness. However, where possible, points of contact between these models will be indicated.

a. The biased oocyte: the left right maturational gradient model

According to this model, lateral asymmetries such as handedness are governed by a left to right maturational gradient coded in the spatial structure of the unfertilized egg rather than in the genes (Corballis & Morgan, 1978). It is based on the fact that all living cells have intrinsically asymmetrical properties. What is unique to this model is that it incorporates maternal effects that do not rely on a strict genetic interaction between mother and father. Accordingly, the gradient is laid down during oogenesis by factors intrinsic to the cytoplasm and not to the nuclear genes. However, the actual expression of an asymmetry ultimately depends on genetic and environmental influences.

The shift from an initial left to a righthand preference may be related to this gradient, but as we have seen, there is contradictory evidence as to whether functional development begins with a sinistral bias. As we shall see, there are cerebral asymmetries which do not perfectly correlate with hand preference as would be predicted if both were based on the same maturational gradient. Furthermore, embryological evidence supports neither a left right or right left gradient, but rather suggests cyclical or fluctuating asymmetries during growth (Mittwoch, 1978). The main stumbling block for this model is, however, the lack of evidence that cytoplasmic inheritance plays a role in vertebrates. On the contrary the inheritance of lateralized traits is through the nuclear genes. Thus, if there are maturational gradients underlying the origins of handedness, then they should be under some form of direct genetic control. This is assumed in the most widely accepted genetic model of handedness which we turn to next.

b. The biased gene: the right shift gene model

Proposed by Annett (1985), this model stresses that handedness is not a discrete variable but one with a continuously varying gradient. Thus, there are degrees of preference which are systematically related to a continuous distribution of differences between the hands in the performance of particular tasks. The model has two compo-
nents: one genetic and the other environmental or more properly accidental in nature. The majority of individuals inherit a gene which predisposes them to left-hemisphere control of speech and as a by product a righthanded preference. A minority of individuals lacking this right-shift factor will have their cerebral dominance for speech and hand preference determined at random. Accordingly, for these individuals there is an equal likelihood that they will have a left or righthand preference, and in these cases a dextral bias can arise from environmental pressures. Thus, unlike the two-gene model of Levy and Nagylaski (1972), which assumes two directional alleles, Annett's more probabilistic model can account for the high percentage (60%) of right-handedness with two left handed parents. Despite such predictive power, it should be borne in mind that the right-shift gene model rests on an assumption that has neither theoretical nor empirical support, namely, that both dominant and recessive alleles are present in the population at a frequency of 50%.

The importance of Annett's model for the present purposes is that it directs attention to the neglected role of familial handedness in the development of hand use. The findings of one study that included this factor complied in part with the predictions of Annett's model while at the same time stressing the need to account for the ways it may interact with the sex of the infant (Carlson & Harris, 1985). Using a longitudinal design, it was found that familial righthanded (FRII) boys and girls showed an increase in rightsided reaching from 24 to 52 weeks. However, from 27 weeks onwards, the FRII boys had a left arm preference, but by 52 weeks no lateral bias. In contrast, neither FLII boys nor girls had a lateral preference at 24 weeks, which was then followed by a right to left trend up to 52 weeks: this shift occurring earlier in boys. These findings run counter to any notion of a simple maturational gradient and cannot be straightforwardly reconciled with Annett's model, in particular those concerning FRII boys. On the other hand, the fluctuating trend manifested by the FLII group is in accord with the model as presumably these infants lacked the right-shift gene and were therefore more susceptible to variations in environmental influences. While this study was not concerned with the developmental origins of handedness, it clearly points to the need for including both the sex of the infant and familial handedness in addressing this issue.

The data Annett has gathered in support of her model are based on children older than two years and adults. To constitute a valid model for the developmental origins of handedness, then it should be able to account for the distribution of structural and functional asymmetries during early development that have been proposed as precursors for the establishment of handedness.

c. The biased brain model

Many gross neural asymmetries have been found to be evident as early as the second trimester of pregnancy. However, it is unknown whether they arise during embryogenesis or during later stages of brain development—viz. during neurogenesis, neuronal migration and maturation. The processes by which such asymmetries arise are also poorly understood: do they reflect suppression of development on one side, an enhanced development on the other or a combination of both processes? According to
the neuronal loss hypothesis—Galaburda et al., 1987—, the cortical hemispheres initially have an equivalent rate of development followed by involution on one side. Thus, there is an initial period of symmetrical neuronal overproduction of neurons, axons and synapses which are then pruned down more on one side by trophic factors and activity leading to that side becoming smaller. This hypothesis is not easy to relate to what is known about cerebral asymmetries that appear during fetal life. Structures such as the Sylvian fissures and the planum temporale are larger on the left side. Other evidence points to an initial rightsided bias: from 10 to 40 weeks, it was found that the development of presumptive language areas such as the supramarginal, angular and transverse temporal gyrii was more advanced on the right side—Chi et al., 1977. In addition, the Rolandic fissure on the right became convoluted some 3 weeks earlier than its homologue on the left side. Thus, the most one can draw from these findings is that some parts of the right hemisphere initially develop faster, but that there is later a catch-up in growth for the left hemisphere which eventually becomes the larger of the two. While this could be taken as support for an initial leftsided bias in reaching, it is highly questionable whether there are any contralateral cortical fibres that are functional when this action appears for the first time. In fact, assessments of local metabolic processes in the neonatal brain by means of Positron Emission Tomography have demonstrated little or no functional activity in any neocortical structure—Chugani & Phelps, 1986.

It is doubtful whether all the evidence for the existence of such prenatal cerebral asymmetries will help us to understand the origins of handedness. What we need is more information about the development of asymmetries in structures known to be involved in motor control, particularly at the subcortical level. A recent study of 18 normal brains, some of them as young as 28 weeks gestation, revealed the globus pallidus in the basal ganglia had a larger volume on the left side. This asymmetry was found in all brains younger than 4 years—Kooistra & Heiman, 1988. While it would be tempting to associate this asymmetry with an initial rightsided bias in reaching, it should be remembered that the basal ganglia do not have direct connections with nuclei or cortical regions which give rise to motor pathways projecting directly to the spinal cord. Furthermore, the precise role of each nucleus of the basal ganglia is currently a controversial topic.

In terms of the descending motor systems, it is known that the ventromedial system, which includes the vestibulospinal tract, develops earlier than the direct corticospinal system—Kuypers, 1985. As for the rubrospinal tract of the lateral brain stem system, it is unknown if it has any function in humans. The vestibulospinal tract projects bilaterally to the spinal cord and controls the proximal muscles of the arm. Thus, when reaching first appears it would involve ipsilateral control. Depending on which hemisphere is functionally more mature at this time, there could be either left or rightsided biases in reaching. Individual differences in this regard could explain why there is a lack of between study agreement on whether the first reaching movements are left or rightsided. In the direct corticospinal system which provides contralateral control of the fingers, it is known that in the fetus most fibres of the pyramidal tract decussate more completely from left to right than the other way round—Yakovlev &
Rakic, 1966. Thus, it is possible that corticospinal fibres destined to innervate the small muscles of the right hand may be more numerous than for the left. This finding may provide one explanation why most infants display a more consistent right-sided preference after about 6 months as assessments then are derived from the ability to combine reaching with grasping. However, this suggestion only accounts for dominant hand use and not for the superiority of the left hand in visualspatial abilities. The main point is that assessments of handedness involving goal-directed arm movements will be based on different motor systems at different ages. The question then is how a bias in the ventromedial system may induce one in the corticospinal system.

The models considered so far are essentially predictive in nature—biases in maturational gradients, genes or fetal brain structures should portend an ultimate right-handed preference in most individuals. They have little to say about the processes that lead to the establishment of a dextral preference in contrast with the last two interrelated models.

d. The biased head and uterus models

A number of studies have demonstrated that the orientation of the newborn's head in supine has a similar dextral bias to that found for adult handedness. The same neonatal bias has also been found for head turning when it is released from a midline position. Previously the lateralized head position adopted by the young infant was purported to be a by-product of the Asymmetric Tonic Neck (ATN) reflex (Gesell & Ames, 1947). This is clearly not the case as a spontaneous ATN position only becomes dominant at about 3 months (Touwen, 1976). Thus, the question of interest is whether the neonatal head position preference, and not the direction of the ATN position, is predictive of handedness at later ages in infancy. This question has been addressed in a series of studies by Michel and colleagues. In general, both the assumption Michel & Goodwin, 1979 and the maintenance (Goodwin & Michel, 1981) of lateralized head position predict the arm that will be used for reaching. Subsequently, it was shown that these early functional asymmetries provided predictions of hand preference at 60 (Michel, 1981) and 74 weeks (Michel & Harkins, 1986). Michel offers a plausible and testable explanation for how 'headedness' may be related to later manual specialization. The basic idea is that the neonatal head orientation induces a lateral asymmetry in hand regard and activity in the first couple of months. Greater experience of one hand leads to it being preferred for visually guided reaching which in turn ensures that it will become specialized for fine motor abilities. Thus, as each functional asymmetry appears it is transferred to a subsequent ability, not because each asymmetry stems from a common neural mechanism, but because there is a continuity in experience of using one hand rather than the other. The developmental origin of righthandedness is to be found in the head position preference of the newborn. What then is the origin of this neonatal asymmetry in function? One suggestion has been the position of the fetus in the last few weeks of pregnancy.

Two thirds of the fetuses born in a left vertex presentation have their backs towards the mother's left side some 3 to 4 weeks prior to fullterm delivery. In this position, with the rightside of the head facing outwards, movements of the left arm cas
well as its arterial blood are restricted by the pelvis and backbone of the mother. Given the close relationship between head position at birth presentation and its position in the weeks before in most fetuses, it was asked if the former predicted headedness after birth (Michel & Goodwin, 1979; Goodwin & Michel, 1981). It was found that a left vertex presentation was significantly associated with a rightsided head preference. This was not the case for those newborns with a right vertex presentation: their preferences were randomly distributed rather than leftsided as predicted—an indication that these infants may have had a history of FLH.

Why do most fetuses assume a lateralized position with the rightside of the head facing outwards? The plausible answer is that this position is an adjustment of the growing fetus to asymmetries in the uterus. In most cases, the uterus has a torsion to the right resulting in the maternal bladder and rectum as well as the placenta being positioned to the right. Under these conditions, there is more room for the head and body on the left side of the uterus when the fetus assumes a left vertex position. Why this position should be associated with a head position preference to the right postnatally has recently been addressed by Previc 1991 in his vestibular dominance or left otolithic dominance hypothesis.

According to this hypothesis, vestibular lateralization may arise from the asymmetrical position of the fetus during the latter part of the final trimester of pregnancy. In the left vertex position, the forward acceleration and the backward inertial force generated by maternal walking would be preferentially registered by right and left sides of the vestibulum respectively. In short, when the mother walks there is an unequal shearing of the hair cells in the two otoliths of the fetus resulting in a left otolith dominance. Impulses from the maculae of the utricles travel centrally to the brain stem and cerebellum. In the brain stem they terminate on the vestibular nuclei, one of which -Deiter's nucleus- is the origin of the vestibulospinal tract. Almost all the fibres of this tract are uncrossed and most end on interneurons in the spinal cord. The main function of this tract is the ipsilateral control of extensor muscles. For head turning, the most important muscle is the bilateral sternocleidomastoid -the left of which is activated when the head is turned to the right. Thus, a left otolith dominance should be related to a left sided bias in the activation of this muscle and thereby a rightsided head preference.

Previc's general theory successfully disassociates questions about the developmental origins of handedness from those about language. He does so by proposing independent mechanisms for the origins of a rightsided motor dominance and a right ear sensitivity. In this respect alone, Previc's intriguing theory represents a considerable advance on previous attempts to link prenatal neural asymmetries with the developmental origins of handedness. We are now in a position to make cross species comparisons as a means of addressing how a dextral bias in handedness could have arisen in hominid evolution without getting this issue confused with that pertaining to the evolutionary origins of language.

Summarizing comments

1. The measurement of handedness during infancy should take account of rapid
changes in motor abilities. There is no single task, e.g., reaching, that will provide a valid index of handedness even during the first year.

2. During the first half of the first year, it may not be hand preference that is being measured, but rather arm preference.

3. The question of whether the initial arm preference for reaching is right or left-sided is still unresolved. As such, it stresses the need for including measures of familial handedness. Should these measures be derived from questionnaires or direct tests of handedness and should they then be treated as a binary or continuous variable?

4. Of all the models discussed, only Annett's single gene model provides a reasonable prediction of those individuals who will be right or left-handed. However:

5. We still lack a satisfactory process-oriented model for the developmental origins of handedness and for how early motor asymmetries are linked to a later bias in handedness. What should be clear is that there is no common neural mechanism which is shared by earlier and later motor asymmetries.

6. We badly need comparative primate studies on the development of motor asymmetries. These should include ultrasound recordings of fetal movements and posture in the great apes.

Questions (and some answers)

In answering some of the questions I will draw on published and yet-to-be-published findings from the Amsterdam Laterality Study (ALS), currently being carried out at the Free University.

The Big Ones

1. What are the problems confronting current models on the developmental origins of handedness?

   I will only deal with two here: those subscribed to by Michel and Previc.

   a. Michel: Differential visual regard of the hands arising from a lateralized head position is proposed to lead to a biased use of one hand in such actions as reaching. There are two problems with this proposition. Firstly, congenitally blind individuals have a righthanded bias in reading braille (Bradshaw et al., 1992). But this is only one task which may be subject to teaching strategies biasing the right hand. Difficult though it would be, what is needed is a longitudinal study of infants blind at birth. Do they show a rightward head position preference? Do they initiate reaching with the right or left arm to an auditory stimulus? Secondly, a lateralized head position lasts only for 2-3 months and then is replaced by a preference to hold the head in the midline (Hopkins et al., 1990). Unless we propose a sensitive period hypothesis which is not supported by the findings on blind patients, then this seems to be an inordinately short space of time in which to establish a rightsided dominance in subsequent motor abilities. Perhaps there are other asymmetries in the spontaneous movement repertoire that persist beyond the age when a head midline position becomes dominant. We found that in newborns one hour after birth, hand mouth but not hand face contacting was highly lateralized (Hopkins et al., 1987): all newborns contacted the mouth with the hand ipsilateral to the
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head position and most did it with the right hand. After 6 weeks this synergy breaks up and the infant is just as likely to contact the mouth with the right or left hand. However, by 18 weeks we noted the reestablishment of a right hand preference but now with the head in the midline (Hopkins, Savelsbergh & Butterworth, submitted).

b. Previc, 1991: he concludes that "...the origins of vestibular asymmetry in man lie in a neural rather than structural imbalance favoring the left utricle" (p. 318). What is known about the development of the vestibular system suggests otherwise. The system is structurally mature very early in prenatal life (Humphrey, 1964). Despite this fact, there is no evidence that it is functional before birth. Experimental work with guinea pigs has revealed that the system is functionally inhibited by low levels of oxygen tension as experienced in utero (Schwartz & Schwartz, 1977). In the human, shaking the maternal abdomen from side to side failed to change the heart rate pattern or induce movements in the near term fetus which would be expected if the vestibulum was functional prior to birth (Visser et al., 1983). It is unlikely, therefore, that movements of the endolymphs and hair cells in the vestibulum of the fetus will be registered centrally in terms of action potentials. All of this suggests that a structural imbalance may be induced by the differential stimulation of the two otoliths which then exerts its neural effects after birth. Findings on preterm infants are relevant to Previc’s hypothesis. In the ALS project we have recently found preterm infants born before 32 weeks gestation demonstrated a rightsided bias for the maintenance, but not for the assumption, of a head position at 35 weeks (Geerdink, Hopkins & Hoeksma, 1993), a finding in agreement with other studies (e.g. Gardner et al., 1977). It is difficult to know how to reconcile these differences in performance with Previc’s hypothesis.

c. Michel & Previc: both models can account for the origins of right but not lefthandsided motor asymmetries. Previc, 1991 does try to redress this problem by suggesting... “a greater percentage of lateral positioning reversals prior to birth among sinistrals" (p. 301, footnote 3). I know of no evidence to support this suggestion. A recent study observed thumb sucking in the fetus using realtime ultrasound recordings on the assumption it may be a precursor of handedness (Hepper et al., 1990). In 274 fetuses there was a clear bias for sucking on the right thumb as early as 15 weeks of gestation which was hypothesised to be related to head turning after birth. There was no relationship found between intrauterine position and thumb sucking preference. Of 28 right thumb suckers, 23 turned to right and for the four left thumb suckers, 3 had a left and 1 a right turning bias. Thus, it was concluded that thumb sucking initiates development of brain lateralization. The challenge of the study is that if the fetus sucks the right thumb, then the theoretical link between 'headedness' and handedness may reside in a more fundamental asymmetry which appears many weeks before a lateralized fetal position. The limitation of the study is that it included only 4 left thumb suckers. In addition, we have found in the ALS that it is very difficult to observe thumb sucking in the fetus on a regular basis, and due to the 2 dimensional image of the fetus there are problems in arriving at reliable estimates of whether the right or left hand is
involved. However, we have been able to observe a lateralized head position appearing at 36 weeks gestation (van Gelder, Dijkman, Hopkins, van Geijn & Ho-Meau Long, 1990; Ververs, de Vries, van Geijn & Hopkins, 1992). Before that age the head was predominantly in the midline position. Given that preterm infants also show an asymmetrical head position preference for the first time at around this age, it clearly indicates that this postural bias is due to neural maturation and not to mechanical influences emanating from uterine asymmetries. It is interesting to note that the appearance of a lateralized head position coincides with the appearance of stable behavioural states (Nijhuis et al., 1982).

2. What is the clinical relevance of research on early motor asymmetries?

There is a predilection among developmentalists to seek for stability in behavioural development. It is becoming clear, however, that intraindividual variability may be a cardinal feature of normal motor development (Touwen, 1978). Handedness appears to fluctuate, particularly during the first 6 months. For 'headedness' there are too few longitudinal studies to know with any degree of certainty whether it is also a fluctuating asymmetry within individuals. In the ALS, we have observed some degree of stability in a lateralised head position preference up to 3 months (Hopkins et al., 1990), but a high degree of variability in hand mouth contacting across the same age range. The point to be made is that a strongly lateralised asymmetry to the left or to the right for either 'headedness' or handedness may be indicative of underlying neuropathology. This view is in contrast to those models proposing that leftsided asymmetries, or a lack of asymmetrical behaviour, may constitute a pathological state (Bakan, 1971; Satz, 1972).

3. What do we need to know from the fossil record to help us better understand the evolutionary origins of handedness?

Endocranial casts of KNM ER 1476 - a Homo Habilis specimen - dated at 2 million years BP have revealed left hemisphere asymmetries (Tobias, 1981). Analyses of artifacts, viz, flakes produced from knapping stone tools indicate hominids had become righthanded at about the same time (Toth, 1985). However, if the attainment of an upright posture was the prime mover for the appearance of manual specialization in hominin evolution, then handedness may have an even greater evolutionary age. The oldest fossil hominid is Australopithecus afarensis which has been dated at about 3.5 million years BP. The morphology of the pelvic girdle clearly indicates an upright posture and the ability for bipedal locomotion. What is not known is whether this hominid possessed manual specialization. The hands are intermediate between contemporary humans and chimpanzees and would have permitted a range of precision and power grips, but probably not a fully abducted pincer grip. However the latter does not necessarily exclude the potential for manual specialization. Thus, the evolutionary depth of handedness is still a matter of debate, although it now seems evident that its evolutionary appearance preceded that for language.

It would be interesting to know from the fossil record when the first evidence...
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for a lateralized fetal position appeared. Would it have been a left vertex position? Did it precede handedness or did they evolve together? The pelvic girdle of Australopithecus afarensis has a humanlike shape, including an oval inlet. While this does not necessarily imply a lateralized fetal position towards the end of pregnancy, some physical anthropologists contend that rotation of the fetus and flexion of its head would have been required to pass through the birth canal (Berge et al., 1984). Among primates, this mode of delivery is found only in humans. Until someone investigates whether there are asymmetrical markers in the pelvic girdles of australopithecines, we will not know whether these hominids also had another obstetrical feature in common with man, namely, a fetus who adopted a lateralized vertex position.

4. Can we categorically deny that nonhuman primates do not have a righthanded bias for handedness?

The short answer is "no". The long answer is less categorical. It is generally held that primates and mammals have a preference for one hand or paw over the other, but that only humans manifest a population bias in favour of one hand. Evidence for and against this view is, at the least, contradictory. After reviewing many studies involving primates, New and Old World monkeys as well as the great apes, MacNeilage et al. (1987) concluded: a leftsided bias for reaching, particularly in prosimians and New and Old World monkeys, and righthandedness for manipulation, in some monkeys and apes, but not prosimians, i.e. in those with opposable thumbs. One of the problems with the literature on handedness in nonhuman primates is the lack of studies involving the great apes. It may be the case that the most consistently righthanded great ape is the gorilla who is also the most terrestrial of them (Bresard & Bresson, 1987; Fischer et al., 1982). The best controlled study I have come across involved 2 rhesus monkeys and 3 chimpanzees (Hopkins et al., 1989). Both species showed significant righthanded preferences in manipulating a joystick, but neither did in reaching for an edible reward. The biggest stumbling block in arriving at any firm conclusions about handedness in nonhuman primates is the small number of subjects involved in the majority of studies. This calls for a multicentred programme of research involving the same methods and the same definitions of handedness designed to test the MacNeilage et al. hypothesis across a range of primate species.

Because of a leftsided preference for cradling infants in humans on the understanding that it enables the right hand to be used for manipulative activities associated with child care, the presence of this phenomenon has been sought in other primate species. Two studies found a leftsided bias in the gorilla (Fischer et al., 1982; Manning & Chamberlain, 1990), one of which also reported the same for the chimpanzee and orang utan (Manning & Chamberlain, 1990). Once again the number of subjects involved was small. In collaboration with Herman Dienkske of the TNO Primate Centre, Rijswijk, we repeatedly observed nine pairs of chimpanzee mothers and their infants (Dienkske & Hopkins, submitted). No significant lateral cradling preference was found although there was a tendency for a rightsided
in the sample as a whole. Moreover, none of the mothers demonstrated a hand preference in reaching for food or other object. It was difficult to make a reliable observation of the hand use in the infants of these mothers. In another study, we attempted to observe if there was lateralized preference in head turning during the first month for 5 chimpanzee infants who had been separated from their mothers. It proved impossible to carry out—after releasing the head from the middle position it remained there for minutes on end in all 5 infants. In addition, no differences could be felt between hands in terms of the pressure exerted during the grasp response. The number of studies on the development of handedness in nonhuman primates is vanishingly small. The few that there are consist of case studies (e.g., Chorazyna, 1976; Cunningham et al., 1989).

In conclusion, it may be the case that most primate species show a population-bias for visually-guided reaching with the left arm and those with opposable thumbs a rightsided one for complex manipulations. If this possibility can be more firmly established, then the origins of human handedness may have an evolutionary depth of greater than 4 million years (based on the human–great ape divergence time derived from techniques used in molecular anthropology such as DNA hybridization). Such a depth would suggest handedness preceded the achievement of a persistent upright gait.

SOME (rather) Big Ones

1. Is the neonatal head position a robust phenomenon?

   Most probably not. Fullterm newborns subjected to a head midline position for 15 minutes reduced or even lost temporarily a rightward bias in head turning (Turkewitz & Creighton, 1974; see also: Leiderman & Kinsbourne, 1980; Roberts & Smart, 1981). In the ALS, we found that infants of Caribbean origin who were massaged symmetrically on a daily basis by their mothers retained a rightsided bias in head turning, but not for the placing and stepping responses (Hopkins, submitted). Those who were not massaged retained a rightsided preference in all 3 movements—as did a group of Caucasian infants who were also not massaged. We have difficulties in accounting for these findings. The logical follow-up would be an experimental-control group study.

2. When does a lateralized bias for reaching into the contralateral space appear?

   The notion that the ability to cross the midline is associated with the maturation of the corpus callosum has been overly stressed. On this view, spontaneous crossing occurs after 1 year. In collaboration with George Butterworth (Univ. Sussex), we found reaching across the midline at 11.3 months for the righthand, then 3 months later in the left. The majority of contralateral reaches terminated in precise finger grips.

3. What other contexts need to be taken into account is studying the development of handedness?

   Most research to date has involved studying the lone hander. During
mother–infant interaction the following have been reported: more right hand movements at 2 months associated with positive expressions, more right hand opening at 9 weeks (Fogel & Hannan, 1985) and more right hand 'pointing' when a toy is present, more lefthanded when alone with mother (Hannan, 1987). Conclusion: different contexts at different ages may evoke different lateralized functions.

4. When does adult-like handedness become established?

A long held view is that it is present at about 2 years (Gesell & Ames, 1947; Giesecke, 1936; Hildreth, 1949). More recent studies are less clear: it may be about 2 years (Annett, 1970); or not until after 8 years (Beaumont, 1974; Connolly & Elliott, 1972). Thus, there is little consensus about what constitutes the mature state.

5. Would the study of the development of handedness benefit from a dynamic systems approach?

At the very least, it would force us to identify the appropriate order parameters and to search for age specific control parameters that might be the agents of change in the order parameters (Hopkins, Beek & Kalverboer, 1993). If there are such things as fluctuating asymmetries in early development, then they may be indicative of transitional periods. Synergetics (Haken, 1977) and catastrophe theory (Gilmore, 1981) provide formal criteria for detecting such phase shifts in order parameters e.g. critical fluctuations, critical slowing down, sudden jump, bimodality and hysteresis.
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Within the framework of the dynamical systems theory of movement coordination and control we provide tools and methods to study coordination changes and stability characteristics in human locomotion. The first part of the paper offers a tutorial on dynamical systems principles, in particular what the central tenets are of a law based approach to movement coordination. This law based approach emphasizes the self organizing principles that underly the formation of new movement patterns and the unity in organizing strategies across scales of observation (Kugler & Turvey, 1987). Central to the formation of new patterns is the thermodynamic theory of dissipative structures as developed by Prigogine (1980). We then turn to a description of mechanical pendular properties of the rhythmic oscillations of the limbs and assess their different stability characteristics of mechanical and dissipative processes. Different approaches e.g., dissipative structures, synergetics theory and dynamical models that directly relate to the formation of new movement patterns are elaborated upon. The second part of the paper provides empirical data from our own research, using dynamical systems tools and principles in studying coordination changes in healthy and pathological gait. Finally, we discuss some of the implications of this dynamical approach for the study of developmental changes in locomotory patterns.
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Introduction

How does an infant discover a new locomotory pattern? How does it stabilize this newly acquired pattern? And how do transitions from standing to walking or between walking and running emerge? In this paper we would like to address these kinds of questions using principles and methods that emphasize physical descriptions of locomotion that closely approximate a pendular, clocking (limit cycle) mode of organization (Kugler & Turvey, 1987). The approach advocated by Kugler & Turvey (1987) emphasizes transformation and conservation mechanisms of energy processes as a possible source of order. These transformation and conservation processes can be observed at different frames of reference, namely the macro mechanical and micro thermodynamical. In the following sections it will be shown that the emergence of new patterns result from the interplay between mechanical and thermodynamical (dis-
sipative processes. These descriptions and formalisms are presented within the framework of the 'dynamical systems approach' to movement coordination and control, which is based on recent developments in nonlinear dynamics e.g., Thompson & Stewart, 1986 and ecological psychology e.g., Gibson, 1979. General principles and methods of this theory will be laid out, and we will illustrate these with data from our own work that is concerned with the evaluation and treatment of movement disorders in neurologically disabled individuals. Finally, we will discuss some of the implications of this approach for the study of coordination changes in motor development.

A Law based Approach to Movement Coordination

One of the outstanding questions in the area of motor control is how the multiple degrees of freedom in the human body are coordinated and controlled in a coherent fashion. Bernstein, 1967 was one of the first who recognized the complexity of the movement control system and systematically investigated how in the course of learning the available degrees of freedom are utilized and, eventually, mastered. Whether at a biochemical, muscular, or biomechanical level, biological systems encompass numbers of degrees of freedom that widely surpass those of artificial 'engineering' systems. Also, there is no straightforward, unambiguous relation between afferent signals to muscles and corresponding movements. This implies that individual muscles and their innervational states do not have fixed movement consequences, and that movement outcomes are dependent upon contextual contingencies: 'context conditioned variability', Turvey, 1990. This context conditioned variability is also visible in current mass spring models of motor control e.g., Feldman, 1986. In Feldman's equilibrium point hypothesis, states of the motor system are described in equilibrium states which are dynamically assembled from the interaction of centrally regulated nonlinear thresholds on the motor neuron pool and the active loading of the musculo skeletal system.

The dynamical systems approach provides a law based account of how interactions between systems develop, stabilize, and change. Natural laws couple physical symmetries, which are defined by kinematic variables. Natural laws explain the stability and reproducibility of events and have only qualitative invariance, in that they identify qualitative geometric or topological relations which remain invariant under certain system transformations. Typically, natural laws are defined over the dimensions of mass, length, and time see Kugler & Turvey, 1987. In traditional hierarchies in biological explanation, biological systems are considered to be holistic, whereas physical explanations are unit explanations and reductionist. The reductionism in a law based program towards biological systems is of a fundamentally different kind because it is searching for universal organizing strategies applicable across various disciplines of the natural sciences or scales of observation Haken, 1977; Kugler & Turvey, 1987; Soodak & Iberall, 1978.

Despite the ubiquity of cross scale interactions, the physical and social sciences have long been preoccupied with same scale interactions Kugler & Shaw, 1990. The laws that have been proposed operate essentially at the same scale, refer to system dynamics that are reversible, and assume that first principles such as the first and second laws of thermodynamics are weakly and linearly coupled. Under this assump-
tion, high dimensionality or variability in the movement system is viewed as a curse, to be avoided and eliminated. In the dynamical approach this variability and dimensionality is to be exploited, in that symmetry preserving and symmetry breaking strategies are considered as consequences of nonlinear couplings of these first principles that operate across scales—physical, biological, psychological.

Thermodynamic principles: Dissipative structures

Traditional theories of motor behavior, e.g., Adams, 1971; Schmidt, 1975, contemplate the moving organism as a closed system in which order, stability, uniformity, and equilibrium are emphasized. Linear relations in which small inputs give rise to small outputs dominate in these types of systems. Order, stability, and equilibrium in closed systems are fundamental aspects of classical mechanics, while in thermodynamics new models were developed in which energy, matter, and information are exchanged with the environment. Thermodynamics deals with the transactions of various forms of energy in all its possible forms, and is described by phenomena such as pressure, concentration, temperature, etc. Fluctuations and stochastic processes are essential, and in addition to conservative mechanical forces thermal flows exist which compete with the conservative forces, thereby increasing the order of the system.

In this view, macroscopic processes contain microscopic processes, and fluctuations at the micro level can fundamentally change the existing order at the macroscopic level. A system can disintegrate into chaos or jump to a higher level of organization. This higher level of organization is called a "dissipative structure" (Prigogine, 1980). Dissipative structures require more energy to sustain their action compared to the more simple structures from which they unfold. Prigogine (1980) emphasizes disorder instead of order, instability instead of stability, disequilibrium instead of equilibrium, and nonlinear relations in which small inputs can trigger disproportionately large outputs. These nonlinear relations are considered common whereas linear relations are considered rare.

The theoretical perspective on movement advocated by Kugler and Turvey is called the natural physical perspective of biological organization because it is grounded in the dynamic principles of physical theory the physical theory as outlined by Prigogine and ecological realism (Gibson, 1979). Essential to the natural physical perspective is the dissipative structure concept as advocated by Prigogine. In far from equilibrium conditions individual degrees of freedom—atoms, muscles, organisms—can change their behavior from unstable, chaotic, and random to a highly structured organization. In the latter stage all the degrees of freedom change or interact simultaneously, creating a sort of chemical or biological clock. The highly synchronized behavior and entrainment is an example of a self organization process. The natural physical perspective provides an understanding of how macroscopic patterns whether at a molecular, biological, or social system level can be temporarily assembled, sustained, and dissolved with no a priori set of logical constraints. What emerges is a theory of self organizing systems, addressing directly the problem of morphogenesis in which circular interactions between low energy kinematic flow fields and high energy force fields are fundamental, e.g., see Kugler, 1986 for an application to motor development.
This intricate unity of action and perception is the hallmark of Gibson's 1979 theory of perception.

Central aspects of the theory of self-organizing systems are principles related to geometry and physics. The geometric principles are intrinsically related to the process of morphogenesis. Morphogenesis is defined by Waddington (1970) as the coming into being of characteristic or specific form in living organisms. A geometric or morphogenetic analysis focuses on intrinsic symmetries (also called 'similitudes'), and how these symmetries are sustained under some scale changes (structurally stable) and annihilated under others (structurally unstable). A physical analysis focuses on the identification of these symmetry-breaking mechanisms and on how qualitative changes ('bifurcations') occur (e.g., Abraham & Shaw, 1984). Nonequilibrium nonlinear thermodynamics is the area describing these symmetry-breaking mechanisms.

Any spontaneous process results in an increase in the disorder of the system and its surrounding. This is essentially what is stated in the second law of thermodynamics. Closely related to the second law is the entropy concept, which is defined as a state or condition of matter and energy identified with randomness or disorder. A corollary of the second law is that physical and chemical processes evolve in the direction of maximal entropy, i.e., maximal disorder. When the entropy of a system remains constant, the process is called reversible. This could occur theoretically in an isolated system where no change of energy and matter with the surrounding is possible. In contrast to reversible processes, the entropy production is always greater than zero in irreversible processes. These irreversible processes are unidirectional, and are the hallmark of open systems. In an open system energy and matter can be exchanged with the surrounding. In isolated systems the entropy production increases until thermodynamic equilibrium and the spontaneous formation of new states of structures is not possible (Nicolis & Prigogine, 1977; Prigogine, 1980). For an open system, however, the competition between entropy flow in the system and the exchange with the environment permits the system to adopt new structures and new forms. Open systems are in a steady state, whereas isolated systems are in true equilibrium (von Bertalanffy, 1968).

In conditions near equilibrium thermodynamic forces are weak and the response to small perturbations from the steady state results in a damping behavior linearly proportional to the magnitude of the perturbation. This response to perturbations is similar to the behavior in the equilibrium condition. As a consequence, the development of a new and more complex order is impossible in this linear range of the equilibrium condition (Prigogine, 1980). When the perturbations acting on the system exceed the linear range, the independence from fluctuations and the stationary state of the system disappears. Fluxes now become more complex nonlinear functions and under certain conditions far from equilibrium fluctuations may be amplified bringing the system to a new order.

The term 'dissipative structure' emphasizes the close association between structure and order on one side, and dissipation or waste on the other (Prigogine & Stengers, 1984). In classical linear thermodynamics heat (or the incoherent transfer of energy) was considered a form of waste, but in nonlinear, nonequilibrium thermodynamics, the entropy production is always greater than zero in irreversible processes. These irreversible processes are unidirectional, and are the hallmark of open systems. In an open system heat exchange with the environment permits the system to adopt new structures and new forms. Open systems are in a steady state, whereas isolated systems are in true equilibrium (von Bertalanffy, 1968).
modynamics this transfer or energy dissipation becomes a source of order. Far from equilibrium a marginal state of stability is created in which a sudden transition moves the system towards instability, leading in turn to fluctuations and eventually to a new order. Symmetry breaking instabilities can result from scaling up or down a single parameter into the nonlinear range. New stabilities may develop beyond a certain critical scale value. The critical scale value can be expressed in a dimensionless number (also called '\( \pi \)-number'), which is intrinsic to the system and expresses the deviation from the internal equilibrium state.

It must be emphasized that dissipative structures are not only characterized by their ability to self organize, but also by their ability to resist changing initial and boundary conditions that describe the relation of the system with its environment. Dissipative structures are autonomous in that they are relatively unaffected by perturbations to initial and boundary conditions. Small deviations do not change the behavioral pattern of these structures, a principle known as the equifinality principle (von Bertalanffy, 1968), which is an important aspect of dynamic mass spring models in motor control.

**Mechanical aspects: Scaling relations and pendulum models**

A law based account of the coordination and control of movement searches for a description of the rhythmic movements of the limbs in higher and lower animals in terms of the fundamental relations of mass, length, and time. Using the wrist-pendulum system as a model for the oscillatory properties of the limbs during locomotion, Kugler and Turvey (1987) derived a fundamental scaling law that captures the relation between periodic time, mass and length:

\[ t = a_1 M^{1.16} L^{1.12} \]

where \( M \) is the mass and \( L \) is the length of the limb or oscillator. Individual subject characteristics (e.g., anthropometric or internal control aspects) are viewed as non-uniform coordinate spaces in which the invariant law is embedded. These are evident in different scalar and vector potentials and indexed by \( a \) and \( c \), respectively.

Kugler and Turvey (1987) analyzed the different gaits in a variety of animals from data by Pennycuick (1975). Regression analyses in double log coordinates revealed that for the walk, trot, and canter periodic times scaled, approximately, to mass raised to the 1.8 power (.16 for walking, .13 for trotting, and .12 for cantering) and to length raised to the 1.2 power (.49 for walking, .48 for trotting, and .44 for cantering). As animals increase or decrease locomotory speed, there is an increase in the irreversible flow of chemical energy into mechanical energy. This transformation is a scalar one, however, as the above relations between periodic time, mass, and length remain invariant.

What does distinguish the different coordinative modes is that these regression lines do not overlap, i.e., not all periodicities are accessible for each gait. Kugler & Turvey suggest that it is the constant of acceleration due to gravity that governs the quantization of the different gait spectra:

\[ t = 2\pi a_1 n^2 \]

where \( n \) is the number of oscillations per unit time. For walking, trotting, and cantering, \( n \) was...
found to be 1.95, 6.96, and 9.73, respectively. This suggests that different gaits are organized around integer multiples of the gravitational field intensity, and that animals organize their locomotory patterns on the basis of the reactive forces that emerge in the gravitational field.

Stability properties of mechanical and dissipative systems

The mechanical, conservative laws describe physical conditions in which reversible energy transformation takes place between potential and kinetic without degradation or dissipation. This system is inherently unstable with respect to external perturbations. A perturbation leads to a change in the momentum and observed behavior of the system. This is illustrated in the 'phase plane' configuration in Figure 1a, in which the variable on the abscissa identifies the position variable (X), and the variable on the ordinate the velocity (V). A perturbation (small and large) applied to a conservative system will cause the system to adopt a new state (different orbit in the phase plane).

In nonconservative processes on the other hand, the work cycle is formed as a result of irreversible transformations in the energy distributions from a macro to a micro frame of reference. This transfer takes place from a higher potential source to a lower potential sink. Qualitatively, the behavior of this work cycle is that of a limit cycle: a closed orbit in the phase plane (see Figure 1b). Characteristic of the limit cycle is its stability to perturbations and return to the same stable orbit, following different kinds of perturbations. Only very strong perturbations could possibly lead to another mode of organization. The limit cycle is therefore proposed as the basic unit of an autonomous system. Kugler et al., 1980; 1982.
The contribution of conservative and nonconservative, dissipative elements is identified by a dimensionless number called the Q factor. The number is obtained by dividing the average energy carried by mechanical processes \( \langle E_m \rangle \) by the average energy carried by thermodynamical processes \( \langle E_t \rangle \):

\[
Q = \frac{\langle E_m \rangle}{\langle E_t \rangle} \tag{3}
\]

A system with a high Q-factor stores a lot of the energy in the macroscopic force structure (the oscillations of the limbs, for example). Very little energy flows from macro to micro levels and there is no dissipation of energy. A low Q-factor is a system that stores very little energy at the macro mechanical level but absorbs most of the energy at a more micro level through dissipation. These two systems have very different stability features: high Q factors lead to unstable systems, low Q-factors to stable systems.

**The Emergence of New Movement Forms: Phase Transitions**

**The Interplay between mechanical and dissipative processes**

A consequence of the framework presented above is that new forms can only arise from the interplay between reversible and irreversible transformations of energy. A reversible transformation occurs within a single frame of reference, for example the macroscopic mechanical. Here we only encounter transformation in the from of the energy (potential and kinetic). Irreversible processes identify the flow of energy of one frame of reference (macroscopic mechanical) to another (microscopic thermodynamical), in which constraints are broken (second law of thermodynamics) and assembled (see Kugler & Turvey, 1987 for a full discussion). This assembly arises from the emergence of long range correlations at the micro level.

An illustrative example of these different energy flows and the interchange between conservative and nonconservative processes is provided by the dynamics of a falling leaf (Kugler & Turvey, 1987; Kugler et al., 1990). When dropped from a sufficient height, a leaf might exhibit three qualitatively different modes of organization, namely: a translation, a vibration, and a spinning mode. The first is the translational mode, in which the leaf is falling down in a more or less straight path. More and more energy is absorbed while falling down: the leaf loses potential energy and gains kinetic energy until a critical point is reached where this mode is no longer stable. At the critical point the leaf self organizes into a new vibration mode. This new mode can consume or dissipate the increasing kinetic energy that is being pumped into the system and stabilizes the dynamics. If the leaf keeps falling this mode will eventually become unstable as well, and a new mode that can contain more of the energy spontaneously emerges. This third mode is the spinning mode. Kugler and colleagues use this example to demonstrate that increasing the amount of energy flow into the system can lead to the emergence of new movement forms through a process of self organization. In other words, new movement forms emerge through energy exchanges of the system with its environment and are not prescribed a priori in the structural elements.

In biological organisms a prerequisite for the emergence of these new forms is the coupling between high energy action fields that arise from the internal degrees of
freedom of the organism (micro states) and the low energy perceptual (flow) fields. Due to their on-board energy reservoirs and ability to produce suitably large forces, biological organisms can time delay energy transactions and are not guided solely by the reactive forces that arise from the organism's presence in the environment (Kugler & Turvey, 1987). These nonmechanical interactions have been termed 'perceptual' and emerge through the availability of low-energy fields (e.g., sound, light), which are lawfully structured by the high-energy matter fields (layout of surfaces). Flow morphologies that can be defined on these low-energy fields are potential sources of information about the dynamics that give rise to them.

New movement forms or coordinative structures do not emerge on the basis of 'hard molded', high-energy force interactions but arise through 'soft molded', low-energy flow morphologies present in the neural fields. New structures develop through a circular causality between the low-energy flow fields (perceptual aspects) and the high-energy action fields.

In the following sections we will elaborate on models in which this formation of coordinative structures is not construed physically but mathematically.

The Synergetics Approach

Relevant to identifying the nature of coordination changes is the distinction in synergetics (Haken, 1977; Schöner & Kelso, 1988) between order and control parameters. Order parameters identify low-dimensional qualitative states ('macro states') of the system dynamics, in which changes between modes can be induced by manipulating an aspecific control parameter, such as frequency or velocity. Phase relations between body segments are considered order parameters because of their fundamental reflection of cooperativity between components in the system ('micro states'). Relative phase between component oscillators (fins, hands, legs, etc.) can identify different qualitative states of the system dynamics (e.g., in phase and out of phase) on which basis changes in coordination patterns can be evaluated.

Synergetics offers tools to study the nature of these phase transitions. Discontinuous transitions are characterized by abrupt jumps between different coordinative modes; these abrupt jumps can occur for very small changes in the control parameter nonlinearity. Continuous phase transitions are more or less smooth and can occur over a larger interval of control parameter values. Critical in distinguishing these two types of transitions is the stability of the order parameter: only in abrupt transitions instability occurs before the transition point. This instability can be measured by means of fluctuations (standard deviation) in relative phase or the relaxation time after a transient perturbation. The observation of critical fluctuations and corresponding loss of stability in the order parameter is dependent upon several time scales relations. T_{rel} the time over which the control parameter is changed or the system is measured; T_{loc} the local relaxation time after a perturbation; and T_{glob} the global relaxation time which is a probabilistic entity and indicates the time it would take for the system to visit all its possible states without a change in control parameter. If T_{rel} < T_{loc}, T_{glob}, then the different qualitative states are considered stationary stable states and transitions involve a loss of stability and increased fluctuations. If T_{rel} > T_{loc}, T_{glob}. 
Thus, then the system is not in a stationary state and no loss of stability is predicted. Control parameter changes can also lead to 'hysteresis': where and when abrupt jumps in coordination patterns occur is dependent on the way the control parameter was changed. Parametric changes in which the control parameter increases and decreases can lead to different coordinative modes at the same control parameter value.

Schöner et al. (1990) proposed a model of quadrupedal gaits and gait transitions based on the synergetics approach. They defined symmetry as the invariance of the phase vector representing the phases of the component oscillators. Patterns like the gallop, trot, and pace are symmetrical with respect to spatial symmetry operations of left right limb and front hind girdle exchanges, as well as temporal inversion, and can be considered stable independent attractors of the system dynamics. Attractors identify preferred modes of organization, and the limit cycle in the phase plane (see Figure 1b) is an example of an attractor. A pattern like the walk, however, is multistable under these symmetry requirements: two alternative modes, the 'straight' and the 'reverse' walk, can exist as dynamically equivalent degeneracies (Schöner et al., 1990), which can only become stable independent states when symmetry breaking occurs through lowering the symmetry of the dynamics. Under certain symmetry conditions and parametric changes both abrupt and continuous changes in the coordination between homologous and nonhomologous limbs are predicted. This in contrast to observations from bimanual hand and finger movements where abrupt changes have been observed (Haken et al., 1985; Kelso et al., 1986). These different transition patterns can be related to the number of components and asymmetries in the system that reflect different stabilities in the relative phase between the component oscillators, which in turn are reflections of the overall stability and adaptability of the movement control system.

**Dynamical models: The importance of control parameters**

Glass and Mackey (1987) recognize the human body as a complex spatio temporal organization, in which different diseases emerge when the normal organization breaks down and is replaced by some abnormal dynamic. This so-called 'dynamical diseases' approach investigates the nature of abnormal biological rhythms on the basis of nonlinear mathematical models, in which control parameters are essential in inducing a pattern change. Although it is evident that pathologies are related to structural abnormalities as well as system control processes, the latter have received scant attention in the medical literature.

Glass and Mackey distinguish three types of qualitative changes in dynamical diseases, i.e.: 1) the appearance of regular oscillations in a biological control system that normally does not show oscillatory behavior; 2) the appearance of new periodicities in a process that is already periodic; and 3) the disappearance of rhythmic processes. These qualitative changes can be observed in movement coordination present in standing and walking: the initiation of gait involves starting a rhythmic process, coordination changes during walking often involve introducing new periodicities, and stopping requires the disappearance of the ongoing rhythm.

Akamatsu et al. (1986) have recently developed a dynamic model of the oscil-
latory properties of the length tension relations in human muscle based on a population dynamics model or logistic difference equation by May 1977:

\[ x_{n+1} = ax_n + x_n \quad 0 < a < 4, \]

where \( x_n \) is the generated muscle length or joint angle at moment \( n \), \( x_{n+1} \) the length or angle at moment \( n + 1 \), and \( a \) is a control parameter, for example indicating the degree of muscle activation. This model is able to generate very different movement dynamics as a function of scaling the control parameter \( a \). When \( a \) has low values the model predicts that from moment to moment there are no systematic changes in muscle length or joint angle. In dynamical terms, this state of organization is called a 'fixed point attractor'. When \( a \) is increased the steady state remains until \( a \) reaches a critical value, at which point the muscle length or joint angle starts to oscillate between two fixed values from one moment to the next, and the dynamic of the 'limit cycle' or 'periodic attractor' emerges. If parameter \( a \) increased even more then a period doubling occurs from a period 2 to a period 4 to a period 8 oscillation, and so on. Eventually, when \( a \) reaches a critical value the oscillations are not periodic, but almost periodic or 'quasiperiodic'. At even higher values of \( a \) there is a change to 'chaotic' dynamics in which the movement becomes more and more unpredictable. These qualitative changes from steady state to periodic to quasiperiodic to chaotic behavior are also referred to as 'bifurcations'. An example of a bifurcation diagram is presented in Figure 2. The control parameter \( a \) is plotted on the abscissa, and the variations in muscle length or joint angle on the ordinate.

This dynamic model demonstrates that a simple mathematical model for muscle or population dynamics can generate complex types of oscillatory behavior, and that bifurcations between these different dynamics occur for very specific values of a single control parameter. In the dynamical diseases approach the existence of multiple rhythms or periodicities does not have to imply that the underlying organization of the movement control variables has to be complex, i.e. that all these periodicities have to be represented in the control system. On the contrary, manipulation of only one control parameter can generate different types of dynamics, ranging from no observable periodicity to simple and complex oscillations.

Winfree 1980; 1987, one of the pioneers in research on biological rhythms, described and modelled phase resetting dynamics in a wide variety of biological organisms. Mosquitoes, for example, show a circadian activity pattern of approximately 23 hours; their humming increases at sunset and sunrise. When a group of these mosquitoes is kept in a dark cage they exhibit their regular 23 hour cycle. After applying a strong light pulse for about 7.5 minutes; however, there is a shift in the phase or rhythm of activity; this shift is either a deceleration or an acceleration with respect to the old phase or rhythm. In the plot of old phase versus new phase these shifts can be seen as oscillations around the diagonal representing no phase shift, where new phase equals old phase. This resetting of rhythmic behavior in which there is only a slight shift with respect to the old phase is called 'type I' or uneven phase resetting. A different type of phase resetting occurs when a strong stimulus with a duration of 2 hours instead of 7.5 minutes resets the activity patterns of the mosquitoes to one complete period. This type of phase resetting is called 'type II' or even resetting and the changes
FIGURE 2  Bifurcation diagram with control parameter $\alpha$ on the abscissa and the variation in muscle length or joint angle on the ordinate. Bifurcations take place at specific values of the control parameter. At the first bifurcation point the dynamic changes from a steady state to oscillations to a stable limit cycle in which two different joint angle configurations are adopted during a cycle. At higher values of $\alpha$ a bifurcation to a period 4 oscillation emerges, and at even higher values a bifurcation to a period 8, etc.

in new phase take place around a horizontal line.

Winfree has further developed these different types of resetting in so-called 'time crystals', that represent the geometric properties of old phase versus new phase as a function of changes in a control parameter, such as the duration of the light pulse in the example above. Gradually increasing the pulse duration will change the resetting curve from uneven to even from type 1 to type 0. The point where this transition occurs is called the 'singularity point'. If a stimulus of a particular duration and administered at a certain moment in the ongoing pattern brings the system in this singularity point, then the oscillation is extinguished or can become chaotic.

These models are important in different areas of medicine, like sudden heart death in which no known structural abnormalities could be detected. Goldberger et al., 1990. They demonstrate that pathologies can arise from specific constraints on the dynamics. Winfree's time crystal models also show that different types of phase resetting do not have to be attributed to different 'clock' mechanisms in biological systems; they simply arise as a result of the same underlying dynamic when system control parameters are scaled.

We now turn to discussion of the application of dynamical systems' principles and the relevance of control parameter manipulations in the investigation of gait...
changes and stability of gait in normal and pathological human walking.

Empirical Data: Transitions and Stability in Locomotion

In bipedal locomotion coordination patterns like the walk and run have been identified as qualitatively different modes. It is often assumed that within these modes only linear scaling can occur: the studies were focused on changes in spatio-temporal characteristics in the step patterns of the lower extremities did find systematic linear increases in stride frequency and stride length when walking velocity was increased (e.g., Andriacchi et al., 1977; Larsson et al., 1980). A number of studies, however, suggest a transition in frequency and phase relations in bipedal walking within the velocity range 0.75 1.0 m s (e.g., Craik et al., 1976; van Emmerik and Wagenaar, 1992; Wagenaar & Beek, 1992; Wagenaar & van Emmerik, in press).

This section focuses on the identification of different coordinative modes and the nature of transitions between these modes in human walking using tools from the dynamical systems approach. The question is whether the changes described in the model of Schöner et al., 1990 on quadrupedal locomotion also occur in the human bipedal walking mode. Coordination changes in relative phase between thoracic and pelvic rotations, as well as between arm and leg movements, were examined while movement speed and stride frequency were manipulated as control parameters. The nature of the transition and the stability of the pattern can be characterized by the variability in the order parameter relative phase: abrupt transitions between coordinative modes show large increases in variability of relative phase before and at the transition point, whereas more gradual transitions do not show these increases in variability.

Transitions in the kinematics of the trunk

Changes in coordination patterns as a function of walking velocity have also been observed for motions of the trunk and head during locomotion (e.g., Cappozzo et al., 1981). Head, thorax and pelvis move in coordinated fashion in order to minimize mechanical energy variations during the walking cycle. Coordination problems in trunk rotations have also been identified as determinants of movement pathologies in stroke patients (Wagenaar & Beek, 1992) and Parkinsonian patients (Murray, 1978; van Emmerik et al., 1993).

Wagenaar and Beek (1992) observed systematic changes in the phase relation between pelvic and thoracic rotations by continuously scaling walking velocity. This phase relation changes from a more in phase pattern (about 25 degrees) at low speeds to a more out of phase pattern (about 120 degrees) at higher walking speeds. Dimensionless analysis revealed changes in the coordination of trunk and pelvis rotations: an optimal coupling in the coordination of the trunk and a sudden increase in transversal pelvic rotation emerged in the velocity range 0.75 1.0 m s.

Our present data elaborate on these findings and investigated the nature of these coordination changes and the stability of the patterns. In Figure 3 is presented the changes in relative phase between pelvis and thorax as a function of walking velocity for a healthy subject and a patient with Parkinson’s disease. In the healthy subject bold solid line: relative phase changes from a more in phase relation at lower veloc-
FIGURE 3 Changes in mean relative phase between pelvis and thorax for a control subject (solid lines) and a Parkinsonian patient (dashed lines) as a function of increasing and decreasing walking velocity on a treadmill. The mean relative phase over an entire stride cycle is plotted in bold lines, the stability in relative phase expressed by the standard deviation, in thin lines. m = mean, sd = standard deviation, c = control, p = patient.

ities to a more out-of-phase relation at higher velocities. The standard deviation of relative phase (thin solid line) increased (stability decreased) at intermediate velocities as compared to the standard deviation at low and high walking velocities. This indicates that there are two more or less stable coordination modes, with in between a region of lesser stability. This increased standard deviation at the intermediate range could be 'critical fluctuations' as predicted from synergetics. It should be noted that not all subjects do show this same pattern of stability changes; in some subjects no systematic changes in stability as a function of walking velocity were observed. These different transition mechanisms suggest multistability (i.e., multiple stable patterns) at lower walking velocities.

In the gait dynamics of patients suffering from a variety of neurological disorders it is generally observed that the movement patterns are less adaptive. We have proposed that the movement coordination problems in patients suffering from Parkinson's disease and hemiplegia after stroke can be related to a general inability to induce phase transitions. In Parkinson's disease patients differences related to these transition
In research on movement control problems in Parkinson's disease, the main clinical symptoms of rigidity, bradykinesia, and tremor have been assessed in isolation. From a dynamical perspective we have examined these symptoms in terms of a general inability to impose transitions in coordination patterns in these patients. We consequently searched for the most relevant control parameters that could be systematically scaled so that new coordination patterns can spontaneously emerge from the underlying dynamics.

An example of such a transition problem is depicted in Figure 3: in contrast to the changes in relative phase in the healthy subject, on systematic changes in the relative phase between pelvis and thorax were observed in a patient with Parkinson's disease see dashed lines. The relative phase remained in an almost in phase relation at a variety of different velocities, although decreasing the velocity resulted in larger phase differences at comparable speeds than increasing velocity (hysteresis). In addition, there was a very low variability of relative phase, indicating high stability in the relative phase between pelvis and thorax, that did not change with walking speed.

In stroke patients movement coordination problems arise as a consequence of lateral asymmetries that result from a hemiplegia. But these coordination problems are not only related to arm and leg movements; the movement of the trunk is also severely affected as was shown in a dimensionless analysis by Wagenaar and Beek 1992. We recently investigated the effects of using an imposed step frequency as the control parameter on changes in trunk rotation. No large changes in trunk rotation were observed as a function of frequency, but the type of rhythm did seem to make a difference. When the subject was instructed to move both arms and legs to the rhythm of a metronome, the observed phase difference in the trunk between pelvis and thorax was larger than when the subject was instructed to only move his legs to the rhythm of the metronome. This larger phase difference is a more stable pattern, especially for locomoting at higher velocities where it is linked to a reduced spin in trunk rotation and an increased pelvic rotation to lengthen the stride.

Transitions in kinematics of upper and lower extremities

Craik et al. 1976 observed an abrupt change in the frequency relations between upper and lower extremities as a function of walking velocity: below 0.75 Hz the frequency relation was 2:1, above 0.75 Hz the frequency relation was 1:1. Jackson et al. 1978 have suggested that this switch from a 2:1 to 1:1 frequency coupling might arise within the upper extremity due to period doubling in the oscillation of the forearm. These different frequency relations are related to changes in the relative phase between the two arms.

In our research Wagenaar & van Emmerik, in press we observed in 6 healthy subjects a general change from an in phase or alternating pattern at lower and intermediate velocities to a more out of phase pattern at higher velocities. Similar stability characteristics were observed as in the trunk: at intermediate velocities around 0.8 to 0.9 m/s loss of stability could occur. These findings are consistent with frequency changes that can occur as a function of walking velocity. At walking velocities lower than 1.0 m/s the dominant peak frequency in the arm coincides with the step frequency.
in the leg. At 1.0 m/s there is a transition to a synchronization with the stride frequency in the leg. Although stride and step frequency components are present at all walking velocities, the change from locking onto step to locking onto stride frequency occurs between 0.9 and 1.0 m/s.

Using the model of the simple gravitational pendulum (see equation 2), two coordinative modes with preferred frequency (0.9-1.1 Hz) were observed: one at lower walking velocities around 0.5 m/s in which the arms were locked onto the step frequency, and one at higher walking velocities around 1.2 m/s in which the arms were locked onto the stride frequency. The model predictions of the gravitational pendulum predicted the periodic data most accurately using an integer value of n=2 in equation (2). These data are consistent with earlier findings from Holt et al. (1990) who found a similar constant for the lower extremities while subjects walked at their preferred tempo. These data confirm Kugler and Turvey's (1987) proposed quantization of the gravitational field constant and suggest that the movement dynamics in human walking may, at least in part, be consistent with physical conservations. These two different modes were not always observed, however, but the data suggest multistability (the existence of more than one pattern) at the lower walking velocities.

Both stroke and Parkinson's patients showed less adaptations in arm movements as a function of walking velocity or stride frequency as compared to normal controls. In Figure 4 the effects of an auditory rhythm (metronome) on the relative phase between the two arms are presented for a Parkinsonian patient and a control subject. Both were instructed to adapt a step frequency in tune with the rhythm. The control subject clearly shows a change to a more out of phase pattern at higher frequencies (a more stable pattern), but the patient does not make this transition at all.

That manipulations of control parameters such as walking velocity and imposed external rhythms can change pathological movement dynamics, is demonstrated in the effects of velocity on pathological arm tremor during treadmill locomotion. At low velocities (0.2 m/s), where arm swing was minimal, the dominant frequency in the power spectrum was the pathological tremor in the 0.6 Hz range (see Figure 5 upper right panel). Increasing the velocity reduced this pathological tremor, and at about 0.8 m/s the pathological tremor virtually disappeared. The dominant tremor in the spectrum of frequencies was now the regular oscillatory frequency of the arm, which was closely coordinated and coupled to the rhythm of the leg (see Figure 5 middle panel). Interestingly, when walking velocity was subsequently decreased from 0.8 to 0.2 m/s, the pathological tremor did not reappear at lower velocities, and the dominant frequency in the arm was still synchronized with the oscillation in the leg (see Figure 5 lower panel). This is another example of the phenomenon of hysteresis in the control of locomotion. These observations reveal the plasticity in movement control and suggest that walking velocity is an important control parameter that can affect pathological tremors and oscillations during locomotion as predicted by the tremor models discussed above.

The data presented in the previous example indicate the flexibility in the movement control system and hysteresis in coordination of walking. Observed patterns are dependent on the nature of the control parameter, but also on the way the control
FIGURE 4 Changes in relative phase between left and right arm for a control subject and a patient with Parkinson's disease when systematically increasing and decreasing step frequency on a treadmill.

The data also support the predictions from logistic models of May (1977) and Akamatsu et al. (1986) in that scaling a single control parameter can systematically effect the nature of the dynamics.

The tools utilized also show the movement impairments of these patient groups and the general inability to change pattern, but suggest that with the right choice of control parameter transitions can indeed be elicited. The transition problems can arise due to an inability to impose functional asymmetries that are, according to Schöner et al. (1990), essential in inducing a pattern change. The pathological asymmetries in stroke patients (hemiparesis) and extreme symmetries often observed in Parkinsonian patients (rigidity) could very well interfere with imposing these functional asymmetries, e.g., disbalance when going from standing to walking.
FIGURE 5  Resetting of Parkinsonian tremor during locomotion on treadmill while systematically increasing walking velocity from 0.2 m/s (upper panel) to 0.8 m/s (middle panel), and decreasing again to 0.2 m/s (lower panel). Data present the different frequency components in the movements of the left leg (left panels) and the left arm (right panels).
Implication for Motor Development

Relative phase dynamics

The tools from dynamical systems theory as presented above can also be applied to the study of developmental transitions in locomotory patterns. A number of studies have emerged that examined the dynamics of movement coordination in young infants and children. Clark et al., 1988; Thelen, 1986. Based on relative phase analyses of interlimb and intralimb coordination. Clark and colleagues, Forrester et al., 1993 maintain that infants achieve adult coordination patterns in both walking and running. They identified the relative phase relation between footfalls as a suitable order parameter, but could not identify systematic differences between infants and adults. Both revealed on the average a 50% phase lag between the limbs' cycles. The only difference observed was that younger independent walkers with less than 3 months walking experience had higher variability in the relative phase measure. Similar observations were made concerning relative phase measures in intralimb coordination in the lower extremity. Discrete relative phase analyses of thigh and shank angles revealed similar phase angles between adults and infants at different developmental stages for both walking and running.

The conclusions of Forrester et al. 1993 regarding observed similarities in relative phase dynamics between adults and infants seem preliminary in light of the data presented above. A 50% phase lag between consecutive footfalls probably reflects more the constraints imposed on the locomotory sequence than a true difference in dynamics. Namely, in locomoting forward, one would only expect deviations from the 50% phase lag in case of clear left right asymmetries. In addition, interlimb relative phase dynamics might differ between adults and infants when we take the dynamics of the whole body into account such as relative phase relations between upper and lower extremities or between the two arms.

Finally, the analyses were based on relative phase dynamics in the sagittal plane of motion. As our own research has demonstrated, changes in relative phase in trunk dynamics occur also in the transverse plane of motion. It is well possible that extension of relative phase analyses in infant trunk motion to these other planes of motion will reveal important differences as compared to adult patterns, and might be a distinguishing feature in movement pathologies. Indeed, Sutherland et al. 1980 observed an increased external rotation of the hip, and increased pelvic tilt in young infants as compared to adults. Given the style of locomotion of young infants, in which the movement of the center of gravity is proportionally larger in the transverse plane of motion and the infants' weight is more explicitly shifted from left to right side, changes in the relative phase dynamics in the transverse or frontal planes of motion may be expected.

Therapeutic strategies

Scholz 1990 discusses therapeutic strategies inspired by the dynamical systems approach in children with cerebral palsy. These children often locomote on all fours using a hopping pattern 'bunny hop', a quadrupedal pattern of interlimb coordination where limbs at the same girdle (pelvis, shoulder) move in phase, and limbs at different
girdles move out-of-phase. As Scholz indicates, one goal of movement therapy might be to induce a reciprocal pattern. Relative phase measures between the four limbs could be relevant order parameters to evaluate coordination changes. Possible control parameter could again be locomotory speed. Children who exhibit this hopping pattern appear extremely stiff, and this increased stiffness might make functional asymmetries and switching to a new coordination pattern difficult. One of the important aspects of dynamical systems theory is to elicit new patterns without the child’s conscious effort. Control parameters play a crucial role in this process, and failure to observe treatment effects might be the result of an inappropriate choice of control parameter or, more importantly, not taking the control parameter through a sufficient range so that critical values are reached and, possibly, a pattern change.

In the preceding example, if locomotory speed turns out to be an important control parameter that can change the hopping pattern for example by systematically manipulating speed on a treadmill, then the old pattern can be destabilized by the systematic manipulation of speed in which different patterns i.e., the reciprocal pattern emerge. Exercising at specifically chosen speeds can act to destabilize the old pattern, which is considered very stable given the high stiffness in these children. The result could be an increase of fluctuations in performance i.e., in relative phase relations, which is considered essential in the creation of new patterns. This stability can be evaluated by measuring the fluctuations in relative phase or by assessing the recovery from an externally imposed mechanical perturbation. The recovery time ‘local relaxation time’ following such a perturbation is an indicator for the amount of stability in the system: a long recovery time implies an unstable system, a short recovery time a stable system. Close to a phase transition the relaxation time following a perturbation increases, signalling an imminent phase transition.

In summary, therapeutic strategies based on dynamic systems theory should focus on: 1 identifying the relevant order parameters that characterize the coordination dynamics; 2 identifying aspecific control parameters that can induce a pattern change; 3 manipulating the control parameters through a sufficient range so that instability emerges, a necessary prerequisite for the formation of new, stable patterns; and 4 using external rhythms or oscillators to establish synchronization or entrainment between different body segments.
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A NATURAL PHYSICAL PERSPECTIVE ON THE DEVELOPMENT OF INFANT EYE-HAND COORDINATION: A SEARCH FOR THE LAWS OF CONTROL

Geert J. P. Savelsbergh and
John van der Kamp
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The goal of the article is to describe a research paradigm with respect to eye hand coordination. Basic concepts of ecological psychology (information and affordances), of non linear dynamics (order parameter, control parameter and stability), and of the natural physical approach (the laws of control) are discussed. The article will conclude with a description of the research program as currently conducted within the proposed research paradigm.
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Introduction

The starting point of our research program concerning the development of infant's eye hand coordination is the natural physical approach based on the work of Bernstein (1967), Gibson (1979) and Kugler, Kelso and Turvey (1982). According to the coordinative structure theory proposed by Kugler et al. (1982), development of coordination is brought about by changes in the constraints imposed upon action. Three categories of constraints have been proposed: organismic (e.g., nerve system), task (e.g., reaching with one hand), and environmental (e.g., large object; Newell, 1986). These different constraints do not operate in isolation, but interact with each other, leading to a task specific organisation of the coordination pattern. Hence, constraints have to be defined for the organism environment complex: properties of the organism and the environment collectively determine movement possibilities.

The purpose of the paper is to show that perception and movement should be considered as inseparable (Kugler & Turvey, 1987; Savelsbergh & Van der Kamp, 1993). This coupling of perception and movement is approached from a developmental perspective. To lay a basis for this, the concepts of direct perception (Gibson, 1979: information and affordances), of non linear dynamics (Zanone, Jeka & Kelso, 1993:...
order and control parameters, stability) and of the natural physical approach (Kugler, 1986; laws of control) are discussed. The article will conclude with a description of the research program with respect to eye-hand coordination as currently conducted in our lab.

1. A new approach to perception and movement

One of James Gibson's (1979) most famous citations is 'We must perceive in order to move, but we must also move in order to perceive' (p.223). Information guides the movement, and through movement new information is generated and becomes available to the actor. What precisely is meant by 'information'?

\subsection*{1.1. Information}

Gibson's (1979) ecological approach to visual perception is also known as direct perception. The word 'direct' refers to the fact that objects, places and events in the environment are unambiguously specified in the optic array. This information can be picked up by the perceiver without the need to interpret it. Hence, no cognitive mediation is needed in order to make perception meaningful. In 1988, his wife and colleague Eleanor Gibson wrote:

The old view of perception was that “input” from stimuli fell upon the retina, creating a meaningless image composed of unrelated elements. Static and momentary, this image had to be added to, interpreted in the light of past experiences, associated with other images, etc. Such a view of perception dies hard, but die it must. There is no shutter on the retina, no such thing as a static image. Furthermore, perceiving is active, a process of obtaining information about the world...We don't simply see, we look. When we seek information in an optic array, the head turns, the eyes turn to fixate, the lens accommodates to focus, and spectacles may be applied and even adjusted by head position for far or near looking p.5.

In this view the information in the optic array is not static in time and space. It specifies events, place and objects. Therefore, when a child detects the information, she or he perceives events and not some kind of discrete stimulus that has to be interpreted. This concept of information is closely related to the concept of affordances.

\subsection*{1.2. Affordances}

In Gibson's (1979) approach the word 'affordances' is a central concept. It expresses the relation between perceiving and acting:

The affordances of the environment are what it offers the animal, what it provides or furnishes, either for good or ill. The verb to afford is found in the dictionary, but the noun affordance is not. I have made it up. I mean by it something that refers to both the environment and the animal in a way that no existing term does. It implies the complementarity of the animal and the environment’ p.127.

Affordances relate to possibilities for action of an organism in a particular environment. Therefore, they relate to the perceiver’s own potential action system, which
implies the use of a body-scaled and not an absolute metric (e.g., meters, kilogrammes etc.) for perceiving. ‘Body-scaled’ means that the coordination pattern is determined by the ratio between a metric of the action space and a metric of the actor (body dimension). For example, for an actor who wants to climb stairs, the coordination pattern is specified by the ratio between the tread height (action space) and the actor’s leg length (metric of the actor) (Warren, 1984). Another example is provided during the act of grasping an object. When the object is small, it is possible to take the object with one hand. When the object is too big for one hand, two hands are needed. When the ratio between hand size (metric of the actor) and object size (action space) reaches a critical ratio, a new coordination pattern emerges, the actors shift from one handed to two-handed grasping. In the case of stair climbing another pattern is shown when the tread height becomes too high (e.g., normal tread height for a young child). The child crawls instead of walks. The question that now arises is: how do we detect these affordances? By picking up the information specifying and guiding the movement, affordances are detected. An affordance refers to the fit between the information and the action.

1.3. The detection of affordances

Crucial in the detection of affordances is the active exploration of the environment (see Van der Kamp & Savelsbergh, this volume). Exploratory activity (e.g., moving) reveals information and therefore affordances. During development, organism constraints (depth vision, muscle power etc.) change very quickly and therefore the exploratory possibilities change dramatically. Consequently, infants start crawling, the number of action possibilities increases, leading to the discovery of new information and the detection of affordances. Furthermore, by exploratory activities infants become more sensitive to relevant information which guides their actions.

In sum, exploration is not some kind of trial and error behaviour, but controlled behaviour. As Michaeland Carello (1981) points out:

"Exploration is not an unconscious sifting through and subsequent rejection of most inputs: It is directed control of what will be detected" p. 70.

Exploration is goal directed in the sense that it reveals the coupling between information and action or between organism and environment (Van der Kamp & Savelsbergh, this volume). Similarly, Kugler, Kelso and Turvey (1982) argue that stable modes of action (e.g., walking) emerge from the underlying dynamics of the organism/environment system and is guided by information specific to these dynamics. In this respect the concept of laws of control is relevant. However, before discussing these laws, some concepts from non linear dynamic systems theory need to be discussed.

2. Dynamic systems

Dynamic systems theory provides tools to identify patterns of behaviour, to describe changes in these patterns and to investigate what leads to these changes (Zanone, Kelso & Jeka, 1993). In this respect, three main concepts will be discussed:
2.1. Order and control parameters, stability

An order parameter or collective variable is the parameter that captures the behaviour of coordination patterns, while a control parameter is the parameter that leads the system through different coordination patterns. Within this approach, the behavioural pattern is regarded as a stable collective state attained by the system under certain constraints, boundary conditions, and informational settings (Zanone et al., 1993). When the control parameter passes through a critical point, a previous coordination pattern which was stable in organisation becomes unstable causing a sudden discrete transition to a qualitatively different, stable coordination pattern. Let's have a look at the same example as in section 1.2. The coordination pattern for grasping an object is dependent on the ratio of object size to hand size. When the object is larger than the hand, it will be grasped with two hands in a stable mode. During development, the hand will become larger in fact a scaling up which implies that the ratio of object size to hand size changes. At a certain ratio critical point, the object will be grasped with one hand, and another time with two hands, that is, there is a loss of stability. If the hand grows larger, the object will be constantly grasped with one hand, that is, a new stable mode emerged. Hence, with respect to development, patterns of coordination become unstable and even disappear and new patterns of coordination suddenly emerge and become stable. We will use this way of describing developmental changes in coordination patterns and describe two general laws of control in section 3.2. In the previous section, we argued that exploratory behaviour is essential in detecting affordances. In the next section we explain the relation between exploratory behaviour and stability.

2.2. Exploratory behaviour and stability in the workspace

According to Newell and co-workers (Newell et al., 1989), developmental changes in coordination arise from explorations of the perceptual motor workspace. The workspace evolves from the circular relations between movement and perception or informational processes. It is regarded as a generic concept, in which both the building blocks of equilibrium or attractor regions which are asymptotically stable solutions of the collective variable dynamics and the exploratory behaviour to discover critical regions at the border of stability and instability in the workspace are universal. Exploration of these workspaces is guided by constraints that arise from the configurations of the field processes that characterise the space. In other words, the information organisms utilise to explore the workspace is embedded in the form and layout of the gradient and equilibrium attractor regions that characterise that space. By means of exploratory behaviour, the control parameter can be scaled up or down to a critical point, and stability and instability regions can be discovered. By discovering these regions, exploitation of the stabilities and instabilities can be carried out also by means of exploratory behaviour, which will lead to an effective solution for accomplishing a specific task.

Both from an ecological psychological approach and from a dynamic systems
approach, exploratory behaviour is very important. In the former, it is important for
the detection of affordances, in the latter, for the detection of critical regions. In the
next section we bring these two perspectives together.

3. Bringing ecological psychology and dynamic systems together: a natural physical
approach

Kugler and Turvey 1987; Kugler 1986 proposed laws of control which express
the lawful relationship between perception and action. Put another way, the laws of
control involve the relationship between kinematic optic flow fields 'perception' and
the kinetics of force fields movement; see also Savelsbergh & van Emmerik, 1992;

3.1. Laws of control

The relations between information that constrains movement and movement that
generates information are consistent with, but not reducible to, natural laws of physics.
Kugler and Turvey 1987 proposed two 'general' ecological laws of control to describe
these relationships:

- Law of Ecological Optics: \(\text{flow} = F \cdot \text{force}\)
- Law of Specification: \(\text{force} = F \cdot \text{flow}\)

These laws identify the parameters of movement in the kinetic force field that are
uniquely specified by the information in the kinematic flow field and vice versa.

Warren, Young and Lee 1986 investigated the visual control of running over an
irregular surface and proposed such a law for this task. While running, the runner has
to adjust step length to the sometimes changing demands of the support terrain.
The step length of the runner is determined by the amount of vertical impulse: a large
impulse causes a long step length. Furthermore, while running, the approaching
irregularities of the surface provide an optical expansion on the retina (flow). The
inverse of the relative rate of dilation of these approaching expanding optical contours
generated in the optical array specifies the time of contact between the observer and
the environment. This optical variable has become known as the \(\text{tau}\) variable (Lee,
that the required duration of the step and therefore step length, as regulated by the
amount of impulse, \(I\), between two upcoming targets is specified by the difference in
time to contact between two targets \(\text{difference between the two tauts = \delta \tau}\):  

\[
\text{Impulse} = \text{mass} \cdot \text{gravity} \cdot \text{delta} \, \tau \\
\text{mass} \cdot \text{gravity} \text{ is a constant}
\]

This 'ecological' law specifies the relation between a vertical impulse, an action variable,
and an optical variable tau, a perceptual variable.

3.2. Developmental laws

By analogy with the aforementioned laws of control, two developmental laws are
proposed by the authors. These general developmental laws bring together the con-
cepts of information and affordances (section 1.1 and 1.2), and the concept of stability (section 2.1). The two general laws are, for a given time during development and a certain set of constraints:

Law of Possibility \[ \text{affordance} = F(\text{stable mode of action}) \]

Law of Stability \[ \text{stable mode of action} = F(\text{affordance}) \]

Discovering of new affordances will lead to new stable modes of action (or order parameters). These stable modes of action (i.e., stability in a particular coordination pattern) are effective solutions for a particular task under given constraints. Changes in stable mode of action (due to the scaling up or down of a control parameter) will lead to the discovery of new affordances. Savelsbergh and Van der Kamp (1993) mentioned the example of an infant who needs both hands to pick up a large object. If the infant is not able to sit without support (i.e., instability of this particular coordination pattern), the infant will not be able to grasp the object. However, in ontogenetic time, the postural control will improve (i.e., the control parameter will scale up beyond a critical point) so that the infant will be able to sit without support (i.e., there will be stability of this particular coordination pattern). At this point, infants will discover that the ball is graspable with two hands (i.e., there is a new affordance).

It is important to note the way in which new affordances are discovered and new stable modes of action are acquired. This is achieved by a continuous exploration of the perception movement cycle (Newell et al.'s perceptual motor workspace), whereby the relevant coupling of information and movement is discovered (section 2 and Van der Kamp & Savelsbergh, this volume). This is in agreement with Warren's (1990) suggestion that dynamic stabilities and laws of control are discovered and exploited in the course of development. In other words, exploration serves to permit the laws of control to be discovered for a particular task.

4. Conclusions and the research program for eye hand coordination

In the research paradigm outlined in this paper, development is seen as a continuous attunement of the actor to the environment accomplished by repeated exploration of the perception movement cycle. This exploration is constrained by internal and external constraints and leads to task specific organisations. The important issue is to investigate how this coupling between perception and movement develops and to discover their lawful relationships.

The research program concerning infant eye hand coordination within the natural physical approach focuses on describing the development of infants reaching and grasping in terms of transitions of order parameters and the discovery of the control parameters inducing these transitions (underlying mechanism) (Wimmers, Savelsbergh, Beek & Hopkins, this volume). Further, it aims to discover the relevant informational (visual and proprioceptive; e.g., Savelsbergh et al. 1991, 1993) and movement constraints (strength; e.g., Out & Savelsbergh, this volume) controlling reaching and grasping behaviour and the way in which infants explore the perception movement cycle in order to acquire a stable reaching and grasping pattern (Van der Kamp & Savelsbergh, this volume).
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DEVELOPMENT OF COORDINATION OF SPONTANEOUS LEG MOVEMENTS.

Juliette Vaal
Knoek van Soest and Brian Hopkins
Free University, Amsterdam

A striking feature of the early human motor repertoire consists of spontaneous kicking movements. The first part of this article gives an overview of the origins of locomotor behaviour in vertebrates with special reference to its neural organization. The second part concentrates on experiments on the development of leg movements in human infants. Different attempts have been made to explain the origins of the observed changes in development. Taking this into consideration, we present the setup of our research project and the related hypotheses.

"Without being nursed or even meeting any adult, many lower vertebrates can develop the appropriate locomotor movements and the strategy for how to adapt to the environment. Many mammals can walk and even run minutes after birth. Other mammals, including the cat and rat are immature when born, but even when raised in isolation, they mature and become able to walk and run." [Grillner, 1981]

Origins of vertebrate locomotor behaviour

One of the greatest problems in controlling complex movements is how to reduce the enormous number of degrees of freedom within the animal or its environment (Bernstein, 1967). The problem is equivalent to trying to solve more unknowns (animal environment details) than there are equations (desired positions). In tasks that have proven to be important during evolution, like locomotion, there are indications that within the nervous system, there exist certain structures that can be held responsible for this required reduction of degrees of freedom. In their classical study, Wiersma & Ikeda (1964) found five interneurons in the abdominal ganglia of the crayfish that could be held responsible for the swimmeret movements that were observed. They called these five neurons 'command neurons' which were thought to control the activity of the whole ganglia. In this way, low dimensional command neurons can be held responsible for high dimensional movements on the output side. Many questions remain about the exact nature of these degrees of freedom reducing 'one to many maps'. An important aspect is the role of feedback.

In the first half of this century, naturalists interested in the Central Nervous System (CNS) formulated two alternative, but not mutually exclusive, hypotheses, about how locomotor movements are generated. The first is that centres within the nervous system are responsible for activating and coordinating the muscles involved in a movement according to a Central Pattern Generator (CPG). This CPG can be regard-
ed as a cluster of neurons with a variable amount of connections that have variable weights. An important feature of the CPG is that the dimension of the output is higher than the dimension of the input and that it can generate output without any sensory feedback. The second hypothesis is that peripheral feedback elicits a cyclical movement by a "reflex chain," i.e., an external signal causes a contraction in a muscle or muscle group; this contraction generates sensory information which serves as a trigger for the next contraction etc. (e.g., Grillner, 1981).

These two hypotheses can be regarded as extreme points on a continuum of motor control: at one side of the continuum, motor control is regarded to be an open-loop process (CPG hypothesis), at the other side, motor control is regarded as a closed-loop process (reflex chain hypothesis). We think there is another continuum on which the reflex chain hypothesis and the CPG concept are extremes, namely a continuum from inflexibility to flexibility. By 'flexibility' we mean that it is possible for a system to change the input/output relation. We regard a CPG as flexible in that it is possible to make or break connections between neurons and to strengthen or weaken synaptic weights. The reflex chain, on the other hand, is in our view less easily adaptable. The simple topology is a constraint on flexibility.

It was Brown (1914) who explicitly attacked the reflex theory. He anaesthetised cats and observed that complex rhythmical movements occur at a depth of narcosis where reflexes are abolished. Brown suggested that rhythmical movements are 'conditioned by the balanced activation of antagonistic and linked efferent cycles (or half centres)', exerting mutual inhibition (e.g., Meijer, 1993). Also von Holst (1973) criticised the reflex chain theory. He observed that excitatory patterns sometimes occurred simultaneously, which challenged the idea of chain-like patterns. It should be noted that this argument is only true if the reflex chain is regarded as a one-dimensional connection.

Von Holst performed experimental tests on deafferented or isolated spinal cords and established their rhythm generating capacities: an indication that a central rhythm generating network located within the spinal cord indeed exists. Other support in favour of the CPG hypothesis comes from experiments by Cohen and Wallen (1980). They were able to show that, under appropriate conditions, the isolated lamprey spinal cord produces patterned activity remarkably similar to what one would expect such activity to be in the intact swimming lamprey. Other experiments in cats also give evidence for a spinal CPG. If the spinal cord is disconnected from the brain, or even the brainstem, then as long as the cat's weight is supported by a sling, the cat can make typical walking movements.

A suggestion made by Grillner (1981) is that the total output pattern of the limb could also result from the combined activity of different burst generators. Each unit burst generator (unit CPG) is then assumed to produce the rhythmical activity by itself and to contain all elements required for the bursting. The actual neuronal mechanisms utilized, however, are unknown (Grillner, 1981).

It is clear that even though the locomotor patterns can be generated autonomously, afferents play a crucial role in modulating the broad features of the motor output (Ilasan & Stuart, 1988). Motor patterns generated in the absence of afferent input are
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quite labile. A pure open loop control mechanism for the CPG seems not very likely. Deafferentiation experiments in cats reveal an EMG pattern that is more ‘fragile’: it can easily break down in certain sequences and subsequently become reinstated again (Grillner, 1981). Fosseberg, Grillner and Rossignol (1975) showed that the reaction to a perturbation during walking in chronic spinal cats was strongly phase dependent; identical tactile stimuli applied to the dorsum of the foot gave rise either to a marked flexion or a marked extension response depending entirely on the phase of the step cycle in which the stimulus occurs. This adjustment after a perturbation can be regarded as an indication for a closed loop component in the control of the CPG.

It can be concluded that the emergent picture of the neural control of the basic locomotor synergy is flexible organization of central pattern generators, providing an output pattern that may be modified through a complex organization of feedback systems acting on both motorneurons, premotorneurons and other CPGs (Grillner, 1981). Sensory or descending control systems can be held responsible for inducing the changes in gait (Cohen, 1988). From this point of view, the CPG is suggested to be placed in the middle of the closed loop-open loop continuum.

Development of leg movements in human newborns

It is of course not possible to experimentally isolate the centres of locomotor control in humans as has been done in quadrapeds. The only tools we have to ground our hypotheses on are EMG measurements and kinematic analysis of rhythmical patterns that can be observed.

Features of newborn stepping and infant kicking are highly compatible with the animal based models for locomotion mentioned above. Like other vertebrates, bilaterally coordinated leg activity is evident long before the achievement of erect locomotion. Newborn infants in the supine position perform highly rhythmical, regularly alternating kicking movements. When infants are held upright, these alternations look remarkably like mature walking and have been called the neonatal ‘step reflex’. Thelen and coworkers (1981) analysed kicking movements in one month old infants and concluded that these movements were a developmental manifestation of a central locomotor program capable of generating spatially and temporally patterned movements of the leg. As cortical structures in the one-month-old infants are very poorly developed, especially in the motor areas associated with the legs (Conel, 1941, in Thelen 1981), Thelen argues that it is likely that these human pattern generators are located lower in the CNS. Another important finding supporting this hypothesis is that anencephalic infants can perform patterns of infant stepping that are very similar to normal healthy newborns (Peiper, 1961). Unfortunately, the role of descending control systems cannot easily be evaluated, even when comparisons are made with anencephalic children. Without more evidence from other primates demonstrating evidence of intermediate patterns, it is difficult to know how to place these data in the present phylogenetic context (Cohen, 1988).

The most important observations that can be made in human infants concerning stepping and kicking movements are the following. Stepping movements can be observed immediately after birth. After the age of about two months, these movements can
no longer be elicited. The most widely accepted explanation for this phenomena is that
maturing cortical centres inhibit a primitive stepping reflex, just as other neonatal
reflexes such as the Moro, tonic neck, palmar and plantar grasp reflexes are suppressed

Unlike erect stepping, newborn supine kicking does not disappear. Spontaneous
kicking remains in the infant’s repertoire throughout the first 6 months of age. Thelen
1982 concluded that kicking and stepping are the same movements and that the clue
to disappearance of stepping and increase of kicking might due to be in the consequ-
ences of the infant’s posture rather than in some yet unknown central neural processes.
There is no agreement among different authors about the observed changes in frequency
of the kicking movements. Thelen 1979, 1982 concludes that the frequency gradually
increases during the first six months of life and then declines with the onset of crawling
and walking. Geerdink 1993 analysed kicking movements in fullterm infants and re-
ported a decreasing frequency of occurrence with age. The above mentioned ‘cortical
inhibition theory’ as an explanation for these observed changes have been shown to
provide an impoverished account of the complexities of developmental change. Hop-
kins, Beek & Kalverboer, 1992. More recently, theorists argue that movement prop-
erties emerge from the physical or biodynamical characteristics of the skeletomuscular
system. e.g., Lockman & Thelen, 1993. As Thelen 1984 argues, infants undergo
dramatic changes in the size, composition and proportions of their bodies, and in the
strength and tone of their muscles. If the control parameters are indeed such factors
as mass, stiffness and inertia, these must also undergo striking developmental transfor-
mations. The relatively lean, poorly muscled leg of the newborn, with its dominant
flexor tone and weak extensor development is an entirely different moving creature
than the well muscled, fat leg of the 6 month old. These changes must be viewed in
centric with neurological maturation as essential contributions to movement outcomes.
According to this ‘biodynamic’ approach, new experiments have been carried out to
increase our understanding of movement control in infants through the analysis of inter-
segmental dynamics. Schneider, 1990, Illich, 1991. It was concluded that smooth
trajectories of kicking movements in 3 month old fullterm infants resulted not only
from the muscle torque which counteracted and complemented gravity, but also from
motion dependent torques generated by movement of the linked segments.

Another striking feature in the development of kicking movements is the fact
that the phase relation between the movements of the joints inter and intra limb
become less rigid. Thelen, 1985; Geerdink, 1993. Thelen 1985 argues that matura-
tion involves a fundamental shift in the timing relationship between antagonist pairs
from an in phase activation to a predictable phase lag, with the acquisition of finer and
more complex patterns of coordination. To explain these developmental changes, we
suggest that the hypothetical CPG’s are more influenced by external sources of inform-
ation with increasing age emanating from higher centres and proprioceptive information.
It is likely that if a CPG is more influenced by variable external information, this is
reflected in more variable output. Thus with age, the CPG becomes less independent
see Figure 1.

Forssberg 1985 made comparable suggestions in the context of locomotion at
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FIGURE 1 The central pattern generator influenced by external information.

later ages. He described the development of human bipedal locomotion from the first day of life until the first steps without external support about one year later. The main result was that infant stepping, supported locomotion and the first period of independent locomotion lacked several of the functions that are specific to human plantigrade gait. Forssberg assumed a hierarchical system for human locomotor control similar to that of quadrupeds, but with additional neural mechanisms that transform the original pattern. An innate central pattern generator, initially programmed for non-plantigrade gait, creates the basic infant stepping rhythm. Descending locomotor driving systems establish control during the first year and give the child the ability to control the locomotor activity. Forssberg concluded that man has a unique system which influences the central pattern generator and transforms the activity to the specific human plantigrade gait. Forssberg, 1985.

From hypothesis to research questions

The purpose of our research is to come to a better understanding of changes in the coordination of leg movements that can be observed in infants during the first year after birth. The two questions we address are:

1. Assuming that a spinal CPG exists, what is the role of proprioceptive information in the development of this CPG?

2. What is the effect of changing physical characteristics of the musculoskeletal system on the development of spontaneous kicking movements?

The ultimate goal of this project is to formulate a simplest possible model of these components that yield a satisfactory description of the observable development.

In order to investigate the role of proprioceptive information, kinematic and electromyographic data will be gathered during experimental manipulations in a longitudinal study with measurements at 6, 12, 18 and 24 wks of age. In order to evaluate the effect of changes in the external gravitational force field, two manipulations will be combined. On the one hand, the infant will be placed in the supine and upright positions; on the other hand, masses will be attached to the legs. To investigate the role of kinematic constraints on the activation of ipsi- and contralateral leg muscles, the movements of one leg will be restricted. During all manipulations head position and behaviour state will be monitored.

As an ‘experiment in nature’, the same manipulations will be carried out on
infants with perinatal brain damage. In these subjects, it is likely that the supraspinal component develops abnormally. As it is expected that the spinal circuitry and the musculoskeletal system are unaffected in the first instance, it is hypothesised that the spontaneous kicking movements will not be much different from the movements of the fullterm at the youngest age. With age, the differences are hypothesised to become larger.

Besides gaining insight into fundamental principles concerning the development of leg coordination, the relevance of this study can be sought in two directions. In the first place, the results may be of diagnostic value in medical settings. In particular the data concerning the brain damaged children may have consequences for deriving intervention programmes. In the second place, our results may be useful in the field of robotics. Modelling a biological system that is able to make adaptations to perturbations is a typical problem in this field.
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THE ROLE OF STRENGTH IN THE DEVELOPMENT OF REACHING

Lia Out and G. J. P. Savelsbergh

Free University, Amsterdam

The aim of this study is to investigate whether muscle strength acts as a constraint during the development of reaching. An experiment is described in which reaching movements of infants at three, four and five months of age are registered 3D, 50 Hz in three conditions: in supine, in sitting, and in sitting with weighted arms. Predictions concerning developmental changes in the kinematics and kinetics of the reaching movements are put forward.

Introduction

This contribution concerns the development of arm movements in young infants. A planned experiment is described in which we aim to go beyond the mere description of what an infant does in attempting to reach for and grasp an object suspended in front of him. Our ambition is to explain some of the processes involved in this aspect of motor development.

When an adult reaches out for an object the hand moves in an almost straight path towards the object, with highly reproducible patterns of muscle contraction. This apparently simple action requires a complex interplay: sense organs pick up information about the distance and location of the object; the nervous system receives this information and somehow provides the right muscles at the right time with the right stimulus; and, once activated, these muscles produce the required forces. In the young infant each of these subsystems develops at its own pace. It is not surprising then that infant limb movements continuously change in appearance, because they arise from interactions between these heterochronously developing subsystems. As a consequence, simple observation of infantile movement does not suffice for a complete understanding of motor development. A case in point is the work of Thelen & Fisher (1982) who showed that appropriate experimental manipulations can challenge widely accepted conclusions drawn from observation. Thus, they demonstrated that the disappearance of the stepping reflex in infants at four weeks of age could be explained by the disproportionately large amount of body fat during this period, resulting in legs being too heavy to lift against gravity. This programme of research provided the inspiration for the main goal of the experiment to be described here: to determine the influence of muscle strength on infant reaching movements between three and five months of age.

Acknowledgement: This research is carried out while the second author holds a fellowship from the Royal Netherlands Academy of Arts and Sciences.
The idea that strength can be a constraint on infant reaching is suggested by observations in our own lab, showing that children between three and five months of age reach longer and with a greater frequency for brightly coloured balls when supported in a sitting position than in supine (Savelsbergh & Van der Kamp, submitted).

These findings may be explained by the situation-specific nature of generating strength, in that there are contrasting force requirements in sitting and supine, arising from differences in the orientation of the infant relative to the force of gravity. Lifting an arm in order to reach requires a certain minimal force: muscles around the shoulder joint must generate torques large enough to overcome the torque that gravity imposes on the arm (see Figure 1). The torque to be overcome becomes larger when mass increases and when the moment arm (the distance between the centre of mass of the arm and the shoulder) increases, for torque is the product of force and moment arm and force that of mass and acceleration. On the other hand, the torque that the muscles can generate depends on their maximum force, that is, on the amount of muscle material in parallel, and on the muscle's moment arm with respect to the joint. All of these parameters are subject to change during development, and whether an infant's force suffices to lift the arm depends on their relative contributions: the ratio between fat tissue and muscle tissue can, for instance, be so high that the mass of the arm is too large with respect to the cross sectional area of the muscles. In addition, the ratio between length and circumference of the segments can be so high that the moment arm of the gravitational torque is too long relative to the muscles' cross sectional area. Maresh (1961) measured tissue shadows on roentgenograms (n=50), and showed that, between two and six months of age, the amount of fat tissue in the extremities increases much more rapidly than muscle tissue.

![Figure 1](image-url)

The hypothesis we want to test, stemming from the observed difference in reaching behaviour between sitting and supine, and knowledge about the changing morphology of the arm, is as follows: During development, the relationship between the continuously changing arm composition and geometry can become such, that muscle strength acts as a constraint on reaching and systematically affects the kinematics of arm movements.
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Method

To test this hypothesis, we currently carry out an experiment in which detailed analyses are made of the reaching movements of ten full-term infants in combination with anthropometrical measurements of their arms. Recordings are made at three, four and five months of age, because previous research showed that infant reaching is particularly sensitive to the orientation of the infant within the field of gravity during this period (Savelsbergh & Van der Kamp, submitted). The infants are comfortably secured in a chair whose orientation can be adjusted around a frontal axis. They are then confronted for a few minutes with a brightly coloured toy rattle which is suspended, just out of reach, in the body midline at shoulder height. Three conditions are used, in which the orientation as well as the magnitude of the gravitational force are manipulated: in one condition the infant is supine with the backrest of the chair at 0° to the horizontal plane, in the second condition the infant sits at an angle of 90°, in the third condition the chair is also angled at 90° but now 60 g. weights are attached to about the middle of the forearms. White markers, 1.8 cm., are fixed on the shoulders, elbows and wrists, thus providing a marked contrast with the dark background. Movements of each arm are registered by two video cameras (Super-VHS, 50 Hz). The camera coordinates of the markers are automatically detected by VIDIPLUS, a computer programme written in MODULA 2. Three dimensional coordinates are reconstructed using the Direct Linear Transformation method (e.g., Dapena et al., 1982). The three dimensional coordinates will be used to determine trajectories, velocities and accelerations, of the wrist, angles of the shoulder and elbow joints, angular velocities and accelerations, and joint torques. The determination of three dimensional joint torques by means of inverse dynamics (e.g., Hardt & Mann, 1980) requires knowledge of segment masses, positions of the segment centre of mass and moments of inertia. Schneider and Zernicke (1992) provide regression lines for estimating of these quantities based on the following data: body mass, length and circumferences of the upper and lower arms. Furthermore, skinfolds of upper and lower arm are measured, and will, in combination with the length and circumference data, be used to estimate composition of the arms.

Predictions

What predictions ensue from our hypothesis that a lack of strength may constrain reaching during development? When an infant’s fat ratio is relatively high, or when the ratio length circumference of the arm is relatively high, we expect that the infant will avoid high muscular torques in attempting to reach for the object. High torques can be avoided in several ways: one possibility is to bend the arm which decreases the gravitational moment arm and thereby the torque to be overcome; another possibility is to swing the arm towards the object. A rapid onset of muscular torques in the initial phase of the arm movement gives rise to high angular accelerations and thus to high inertial forces, which then diminish the required muscular torques that have to be generated during the rest of the movement. A lack of strength can also result in the hand not coming within the vicinity of the object. It is likely then that the maximum of the muscular torques produced is similar across conditions, and represents...
the limits of the infant's possibilities. In particular the conditions with the chair at 90
with and without weights attached to the arms are comparable, in that the gravita-
tional torque only differs in magnitude and not in orientation. A comparison with the
0 condition is harder to make because in this orientation different muscles are involved
in producing a reaching movement.

An alternative hypothesis for explaining differences in reaching between the three
conditions is to attribute them to a lack of control of muscular forces instead of a lack
of muscular strength. In order to successfully control muscular forces, external forces
such as the gravitational force have to be taken into account. When this process does
not yet function properly, it is very likely that in situations in which the external forces
differ either in magnitude or orientation, the appearance of movements will differ. It
is, however, not easy to predict the features of a movement which is not optimally
controlled, because even in a system that is considered to be optimally controlled,
namely the adult, the criterion of optimality and the parameters to be controlled are as
yet unknown. An additional experiment is planned that will assist us in deciding
whether the infants are constrained by a lack of strength or by a lack of control when
their reaching movements differ between the gravitational conditions. A similar experi-
ment as described above will be carried out with adults, whose muscular control can be
assumed to be at a high level. A lack of muscular strength will be simulated by load-
ing their arm segments - with the chair at 0 and 90 - in such a way that the distribu-
tion relative magnitude of the mass of the arms are comparable to those of the
infant. Deviations from unloaded trials, both kinematically and kinetically, will be
used to generate additional predictions based on our original hypothesis that strength
may constrain reaching during development.
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ARE THERE PHASE TRANSITIONS IN THE DEVELOPMENT OF EYE-HAND COORDINATION?

R. H. Wimmers, G. J. P. Savelsbergh, P. J. Beek and B. Hopkins
Free University, Amsterdam

Our hypothesis is that developmental changes in eye-hand coordination, defined in terms of reaching and grasping objects, during the first six months of life carry the characteristics of a non-equilibrium phase shift. The presence of certain transition criteria such as sudden jumps, anomalous variance, bimodality and hysteresis can, at least in theory, demonstrate that the changes in question have a dynamical basis.

A longitudinal study of one infant is reported in which we tried to identify stable developmental states of prehension during the first half year of life, as well as some of the transition criteria.

In using a dynamical approach, it is hoped that more insight will be gained into these states and the substitution of one state for another in motor development.

Key words: Development, infants, phase transitions, eye hand coordination.

Introduction

Over the last two decades, numerous physical, chemical, and biochemical systems have been shown to exhibit spontaneous transitions between different states or patterns of activity in response to changes in external conditions that are entirely unspecific as to the emerging pattern. These so-called phase transitions between macroscopically defined states have been described mathematically in terms of low dimensional dynamics (Haken, 1977; Thom, 1975; Prigogine, 1984). If a phase transition occurs in a system which is far from equilibrium, such as a moving animal, it is termed a non-equilibrium phase transition. During phase transitions of this type, fluctuations and nonlinearities play an essential role.

Motor development in early infancy has been characterized by phases, periods of little change sometimes referred to as stages or states, and phases of rapid change (Thelen & Ulrich, 1991). The mechanisms of developmental stability and change continue to be poorly understood. An initial step in tackling this problem is to ask whether the changes in question constitute non-equilibrium phase transitions. To do so requires an unambiguous definition of what is mean by a developmental transition.
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A developmental transition takes place when a qualitative change occurs from one macroscopically defined developmental state to another. At some critical point, the developmental state suddenly changes, for instance, from non-reaching to reaching or from reaching without grasping to reaching with grasping. New developmental states can be viewed as stable attractors, which become available once the proper boundary conditions have been established. In that case, this new state frequently appears. Through establishing the stability of a developmental state by means of registering its frequency of occurrence, changes between states can be distinguished and investigated.

The goal of this paper is to introduce certain transition criteria which, if detected, can prove that developmental changes belong to the class of non equilibrium transitions. The meaning of these criteria in relation to developmental transitions is discussed. Some of them are then illustrated by means of a longitudinal study of reaching and grasping in one baby.

Transition Criteria

Gilmore (1981) described eight criteria by which abrupt changes can be classified as discontinuous phase transitions, or catastrophes. He called these criteria "catastrophe flags". Five of them, namely, bimodality, inaccessibility, sudden jumps, hysteresis and divergence, appear simultaneously when a system is in transition. The other three, namely, anomalous variance, critical slowing down and divergence of linear response, can be found prior to a transition and therefore signal an upcoming transition.

Insights into the nature of these criteria can be gained by using a cusp model. A cusp model is one of the elementary catastrophes identified by Thom (1975), in which a transition is defined as a sudden change in a behavioural variable induced by a small and continuous change in an independent variable or control parameter. Although the control parameter is entirely unspecific as to the resulting pattern, its manipulation is instrumental in creating a new order at the macroscopic level. It controls in the sense of leading the system through its respective states of equilibrium.

Figure 1 shows different potential fields that belong to a potential function which can give rise to a cusp transition. By changing the control parameters of the potential function the minimum of the function changes as illustrated by the position of the black ball. The minima correspond with stable equilibrium states of the behavioural variable. Depending on the initial position of the behavioural variable, there are two possible pathways that can be followed, namely, from 1 to 7 and from A to C. Starting from 1, there is a change in the potential function when the control parameter on the x axis increases which results in 3, with a local maximum and a new local minimum. At 4, the two local minima are similar. If two minima are present at the same time, the potential function is said to process bimodality. The local maximum between the two minima gives rise to a region of inaccessibility. In increasing the control parameter along the x axis, we see that at 5 the original minimum reduces, that is the system cannot dwell there, and a new single minimum is established. At 6, the old minimum disappears and a sudden jump occurs to the remaining minimum. Going back from 7 to 1, the black ball will stay in the minimum until it disappears at 2; again a sudden jump occurs. The difference at which point a sudden jump occurs as the control
parameter increases and decreases is called **hysteresis**.

*Divergence* takes place when two initial adjacent points diverge and result in two different states. When A constitutes the initial position and the variable on the y axis increases, the ball can terminate in the left or right minimum, each of which correspond to a different states.

A complex system's many subsystems act to a certain degree as stochastic forces which manifest themselves as fluctuations in the macroscopical state (Haken, 1977). The size of these fluctuations can be measured by means of the variance in the occurrence of a particular behaviour. The more stable the attractor is, the smaller will be its fluctuations. Close to the transition, the fluctuations should become particularly large until a transition has occurred. These large fluctuations are called **critical fluctuations**.

An emerging equilibrium can also be a source of fluctuations. These fluctuations can be measured by means of the amount of switching between states. Critical fluctuations and oscillations between states belong to the *anomalous variance* criteria.

Due to a flattening of the potential function as the transition point is approached, the response of the system to external forces becomes weaker, a phenomenon called **critical slowing down**. If a small perturbation is applied to the system, which drives it away from its stationary state, the time it takes for the system to return to the perturbed state, the so called relaxation time, will be larger than when a stable state is perturbed. Hence, the relaxation time is a measure of the stability of the system.

The last catastrophe flag, **divergence of linear response**, is a consequence of a perturbation near a transition; it results in a larger loss of stability and large oscillations of the behavioural variable. Thus, the magnitude of the variance increased.
Exemplifying the Criteria

How can we translate or operationalize Gilmore’s transition criteria in the context of developmental transitions?

In what follows, each of the above mentioned criteria will be further elucidated by means of specific examples.

1. **Bimodality.**

   A necessary, but not sufficient requirement, for bimodality is that two qualitatively different behaviours are present. The requirement is not sufficient, because it should be possible to induce switching between the two behaviours, i.e. they should belong to the same behavioural dimension.

   Bimodality within a person can be demonstrated by means of scaling the relevant control parameter up and down. Two qualitatively different behaviours should be observed then.

   By manipulating the control parameters, bimodal frequency distributions can be obtained.

2. **Inaccessibility.**

   Inaccessibility is strongly related to the properties of bimodal score distributions. The middle part of the bimodal distribution is in principle also a particular behavioural mode, but because of its instability it is not accessible. However, by manipulating the proper control parameters, the inaccessible behavioral mode could stabilize again.

3. **Sudden jumps.**

   Within a small range of time, as measured against the time scale of the behaviour, a qualitative change in the behaviour occurs while there is only a small change in the control parameter. In longitudinal data it is important to distinguish between a jump and an acceleration. A jump occurs between two attractors, which correspond to two qualitatively different forms of behaviour. That is why this criterion is directly coupled to bimodality and inaccessibility. An acceleration implies a quantitative amplification of a particular type of behaviour. This might be due to an increase in strength of the underlying attractor.

4. **Hysteresis.**

   To demonstrate hysteresis requires knowledge of changes in the values of the control parameter. Hysteresis only appears when the so called Delay convention is satisfied. This is the case when the system changes only as the old state becomes unstable. When, in contrast the system always seeks out the lowest potential minimum it is said to be governed by the a Maxwell convention. The system switches state before the old state actually becomes unstable. In these systems hysteresis does not occur.

   In studying the development of reaching, the muscle fat ratio of the arm can be viewed as a control parameter. When this ratio increases and decreases over time, one can expect to see a jump to a qualitatively new behaviour and a regression to the old one respectively. If the jump and the regression appear at different muscle fat ratios, hysteresis has occurred, but not if they appear at the same ratio. It should be clear then that regression itself is not synonymous with hysteresis. To firmly establish hysteresis, the changes in the control parameter need to be known precisely.
5. **Divergence.**

This criterion is important for revealing the stability of the behaviour at different initial situations. If small changes in an experimental setup result in different behaviours, divergence has occurred. An important implication of this criterion is that it directs one to the role of different test conditions in inducing behavioural change.

6. **Critical fluctuations.**

Frequency distributions of the occurrence of the behavioural categories provide information about the relative stability of the underlying attractive states. The frequency of occurrence is proportional to its local stability. Thus, changes in frequency of occurrence indicate changes in the stability of the behaviour, therefore can be used to detect the presence of this criterion. Changes between states can also inform us about the stability of the system. If, for instance, two attractor states exist and neither of them is strong enough to win, competition between them is to be expected. Fluctuations between the two behaviours can then be observed.

7. **Critical slowing down.**

An increase in relaxation time before a transition is only expected in systems obeying the Delay convention. Perturbing, for example, a reaching movement has normally little effect on the total movement time, but prior to a transition large effects may be observed.

8. **Divergence of linear response.**

Perturbation of the system close to a transition will enlarge the fluctuations within the present behaviour or the amount of switching between those behaviours present.

**Applying the Criteria to Developmental Transitions: Some Preliminary Results**

In the remainder of this paper, we discuss data obtained in a longitudinal study of one infant. The purpose of the study is twofold: to identify stable developmental states of prehension during the first six months of life, and to find evidence for one or more of the above mentioned criteria. One boy was observed weekly from 8 to 24 weeks. No observations were made at week 17 because the subject was ill.

The infant was seated in a purpose built chair, placed on a table at an angle of 70° to the horizontal plane. The seat and head supports could be adjusted in accordance with the size of the child. The baby was secured in the chair by belts.

A wooden dowel - 14cm long and 5mm in diameter, with different colours, was presented to the baby. This object was attached to the tip of a black wooden rod 2.7 meters in length. A little bell was attached to the dowel to draw the infant's attention when necessary.

The sessions were videotaped with four cameras, two for each arm. Two cameras were placed above the infant's head, the other two being positioned obliquely left and right in front of the infant.

The dowel was presented at chest level along the midline section of the infant at a distance of about 3/4 of his arm length. Four dowel orientations were presented randomly, namely, horizontal, vertical and 45° to the left and to the right. The total number of trials was dependent on the interest of the infant.
For the present purposes, video recordings were decoded into readily observable behavioural categories:

1. **non reaching**, in which the hand did not come within a range of 5cm of the object;
2. **reaching without grasping**, in which the hand came within a range of 5cm of the object or contacted it:
   a. the hand is *closed* during the reaching attempt;
   b. the hand is *open* during the reaching attempt;
3. **reaching with grasping**, in which the hand contact the object, and then grasped it.

Using these categories, we sought for existence of transitions between them. As already mentioned, frequency distributions of occurrence of the behavioural categories provide information about the relative stability of the underlying attractor states.

The transition from non reaching to just reaching is shown in Figure 2. Not present at 8 weeks session 1, reaching activity increases rapidly up to 12 weeks session 5. In dynamical terms, this probably means that reaching has become a stable attractor. However at 16 weeks session 9, a regression in the amount of occurrence of reaching occurred. It is probably due to the establishment of a new state, namely, grasping. See Figure 3.

The transition from reaching to that involving grasping is shown in Figure 3. At week 13 session 6 grasping suddenly emerges. After that, a jump to a high grasping activity level occurs. A jump can be illustrated by means of a multiple regression analyses. We define two independent variables, one continuous and the other discontinuous, with a real jump between week 15 and 16 session 8 and 9. We found that two variable together explains 84% of the data \( R^2 = .8433 \). However, only the discontinuous variable has a significant lineal relation with the observed grasping data. The conclusion is that the
FIGURE 3 The emergence of grasping. The percentage of occurrence of reaching and grasping from 8 to 17 weeks. Competition between different states of prehension can be seen. Reaching with hand closed disappears and reaching with hand open and grasping emerges and then the states co-exist with each other.
emergence of grasping appears as a jump. Although reaching activity without grasping does not disappear, a qualitative change in reaching is evident, namely, reaching with the hand closed changes to reaching with the hand open (Figure 3). The existence of two states, reaching with and without grasping, can be seen as exemplifying the presence of bimodal.

Oscillations between states during a period of bimodality can be regarded as fluctuations. This probably means that both behaviours are competitive attractors, but neither of them is as yet strong enough to win. Another way of demonstrating fluctuations is to look at the variance of the occurrence of one particular category. Evidence for this sort of fluctuation can be seen in Figure 3 where the variance in the occurrence of reaching with the hand open is large from week 12 to week 16 (session 5 to 9), and established in week 18 to week 24 (session 11 to 17) with significant \( F(4) = 7.56; p < .05 \) smaller fluctuations.

Discussion

Sudden jumps, bimodality and fluctuations are some of the criteria indicative of nonequilibrium phase shifts. Finding such ‘fingerprints’ of change provides preliminary confirmation of the hypothesis that the development of prehension during early infancy is based on non equilibrium transition between stable states of action. If replicated with more infants such finding may offer a substantial contribution to a general theory of developmental transitions based on dynamical principles.

Of course, the detection of such criteria in longitudinal data has to be confirmed by means of appropriate statistical analyses.

For the time being, the most pressing task is to discover the relevant control parameters which when scaled up beyond some critical value result in a discontinuous change of the behavioural state. As such, experimental manipulation of perception or action or both are required in and around the transitional ages identified by our longitudinal research.
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EXPLORING EXPLORATION IN THE DEVELOPMENT OF ACTION

John Van der Kamp and Geert J.P. Savelsbergh
Free University, Amsterdam

In this paper the role of exploration in the development of action is discussed from the perspective of the natural physical approach. It is argued that by means of repeated exploration of the perceptual motor work space, infants discover new couplings between information and movement; that is, new stable modes of action are acquired for a particular task. Furthermore, it is assumed that exploration is the behavioral equivalent of the fluctuations that are indicators of transitions in movement actions. Exploration is assumed to be constrained by, and specific to, the transition at hand. Three exploratory search strategies—blind, local and non local—are discussed and illustrated with the example of infant reaching.

Keywords: Exploration, development of action, natural physical approach.

Introduction
In this paper the role of exploration with respect to the development of action is discussed. This discussion partly reflects the growing awareness of the importance of exploration in the development of movement action; see, for example, the special issue of Child Development, 64, 1993. To assess the concept of exploration in the development of action, a short overview of the concept of exploration from the point of view of traditional drive and information processing approaches is presented first. Then, by combining the tools from non-linear dynamics with the ecological approach to perception and action, a natural physical approach—see Savelsbergh & Van der Kamp, this volume—of exploration is offered. In this approach exploration is regarded as a search of the perceptual motor work space as result of which new couplings of perception and action are discovered. Furthermore, following Newell, Kugler, Van Emmerik & McDonald 1989, different search strategies are mentioned and illustrated by reaching in 3 to 6 month old infants.

The traditional view
The classic perspective asserts that exploration is instigated by organismic drives.
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To reduce primary drives like hunger, thirst, sex etc., the organism starts exploring until a consummatory response reduces the specific need. This terminates the exploratory activity. Through repetition of this sequence, the response is learned. It became clear, however, that various exploratory activities occurred in the absence of primary needs. In the famous study of Butler for example, monkeys learned to make discriminations in order to peek through a window, solely for the purpose of peeking. To accommodate these findings, alterations to the traditional scheme were suggested. Among others, a kind of independent exploratory drive was postulated which could be evoked by novel, complex or unfamiliar external objects or events. e.g. Montgomery, 1954.

Two decades later, cognitive approaches were predominant in psychology and exploration was considered to have a motivation inherent in information processing and action. Exploration was said to be instigated by an incongruence between a stimulus and a standard. An information conflict led to the modification or construction of the cognitive schemas and representations e.g. Hunt, 1963; Nunnally & Lemond, 1973. Difficulties often arose, however, if one tried to differentiate between acquiring new skills and adapting a skill to slightly altered situations. Hence, it was unclear whether exploration should be confined to skill acquisition or if it should also involve adaptation to local circumstances. In short, within an information processing approach, exploration in relation to action was a poorly defined concept with no formal status. This paper seeks to find a more formal description of the role of exploration in the development of action.

A new view of exploration: A natural physical approach

Today, in the age of non-linear dynamics, the tools of catastrophe theory and most recently complexity theory, see Levin, 1993, have become available to detect and describe qualitative changes or transitions. As a consequence, many studies concerned with the development of movement action are focusing on transitions e.g. Goldfield, Kay & Warren, 1993; Thelen & Ulrich, 1991; Thelen, Corbetta, Kamm, Spencer, Schneider, & Zernicke 1993; Wimmers, Savelsbergh, Beck & Hopkins, this volume. Several indicators of the presence of transitional behaviour can be discriminated: Namely, hysteresis, enhanced fluctuations, critical slowing down; for a enumerative description of these criteria, see Wimmers et al., this volume. We would like to argue that, in relation to exploration, enhanced fluctuations are particularly interesting see also Robertson, 1993; Turvey & Fitzpatrick, 1993. Enhanced fluctuations are reflected by larger variability or unpredictability in behaviour. These fluctuations enable the actor to discover or acquire new movement possibilities. In this sense, the concept of exploration is confined to the emergence of new skills or stable modes and does not involve adaptation or tuning to local circumstances. If fluctuations during transitions are the equivalent of exploratory activities, what picture emerges of the development of movement actions?

Although the nativist theories of researchers such as Gesell, McGraw and Shirley are not widely held anymore, the value of their descriptive studies is unquestioned. They described the development of action as a sequence of different motor milestones.
such as reaching, grasping, crawling, creeping, sitting, walking etc. From the point of view of the natural physical approach (Savelsbergh & Van der Kamp, this volume), the emergence of these motor milestones is not just a consequence of the maturation of the nervous system, but a consequence of changing interaction between organismic and environmental constraints (Out & Savelsbergh, this volume). Important in this respect is the notion of the perceptual-motor workspace (Kugler & Turvey, 1987; Newell, Kugler, Van Emmerik & McDonald, 1989; Newell, McDonald & Kugler, 1991). The perceptual-motor workspace is regarded as:

the dynamic interface between informational flows arising from perception and the kinetic flows arising from action. These fields are viewed as complementary in that not only can forces (kinetics) give rise to changes in flows (kinematics) but, in addition, flows can give rise to changes in the forces (Newell et al., 1991, p. 96).

The perceptual motor workspace of the organism-environment interaction can be modelled as a 'layout' of gradient and equilibrium regions, i.e. as a field of interacting attractors. These attractors are defined over both physical and informational factors i.e. as a specific coupling between perception and action (Gibson, 1979). On a behavioural level, the attractors specify different stable modes of action (motor milestones). From this perspective, development is regarded as the transition from one stable mode of action to another, e.g. from reaching to grasping; see Winners et al., this volume. Stated differently, development is the emergence of new dynamical attractors (Kugler, Kelso & Turvey, 1982). The question that arises is how these new attractors or perception-action couplings are discovered. In other words, how are new stable modes of action acquired?

Discovering new perception-action couplings and acquiring new stable modes of action involve exploring and locating the gradient and equilibrium regions of the perceptual motor workspace at hand. Exploration of the perceptual motor workspace guides the organism to the discovery of new couplings between the informational and kinetic flows, thereby providing new stable modes of action (Goldfield et al., 1993; Kugler & Turvey, 1987; Newell et al., 1989, 1991; Savelsbergh & Van der Kamp, 1993, this volume; Thelen, 1990, Warren, 1990). Hence, development of action is achieved through exploration, i.e. by repeatedly producing slightly different movements or experimenting with different musculoskeletal organisations (cf. Goldfield et al., 1993) whereby the infant learns how to coordinate and control his action system. The infant perceives information - proprioceptive, visual - produced by his/her movements and discovers how this information can be used to guide his/her movements. As argued above, this exploratory behaviour is especially prominent during transitions. This is nicely shown by Thelen in her earlier ethologically oriented studies (1979). She studied the occurrence of rhythmical behaviours like kicking, rocking, arm waving and banging in natural settings and showed that these behaviours occurred most frequently around transitions in movement actions. Rocking on hands and feet, for example, emerged in development just before the onset of crawling. This rocking presumably represents the...
infant’s exploration of his action capabilities and the proprioceptive information it produces. This eventually leads to a new stable mode of action (crawling). Through exploration of the perceptual motor workspace the infant discovers how perception and action are coupled.

Exploration of the perceptual motor workspace, i.e. moving in it, both creates and annihilates equilibrium or gradient regions (Kugler & Turvey, 1987). Hence, the dynamical structure of the perceptual motor workspace changes during exploration. This provides information which can be used to guide exploration (Newell et al. 1989, Gibson, 1988). In other words, exploration is not completely random but is constrained by, and specific to, the transition at hand. It is constrained because the exploration is dependent on the already acquired stable mode. Thelen et al. (1993) showed that the onset of reaching and grasping involves an increase or decrease of the initial muscle stiffness depending on the state of spontaneous movements before the onset of reaching. It is specific because exploration is directed toward one particular new stable mode of action, such as the rocking of hands and feet occurring only before the onset of crawling (Thelen, 1979).

Thus, exploration is constrained and specific. What about the instigation of exploratory behavior? Bak & Chen (1991) argued that large interactive dynamical systems

‘perpetually organise themselves to a critical state in which a minor event starts a chain reaction that can lead to a catastrophe’ (p. 26).

They termed this the theory of self organised criticality. The action systems of humans with its many components – joints, muscles and nerves – might be such a large interactive system. If so, action systems evolve to fields where transitions from one stable mode of action to another stable mode of action are to be expected, i.e. to transitional regions. By this reasoning exploration can be considered as an inherent dynamical property of developing action systems, guiding the system to new stable modes of action. Intuitively and tentatively, this might also open new perspectives on intentionality in development.

If, as argued, exploration of the evolving perceptual motor workspace is important in motor development and skill acquisition, a characterisation of such exploratory behavior might help us to understand development. Following Gelfand & Tsetlin (1962), Newell et al. (1989) proposed three exploratory strategies: blind search, local search and non local search. Blind search represents a strategy in which single equilibrium regions – attractors – are explored or located in a random or well defined order without the use of memory characteristics. Local search, on the other hand, represents a continuous search of one equilibrium region or attractor space using knowledge from a previous search. A non local search can be described as a non continuous or intermittent search that is not confined to one equilibrium region or attractor. It enables a greater part of the workspace to be explored, often in conjunction with local search strategies.

To illustrate the above search strategies we will discuss some data from a recent
In this experiment, 3 to 6 month old infants seated in an infant chair were presented with a cardboard of nine red foam plastic balls (diameter 2.5cm). These balls were equally distributed in three rows and three columns. The balls were presented to the infants in three times for one minute each time. The number and duration of the reaches were scored. It was found that, in addition to one handed and two handed attempts an third type of coordination occurred. The younger infants (3 and 4 month olds) did not, but the older infants (5 and 6 month olds) did grasp the edge of the board with one hand, while reaching for the ball with the other hand. This strategy occurred only in the 5 and 6 months olds, that is, near the time of onset of a more stable form of reaching, grasping and catching (Von Hofsten, 1984). What is the significance of this particular behaviour in the older infants? One hypothesis is that, by grasping the board, infants become able to change the reaching distance. This enables the infants to explore the perceptual motor workspace for this reaching task in new ways. In other words, by varying the reaching distance, an optimal fit between infant and environment is actively being sought.

If this true, a different search strategy would be expected when the cardboard is grasped. To test this assumption, the nine balls in the reaching task were considered as attractors, and the balls which were successively grasped or contacted (Figure 1) was plotted.

**FIGURE 1** The distribution of the contacted and grasped balls. The left panel shows a 21 weeks old infant not grasping the board, the right panel shows the same infant grasping the board with the left hand and right hand.

Differences in the distribution of contacted balls may indicate different search strategies. If contacts and grasps are concentrated around one ball, a local search strategy is assumed to be represented. If, on the other hand, contacts and grasps are distributed equally between several balls, a non local or blind search strategy is assumed to be represented. It is difficult to distinguish blind and non local search strat...
egies on basis of spatial distribution only*. Figure 1a shows the distribution of contacted and grasped balls for a 24 week old infant for one minute when the board was grasped only once. In this situation, the right hand seems to represent a local search strategy; that is, the hand is predominantly directed to one ball. Figure 1b shows the same infant for another minute. Now all contacts were made while the contra-lateral hand was grasping the edge of the cardboard. Here, the right hand is not directed to one particular ball, and shows a non local or blind search strategy. A tentative conclusion is that the emergence of grasping the board with one hand while reaching with the contra-lateral hand is accompanied by a change in search strategy, indicating that this behaviour may be regarded as a form of exploration. In other words, when the cardboard comes within reach — as a consequence of growth of arm length — the dynamical layout of the perceptual-motor workspace changes, giving rise to a change in search strategy, which is specific for this task and the transition to reaching and grasping.

Conclusion

The natural physical approach, i.e. the ecological approach to perception and action using the tools of non linear dynamics, offers a new point of view on exploration in the development of movement action. By means of repeated exploration of the perceptual motor workspace, infants discover new couplings between information and movement. Hence, new stable modes of action are acquired for a particular task. It is assumed that exploration is inherent in the dynamics of large interactive dynamic systems and that exploration is reflected by the larger variability in behaviour in particular during transitions. Furthermore, exploration is thought to be constrained by, and specific to, a particular transition of one stable mode of action to the other.
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* Of course there are some problems in this strategy of analysing the data Newell et al. 1991, for example, suggest that "it is the form of the search strategy through space which could be guided by a general informational decision criterion that is general, rather than the specific output of the motor system" p. 105. Moreover, in the experiment the number of "attractors" change when a ball is removed from the board.
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Wimmen, R.H., Savelsbergh, G.J.P., Beck, P.J., & Hoplin, B. this volume. Are there phase transitions in the development of eye hand coordination?
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Name: Kunio Wakai
Title: Professor
Status at RCCCD: Director
Affiliation: Department of Developmental Psychology, Hokkaido University.
Research field: Developmental Psychology
Office No.: C 303, RCCCD
Office phone: 011 716 2111, Ex. 3109
Home address: 3 4 16 Nakajima cho, Eniwa 061 14
Home phone: 0123-34 5257
Education: M. Ed. 1964 University of Tokyo, Educational Psychology
B. A 1962 University of Tokyo, Educational Psychology
B. A 1959 Niigata University, Educational Psychology

Professional appointments:
1992 Invited Lecturer, Portland State University, Oregon, USA
1989 Professor & Director of the RCCCD, Hokkaido University
1982 Professor, Faculty of Education, Kobe University
1978 Associate Professor, Faculty of Education, Kobe University
1972 74 Visiting Scholar, Harvard Yenching Institute, Harvard University
1969 Assistant Professor, Faculty of Education, Hokkaido University
1967 Lecturer, Faculty of Education, Hokkaido University

Current research interests:
2. Environmental affordance and children's play activity.
4. Experiential contexts of cognitive development; Mentors for contemporary Japanese college students.

Major publications & presentations: In Japanese, if not otherwise noted
Educational theories in the world: Jerome Kagan. Educational Psychology, 1979, 27, 10, 74 79.
A note on the methodology of development research. The way how scientific knowing should be Lessons from "Cornell Haox". Bulletin of the Faculty of


Name: Shing-jen Chen  
Title: Associate Professor  
Status at RCCCD: Steering Committe Member & Research Fellow  
Affiliation: Research & Clinical Center for Child Development  
Research field: Behavioural Development  
Office No.: C-308, RCCCD.  
Office phone: Ext. 2607  
Home address: 15 140 Higashi 2-chome. Kita 19 jo. Higashi ku, Sapporo, 065  
Home phone: 011 711-1231  

Education:  
- D. Ed. 1990 Hokkaido University Major: Developmental Psychology  
- M. Ed. 1978 Hiroshima University Major: Pedology, Child Psychology  
- B. Litt. 1975 Oxford University Major: Social Anthropology  
- Diploma 1972 Oxford University Major: Social Anthropology  
- B. L. 1968 National Cheng-chi Univ. Major: Public Administration  

Professional appointments:  
- 1990 Associate Professor, RCCCD, Hokkaido University  
- 1984 Assistant, Dept. of Developmental Psychology, Hokkaido University  
- 1969-1971 Research Assistant Centre for Education in Public & Business Administration, National Cheng-chi University  

Current research interests:  
1. Dynamic systems approach to motor development (including cry expression).  
3. Vygotskian concepts and their application.  

Major publications & presentations:  
Name: Yukari Shirotani
Title: Instructor
Status at RCCCD: Full-time staff
Affiliation: Faculty of Education, Hokkaido University
Research field: Developmental psychology, Early childhood education
Office phone: 011-716 2111 Ex. 3107
Home address: 3 3 5 39 401, Hassamu, Nishi ku, Sapporo 063
Education: M.A. 1989 Tsukuba University, Psychology
B.A. 1987 Tsukuba University, Psychology
Professional appointments:
1993 Counselor of child development, Hokkaido University Hospital
1991 Instructor, Hokkaido University
1990 1991 Counselor of child development, Health Center for Ibaraki Prefecture
1987 1991 Counselor of child development, Tsukuba Infant Consultation
Current research interest:
1 Cognitive development in childhood: development of representation
2 Infant therapy and consultation
3 Child education
Major publications & presentations:
Effects of real experiences on cognitive development in preschool children. Tsukuba Psychological Research, 1990, 12, 137-144. In Japanese with English abstract.
Young children's understanding of the appearance reality and pretending reality distinctions. Tsukuba Psychological Research, 1989, 11, 73 78. 12, 137 144. In Japanese with English abstract.

Name: Kimiharu Satoh
Title: Associate Professor
Status at RCCCD: Steering Committee Member and Research Fellow
Affiliation: Department of Developmental Psychology, Faculty of Education, Hokkaido University
Research field: Cognitive Development
Office No.: C-203, RCCCD
Office phone: 011-716-2111 (Ext. 3291)
Home address: 3-chome 4-3, Taihei 8-jo, Kita-ku, Sapporo 002
Home phone: 011-774-1387
Education: M. Ed., Hokkaido University, Developmental Psychology
Professional appointments:
1989 Assistant Prof., Faculty of Education, Hokkaido University
1982 Assistant Prof., Hokkaido University of Education, Iwamizawa
1979 Lecturer, Hokkaido University of Education, Iwamizawa
1978 Assistant, Hokkaido University of Education, Iwamizawa
Current research interests:
- Cognitive development in childhood.
- Children's discourse processes in literary learning.
- Social interaction and its effects on knowledge acquisition of children in classroom settings.
- Children's knowledge acquisition and learning processes in science education.
Major publications & presentations:
A social interactional perspective in development and learning (part 1). Bulletin of the Faculty of Education, Hokkaido University, 1992, 39, 23-44. (In Japanese)

Name: Takashi Morotomi
Title: Professor
Status at RCCCD: Steering Committee Member and Research Fellow
Research field: Cognitive clinical Psychophysiology, Perception
Office phone: 011-716-2111 (Ex. 3105)
Home address: 10-18, 2-chome, Asari, Otaru, 047-01
Education: M. Ed. 1968 Hokkaido University, Psychophysiology
            B. A 1965 Hokkaido University, Clinical Psychology
Professional appointments:
1991 Professor, Faculty of Education, Hokkaido University
1983 Professor, Faculty of Education, University of Iwate
1979-1981 Visiting Research Fellow, Univ. of Keele
1974 Associate professor, Faculty of Education, University of Iwate
1972 Lecturer, Faculty of Education, University of Iwate
1970 Assistant, Faculty of Education, University of Iwate
Current research interests:
(1) Investigation of evoked potential correlates of depth and subjective contour.
(2) EEG and event-related potential study on habituation and dishabituation as basic mechanism of learning.
(3) Event-related potential study on memory representation of mental retardation by odd ball paradigm.
Major publication & presentations:
1. The effect of repetition of semantic priming task on event-related potential. 
4. Enhancement of visual evoked potentials occurred in the recovery process. 

Name: Takashi Furutsuka
Title: Associate Professor
Status at RCCCD: Steering Committee Member and Research Fellow
Research field: Developmental disorders in cognition
Office No.: C 206, RCCCD
Office phone: 011 716 2111 (Ex. 3108)
Home address: 2 chome 9 2, 6 jo, Kita ku, Sapporo 002
Home phone: 011 773 4898
Education: M. Ed Hokkaido University, Major: Psycho physiology
            B. Ed. Hokkaido University, Major: Perception and motion.
Professional appointments:
1985  Assistant Professor, Faculty of Education, Hokkaido University
1975  Assistant, Faculty of Education, Hokkaido University

Current research interests:
2. Rearrangement of transactions in children with developmental disorders and their mothers.

Major publications & presentations:

Name: Jun'ichi Katayama
Title: Instructor
Status at RCCCD: Steering Committee Member and Research Fellow
Research field: Cognitive psychophysiology
Office phone: 011-716 2111 *Ex.3089*
Home address: Kita 36, Higashi 19 3-26-B, Higashi ku, Sapporo 065
Education: Ph.D. 1993 Kwansei Gakuin University, Psychology
M.A. 1986 Kwansei Gakuin University, Psychology
B.A. 1984 Kwansei Gakuin University, Psychology

Professional appointments:
1991  Instructor, Hokkaido University
1989 1991 Fellowship for Japanese Junior Scientists of the Japanese Society for the Promotion of Science

Current research interests:
Mechanisms of the human attentional processes.
Changes of event related brain potentials associated with semantic priming effects.

Major publication & presentations:
The effects of task relevancy on event related brain potentials elicited by infrequently presented nonwords and semantically deviant words. Psychologia, 1990, 143


**Name:** Hajime Kobayashi  
**Title:** Professor  
**Status at RCCCD:** Steering Committee Member  
**Research field:** Sociology of Education  
**Office No.:** Faculty of Education Building  
**Office phone:** 011-716 2111 (Ex. 3186)  
**Home address:** Mogami, 1-19, 047 Otaru  
**Home phone:** 0134 29-0784  
**Education:** 1965 B.L. Hokkaido University  
**Professional appointments:**  
1991-Present Professor, Faculty of Education, Hokkaido University  
1981-1990 Associate Professor, Faculty of Education, Hokkaido University  
1980 1981 Professor, Faculty of Cultural Science, Sapporo Commercial Univ.  
1972-1978 Lecturer, Faculty of Education, Hokkaido University.  
**Current research interests:**  
The relationship between endogeneous development of the area and educational reform of the adolescence in Japan, Italy, and Russia.  
**Major publications & presentations:**  
"Gli operai giapponesi alla catena" - Foudazione CESPE, Politica ed economia, AnnoXXI n. 3. 1990, Roma.  
Name: Tsutomu Suda
Title: Associate Professor
Status at RCCCD: Steering Committee Member
Research field: Developmental Physiology
Office phone: 011 716 2111 (Ex. 5440)
Home address: Kita-40-jo, Higashi 9 chome, Higashi ku, Sapporo 065
Education: B.A. 1966 Hokkaido University, Faculty of Education
Professional appointments:
1981 Associate Professor, Faculty of Education, Hokkaido University
1975 Lecturer, Faculty of Education, Hokkaido University
1973 Teacher, Naganuma Senior High School in Hokkaido
1967 Teacher, Bihoro Senior High School in Hokkaido
Current research interests:
1. Physical activity and fitness in elderly.
2. Development of physical fitness in children.
Major publication & presentations:
Suda T., et al. (1988) Retention of the fitness with aging after 31 to 33 years from
with English summary)
Suda T., et al. (1990) Physiological responses to snow shoveling observed in aged
men. In M. Kaneko (Ed.), Fitness for the Aged, Disabled, and Industrial
Worker, International Series on Sport Sciences Vol. 20: 75-78, Human Kinetics
Books
Suda T., et al. (1992) A study on the physical activities of the Chinese students:
Difference of the physical activities in the daily lives between the Chinese male
359-370, (In Japanese with English summary)

Name: Katsuhiko Suda
Title: Professor
Status at RCCCD: Steering Committee Member and Research Fellow
Affiliation: Department of Educ. Methodology, Fac. of Educ., Hokkaido Univ.
Research field: Curriculum construction & educational methods
Office No.: Room #403, Faculty of Education, Hokkaido University
Office phone: 011 716 2111 (Ex. 3092)
Home address: 9 2 37 Kashiwaoka, Makomanai, Minami ku, Sapporo 005
Home phone: 011 583 2270
Education:
Professional appointments:
Current research interests:
Curriculum construction of mathematics and science for secondary education.
Major publications & presentations:
The Archimedes' axiom from the viewpoint of mathematics teaching. (With K.
A study of system for teaching "function". (With K. Yamaguchi) Bulletin of the Faculty of Education, Hokkaido University, 1988, 50, 1-55.

Name: Michiko Seki  
Title: Associate Professor  
Affiliation: International Student Center, Hokkaido University  
Research field: Early childhood education  
Office phone: 011 716-2111 (Ex. 2650)  
Home address: North 17 east 4, Higasi-ku, Sapporo, Japan  
Education:  
M. A. 1989 Wright State University Major: Education  
B. A. 1973 Faculty of Education, Hokkaido University  
Major: Developmental Psychology  
B. A. 1971 Faculty of Literature, Hokkaido University  
Major: English literature  

Professional appointments:  
1978 Assistant, RCCCD, Faculty of Education, Hokkaido University.  
1974 Research Assistant, Department of Developmental Psychology, Faculty of Education, Hokkaido University  

Current research interests:  
How young children read picture books and how they understand them. Literacy acquisition at home setting.  

Major publications & presentations:  

Name: Mamoru Gotoh  
Title: Professor  
Affiliation: International Student Center, Hokkaido University  
Research field: Special Education  
Office phone: 011 711-5299  
Home address: 7 5 5, Yamate machi, Hirosima cho, Sapporo gun, Hokkaido  
Education:  
M. Ed. 1970 Hokkaido University Major: Developm. Psychol.  
B. Ed. 1966 Hokkaido Univ. Educ. Major: Educational Psychology  

Professional appointments:  
1990 Director, Research Institute of Rural Education, Hokkaido University of Education  
1983 Professor, Faculty of Education, Hokkaido Univ. of Educ., Sapporo  
1976 Assoc. Prof, Faculty of Education, Hokkaido Univ. of Educ., Sapporo
1.18

1973 Assistant. Faculty of Education. Hokkaido Univ. of Educ., Sapporo

Current research interests:
1. Preschool education for handicapped children
2. Study on the behavior space analysis

Major publication & Presentations:
A study on integrated education. II. Analysis of kindergartens in rural parts of Hokkaido. The Rural Education Institute, Hokkaido University of Education, 1993, 43 49. In Japanese

Name: Hiroshi Usui
Title: Associate Professor
Status at RCCCD: Research Fellow
Affiliation: Hokkaido University of Education, Sapporo
Research field: Developmental Psychology; Socialization
Office No.: 214 Hokkaido University of Education, Sapporo
Office phone: 001 778 8611 Ex. 359
Home address: Minami 1 10, Hieida dori 12 chome, Shiroishi ku, Sapporo 00
Home phone: 001 861 7042
Education: M. Ed. 1973 Hokkaido University Major: Develpm. Psychol.
Professional appointments:

Current research interests:
I am interested in the socializing processes of children in the school settings. Especially, my curiosity focuses on the social and cultural influences on the behavioral and motivational aspects of children's academic achievement. As well, I am also interested in the socialization in the family.

Major publications & presentations:
Name: Yasuji Nojima
Title: Professor
Status at RCCCD: Research Fellow
Affiliation: Hokkaidakuen University
Research field: Cognitive development
Office No.: C 201 Hokkaidakuen University
Office phone: 001 841-1161 Ex. 593
Home address: 332 485 Makomanai. Minami ku. Sapporo 005
Home phone: 001 592 2604
Education:
   M. Ed. Hokkaido University Major: Developmental Psychology
   B. Ed. Hokkaido Univ. Educ. Major: Educational Psychology
Professional appointments:
   1992 Professor
   1989 Assoc. Prof. Faculty of General Educ. Hokkaidakuen University
   1985 Assist. Prof. Women's Junior College, Sapporo University
   1983 Lecturer. Women's Junior College, Sapporo University
Current research interests:
   My major concern is cognitive development in early childhood. Now I am particularly interested in the issues of story comprehension in children.
Major publications & presentations:

Name: Shigeru Nakano
Title: Associate Professor
Status at RCCCD: Research Fellow
Affiliation: Department of Early Childhood Education, Fuji Women’s College
Research Field: Developmental Psychology Infancy & childhood
Office Phone: 011 736 0311 ext. 203, 011 736 2801. Fax: 011 709 8541
E mail Address: nakano@abelab.2.hubs. hokudai. ac. jp
Education:
   Candidate for Ph. D., 1985, Graduate School of Education, Hokkaido University.
   M.A. in Developmental Psychology, 1980, Graduate School of Education, Hokkaido University.
   B.A. in Developmental Psychology, 1978, Faculty of Education, Hokkaido University.
Professional Appointment:
   1988 Associate Professor of Developmental Psychology, Fuji Women’s College.
   1985 Assistant Professor of Developmental Psychology, Fuji Women’s College.
Current Research Interests:
The goal of my recent researches is to investigate developmental processes of reading others' intention in children under age three. Especially, it is focused on whether they can read their mothers' play intention in teasing. In those research, referring Bateson's theory of meta-communication, relation between pretense and mindreading is being persisted.

Major Publications & Presentations:

Name: Yuko Kanaya
Title: Associate Professor
Status at RCCCD: Research Fellow
Affiliation: Department of Early Education, Kokugakuin College
Research field: Developmental psychology
Office No.: 204
Office phone: 3107
Home address: Stage 13 505, N 13 W 4, Kita ku, Sapporo 001
Home phone: 011 737 7002
Education: M. A. 1976 Keio University. Major: Developmental psychology
B. A. 1972 Tsuda College. Major: English literature

Professional appointments:
1988 Present Associate Professor, Department of Early Education, Kokugakuin College
1985 1988 Lecturer, Department of Early Education, Kokugakuin College

Current research interests:
My present research interest is in emotional development, particularly in issues such as the following: the function of emotion in human development, the differences and commonalities in socialization of emotion in different social network systems, the relations between the mode of infant mother or infant significant others' emotional communication and the later development of self regulation.

Major publications & presentations:
Kanaya, Y. in press The development of infant mother attachment relationship

Name: Yoshinobu Takahashi
Title: Lecturer
Status at RCCCD: Research Fellow
Research field: Developmental Psychology
Office phone: 011-611-2111; Ex. 2835
Office Fax: 011-613-7134
E mail: Yoshi@shs.sappmed.ac.jp
Home address: 41 108 Minami 2, Nangou Dori 20 chome, Shiroishi ku, Sapporo
Education: M. Ed. 1985 Hokkaido University Major: Developm. Psychol.
B. Ed. 1982 Hokkaido University Major: Developm. Psychol.
Professional appointments:
1990 Lecturer. School of Health Sciences, Sapporo Medical University
Current research interests:
I am interested in cognitive development, especially development of representational ability in preschooler.
Major publications:

Name: Emiko Kusanagi
Status at RCCCD: Graduate Student
Affiliation: Dept. of Developmental Psychology. Faculty of Educ., Hokkaido Univ.
Research field: Developmental Psychology
Office No.: C307, RCCCD
Office phone: 3106
Home address: 1 12 5, Kyoei Machi, Hirosima Cho, Sapporo Gun, Hokkaido
Home phone: 011 372 3183

Education:
- M.A. 1991 Hokkaido University Major: Developmental Psychology
- M.A. 1983 Nara Women's University Major: Biochemistry
- B.S. 1981 Nara Women's University Major: Biochemistry

Professional appointments:
- 1991 present Lecturer (Part-time), Eiyo Junior College
- 1991 present Counselor of child development, Sapporo Toyohira Health Center

Current research interests:
My research interest is in the structure of temperament. I am also interested in the influence of temperamental individual differences on the development of cognition and personality.

Major publications & presentations:

Name: Nobuko Hosi
Status at RCCCD: Graduate Student
Affiliation: Dept. of Developmental Psychology, Faculty of Educ., Hokkaido Univ.
Research field: Developmental Psychology
Office No.: C307, RCCCD
Office phone: Ext. 3106
Home address: 4 3 350, Fujino, Minami ku, Sapporo
Home phone: 011 855 8264

Education:
- P.A. 1986 Hokkaido University Major: Developmental Psychology

Professional appointment:
- 1989 Present Counselor of child development, Health Centers in Sapporo City

Current research interests:
Socio-emotional development of children, particularly temperamental individual differences from infancy. Now I am focusing on the structure of temperamental emotionality.
Name: Mika Iwata  
Status at RCCCD: Graduate Student  
Affiliation: Dept. of Developmental Psychology, Faculty of Educ., Hokkaido Univ.  
Research field: Developmental Psychology  
Office No.: C307, RCCCD  
Office phone: 3106  
Home address: 3 5 51 Maruyama Nishi machi, Chuo ku, Sapporo  
Home phone: 011 612 6975  
Education:  
M. A. 1990 Komazawa University  Major: Family Sociology  
B. A. 1986 Hosei University  Major: Economics  
Current research interests:  
1. Child rearing stress and anxiety in mothers, maternal coping style with child rearing and their social network.  

Name: Eiko Kamada  
Status at RCCCD: Graduate Student  
Affiliation: Dept. of Developmental Psychology, Faculty of Educ., Hokkaido Univ.  
Research field: Developmental Psychology  
Office No.: C307, RCCCD  
Office phone: 3106  
Home address: 16 1 1 5 205. Kawazoe, Minami ku, Sapporo  
Home phone: 011 572 6969  
Education: B. A. 1983 Hokkaido University  Major: Developmental Psychology  
Professional appointment:  
1993 Present Part time advisor, Sapporo Kita Health Center.  
Current research interests:  
1. Processes of growing self acceptance in adolescents with negative self evaluation.  
2. Developmental changes of child view and self concept in preschool education major students: A longitudinal comparison before and after the practice teaching.