Data from two studies in which subjects were classified as successful or unsuccessful were analyzed using neural net technology after being analyzed with a linear regression function. Data were obtained from admission records of 201 students admitted to undergraduate and 285 students admitted to graduate programs. Data included grade point averages, admission test scores, grades, gender, class rank, course instructor, and course grades. The neural net models used were the Adeline model and the Layer Back-propagation model. The neural net model makes no assumptions about the underlying distribution of the observations. In general, a neural network may be defined as a non-programmed information reduction system that develops processing abilities in response to its environment. The function of the neural network is to learn from examples. The study findings indicate that the results obtained using the neural net models are comparable with, but not the same as, those of the classical statistical approach. While the neural net technology is not a replacement for the classical techniques, it may represent a viable alternative when certain assumptions of the statistical model are grossly violated. (TJH)
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A neural network may be defined as "a non-programmed information reduction system that develops processing abilities in response to its environment". The function of the neural network is to learn from examples. These examples "train" the network.

The structure of such a neural network consists of interconnected processing elements where each processing element has multiple weighted inputs and a single non-linear output. The weights are developed through iterative adjustment and represent the knowledge learned by the neural network. A visual model of a network appears in figure 1.
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Figure 1
One use of a neural network is to classify an object as belonging to one of two or more populations. An example is that of an object hidden on the bottom of a body of water. This object may be a metal cylinder, possibly containing explosives, or it may merely be a rock. The Sonar used to explore the bottom of the body of water sends back partial information about the object. By placing known objects (rocks or metal cylinders) under the water, the neural network is trained to recognize the object from the incomplete information given by the Sonar device. Once the network is trained, the system can be used to determine whether an object detected under the water is just a rock or a metal cylinder in actual combat or surveillance duty. An important attribute of the neural network is that no assumptions are made about the distribution of the input signals received from the Sonar device.

In an educational environment, students may need to be classified where only partial information is available. For example, a decision needs to be made on admitting or not admitting a student to a particular program. Information may be available about the candidate in the form of test scores, previous grade point ratios, etc. For a sample where the outcome of success or failure is known, one calculates the coefficients of a discriminant function or a regression equation. This discriminant function or regression equation may be used to make later decisions. Determining the coefficients may be considered analogous to training the neural network. The objective of this paper is to compare the results of the classical statistical procedures in two different studies with the results obtained by using neural network techniques in these same studies.

There are many different neural network designs. Two such designs will be illustrated in this paper. The first design is the Adeline pattern recognizing control system proposed by Widrow [1] in 1963. The second design is the back propagation model. The Adeline model was selected because it represents the first application of a neural network to a real problem. This neural network is also easy to understand. The back propagation model is a more recent design and seems to show better promise for classification.

The ADEL kINE model, so named because it utilizes an "adaptive linear neuron was first utilized for reducing or eliminating the echo in telephone lines. A diagram of the ADEL kINE network is shown in figure 2.
Each input has a value of either +1 or -1. An additional constant of +1 is applied as a bias. Random values between -1 and +1 are assigned to the weights for each input and the bias. The absolute difference between the sum of the product of each input and its weight (including the bias input) is calculated. Each weight is then adjusted by the amount of the error divided by \( n + 1 \) where \( n + 1 \) is the number of weights for the \( n \) inputs plus the bias input. This process is then repeated for the next learning set (inputs with the desired output). The final output is quantized to either +1 or -1 depending on whether the sum of the products of the inputs by the weights is positive or negative. Experimental results seem to indicate that an Adeline will converge to a stable solution in five times as many learning trials as there are weights [2].

The back propagation model is more involved, but in this study produced more reasonable results. The model used in this study had three layers, an input layer, an output layer, and a hidden layer. The input layer, the hidden layer, and the output layer will be referred to as the i, j, and k layers respectively. The processing function chosen is the sigmoid function which has the form \( f(z) = \frac{1}{1 + e^{-z}} \) where \( z \) represents the vector of inputs to the neuron. This function approaches zero as \( z \) becomes negatively infinite, and approaches 1 as \( z \) goes to positive infinity. The derivative of \( f(z) \), \( f'(z) = f(z) \cdot (1 - f(z)) \) which indicates that the rate of change of the function is parabolic with respect to \( f(z) \). The weights are calculated to minimize the error between the desired outcomes and the actual output from the output layer. The derivation is as follows [3]:

Let the global error \( E = \frac{1}{2} \sum_k (d_k - y_k)^2 \), where \( d_k \) is the desired outcome and \( y_k \) is the output value produced by the neural network. These weights, \( w_{ij} \) and \( w_{jk} \), are adjusted through the sigmoid function, where \( z_j = \sum_i w_{ij} y_i \)

and \( z_k = \sum_j w_{jk} y_j \). Using the gradient descent technique, the weights between the hidden layer and the output layer are derived as follows:
\[ \Delta w_{ij} = -n \frac{\partial E}{\partial w_{ij}} \]

\[ \frac{\partial E}{\partial w_{ij}} = \frac{\partial E}{\partial z_j} \cdot \frac{\partial z_j}{\partial w_{ij}} \]

\[ \frac{\partial z_j}{\partial w_{ij}} = y_i \]

\[ \frac{\partial E}{\partial z_j} = \sum_k \frac{\partial E}{\partial z_k} \cdot \frac{\partial z_k}{\partial z_j} \]

\[ \frac{\partial E}{\partial z_j} = \frac{\partial z_k}{\partial y_j} \cdot \frac{\partial y_j}{\partial z_j} \]

\[ \frac{\partial E}{\partial z_k} = -\delta_k \]

\[ \frac{\partial z_k}{\partial y_j} = w_{jk} \]

\[ \frac{\partial y_j}{\partial z_j} = f'(z_j) \]

So \[ \Delta w_{ij} = \eta (\sum_k \delta_k w_{jk}) f'(z_j) y_i \]
\[ \Delta w_{jk} = -\eta \frac{\partial E}{\partial w_{jk}} \]

\[ \frac{\partial E}{\partial w_{jk}} = -\frac{\partial E}{\partial z_k} \cdot \frac{\partial z_k}{\partial w_{jk}} \]

\[ \frac{\partial z_k}{\partial w_{jk}} = y_j \]

\[ \frac{\partial E}{\partial z_k} = \frac{\partial E}{\partial y_k} \cdot \frac{\partial y_k}{\partial z_k} \]

\[ \frac{\partial y_k}{\partial z_k} = f'(z_k) \]

Therefore, \( \Delta w_{jk} = -\eta(d_k - y_k)f'(z_k)y_j \)

Let \( \delta_k = (y_k - d_k)f'(z_k) \)

Then \( \Delta w_{jk} = \eta \delta_k y_j \)
The derivation of the weights in terms of minimizing the global error assumes that a local minimum does not exist. It should be noted that the change in the value of a weight between the input layer and the hidden layer depends upon the weights and the change in the weights between the hidden layer and the output layer. This is the reason that this particular model is known as the back propagation model.

For the first study, data were obtained for students at a Midwestern university who had been admitted to a graduate program in business for the 1987-88 and 1988-89 academic years. The data available were the undergraduate grade point average, the graduate grade point average and score on the GMAT. Complete information was available for 285 students. The BMDP7M stepwise discriminant analysis program of the 1988 BMDP VAX/VMS [4] package was run on a VAX 11/785. Students who had a graduate grade point average of less than 3.00 on a 4.00 were classified as failing, while students with a graduate grade point average of 3.00 and above were classified as successful. The classification function for the passing group was

\[ y = 25.29 \times ugp + 0.116 \times GMAT - 70.683 \]

and for the failing group was

\[ y = 24.289 \times ugp + 0.110 \times GMAT - 64.84 \]

The result of the analysis was that of the 47 who were considered failing, the discriminant function correctly classified as failing 28, while 19 were misclassified as passing. Thus, 59.6% of the failures were correctly classified. Of the 238 who had graduate grade point ratios of 3.00 and above, 142 were classified as successful, while 96 were classified as failures. This represents a 59.7% accuracy on classification.

To prepare the data for the neural network analysis, the graduate grade point average was coded as -1, 1 if this value was 3.00 or greater and 1, -1 if the graduate grade point average was less than 3.00. The undergraduate grade point average was coded as 1, -1, -1, if the undergraduate grade point average was less than 2.5, -1, 1, -1 if this ratio was at least 2.5 but less than 2.75, and -1, -1, 1 if the ratio was at least 2.75. GMAT scores less than 450 were coded as 1, -1, while GMAT scores of 450 and above were coded as -1, 1. The value of the GMAT was selected because 450 was the value used to admit a student if the student's undergraduate grade point average was below 2.75. Since there had been a desire to lower the grade point average for admittance to 2.5, this value was selected to define the groups.

When the ADELrNE model was run using NeuralWorks Professional II [2] on a personal computer with a 486 chip, all students were classified as successful. This result is not surprising, since
some screening had been done on these students.

When the same data was run with the back propagation model, the match of the desired outcome by the classification of the network was about 60%. These results were judged the same as the discriminant function classification. The same coding scheme was used, except that zero was substituted for -1.

The results from this study indicated that there might be promise for the back propagation model. Therefore, a different data set was utilized for another comparison.

For the second study, data on students admitted to an undergraduate computer science program were obtained. The students were considered successful in the first course on this program if they obtained a grade of C or better, and unsuccessful if they received a D or an F. This scheme was used since faculty members differ in grading practices in awarding an A or a B, or in awarding a B or a C, but are in more agreement as to successful students (A, B, or C) and unsuccessful students (D or F). Other predictive information included the sex of the student, male or female, SAT quantitative scores, SAT verbal scores, which one of five instructors taught the computer science course, high school class percentile rank, success in the first calculus course, and success in the second calculus course. Three levels were given to the variables representing the calculus courses. One level was that the student completed the course with an A, B, or C grade. The second level was completion of the course with a D or an F. The third level was that the student had not enrolled in the course. Finally, to further examine the effect that an instructor might have, the instructor variable was coded as a different level for each of five instructors who taught the computer science course. A total of 201 students who took the first course on the computer science major during the academic year 1984-85 provided the data for this study.

The statistical technique applied was logistic regression using the BMDP LR procedure from the BMDP statistical package [4]. The SAT scores and high school class percentile rank were considered as continuous variables, while success in each of the calculus courses, instructor, and sex were coded as dummy variables. The dependent variable, success in the first computer science course was, of course, coded as zero or one, representing failure or success. The final variables remaining in the regression equation in order of the amount of variance predicted were success in the first calculus course, high school class percentile rank, and the sex of the student. Of the 201 students, complete data were available for 180. The final result of this analysis produced the following: 115 passed; 65 failed. With probability greater than .5, 123 were predicted to pass, 57 were predicted to fail. Of the 123 predicted to pass, 27 failed. Of the 57 predicted to fail, 19 passed. Thus, 22% of those predicted to pass, failed and 33% of those predicted to fail, passed. Overall, then, the analysis was accurate about 76% of the time.
In order to perform the neural network analysis, the continuous variables were recoded as follows: The SAT quantitative scores below 490 were coded as 1 0 0; SAT quantitative scores equal to or greater than 490 but less than 580 were coded as 0 1 0; SAT quantitative scores greater than or equal to 580 were coded as 0 0 1. SAT verbal scores less than 410 were coded as 1 0 0; SAT verbal scores greater than or equal to 410 but less than 480 were coded as 0 1 0; SAT verbal scores greater than or equal to 480 were coded as 0 0 1. High school class percentile rank below 66 was coded as 1 0 0; high school class percentile rank greater than or equal to 66 but less than 89 was coded as 0 1 0; high school class percentile rank greater than or equal to 89 was coded as 0 0 1. These points were selected to divide the group into the lower third for each variable, the middle third and the upper third. When data were missing, the code was 0 0 0. Thus all 201 cases could be used even though the some variables had missing values for a particular case.

The particular neural network selected was the back propagation model. There were 22 input nodes; 2 for sex, 5 for instructor, 3 for SAT quantitative classification, 3 for SAT verbal classification, 3 for classification of high school class percentile rank, 3 for classification in the first calculus course and 3 for classification in the second calculus course. The output contained 2 nodes: one node for success in the computer science course and one node for failure in the computer science course. One hidden layer was used.

In this analysis, 130 students passed the course and 71 failed the course. From the output node representing success, 144 cases had values greater than .5. From the output node representing failure, 57 cases had values greater than .5. Therefore, the prediction was 144 successes and 57 failures. Of the 144 predicted successes, 14 failed. Therefore the neural net failed to predict success accurately 9.7% of the time. Of the 57 failures predicted, one student passed. Thus, the neural net was inaccurate in predicting failure in 1.7% of the cases. Thus the neural network had 92.5% accuracy overall in correctly classifying a student from the available information.

The results do show promise for the use of neural networks where traditional statistical models have been utilized. However, several disadvantages were noted:

1. Although continuous input can be used, the network failed to converge to a solution. This necessitated categorizing the continuous variables.

2. The training of the neural network involves considerable computer power and time. In this study, an IBM PS/2 model 70 which utilizes a 486 processor was used. The investigators were the sole users of this equipment. Some experiments in training a network took 24 hours of uninterrupted time.
3. There are no real guidelines as to which model to employ, how many nodes should be in the hidden layer, or even whether more than one hidden layer has any advantage.


