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USING THE COMPUTER IN THE CLASSROOM—FIRST STEPS
Harold I. Modell

Computer-based education, computer-assisted instruction, and computer-assisted evaluation are not new terms, and the notion of using computers in the classroom is not new. However, until relatively recently, interest in using computers in life science teaching was limited. The deluge of video games and low cost microcomputers that we have witnessed within the past 2 to 3 years has rekindled interest in using computers in life science teaching. The deluge of video games and low cost microcomputers that we have witnessed within the past 2 to 3 years has rekindled interest in using computers in life science teaching.

Unfortunately, the novice ready to embark on the adventure of bringing the computer into the classroom is immediately thrust into a seemingly alien world in which bits, bytes, and nibbles abound, and where the inhabitants speak in strange languages consisting of 3-, 4-, and 5-letter words.

To become involved, the newcomer feels as if he must first make key decisions regarding his specific computer needs. Hence, he tries to consider the merits of various computer systems, assess memory requirements, choose language options, and deal with other computer-related variables. In short order, he becomes overwhelmed by the task of choosing a specific system from seemingly endless possibilities, becomes discouraged, and postpones using the computer as an instructional aid.

The problem with the approach just outlined is that the starting point is the computer store rather than the desired educational outcome. The first step in preparing a computer-based exercise must be to answer a number of education-
related questions and make key decisions that will establish guidelines for the design of the teaching aid. Anyone who has prepared lecture slides, demonstration materials, or a host of other teaching aids is acquainted with this process. However, when designing these materials, guidelines are established almost as a matter of habit. The flexibility that exists when these aids are used allows modification of guidelines during the actual presentation. For example, when designing slides, it is not difficult to arrive at a product that can be put into a variety of contexts. In the case of computer-based materials, however, numerous paths are available for program development, but once the program is completed, design flexibility is essentially lost. Hence, to insure that the program has the best chance of fulfilling the need for which it was intended, a conscious effort must be made to address a number of issues.

While the specific areas of concern may vary from application to application, several general questions are common to nearly all teaching aids. The first of these is, "What is the goal of the exercise?"

Although this question may seem obvious, it is important to realize that the same program skeleton used with different input/output schemes may produce drastically different results depending on the educational setting. Consider, for example, a simple simulation of a physiological system with three different goals in mind. In all three situations, the model equations and solution are identical. In the first case, the program will be used in the lecture hall. The goal is to provide a momentary diversion to regain the attention of students whose thoughts have drifted away from the material at hand. In this case, bells, whistles, and any available flashing lights would probably be helpful. Any substantive message that the program has to offer may be over-shadowed by the novelty, but the goal may be reached.

In the second case, the setting is again the lecture hall, only this time, the goal is to provide a means of demonstrating the influence of one variable on the physiology of the system. In this case, a simulated strip-chart recorder with an on-line trace of one or more parameters may be in order.

In the third case, the program is to be used in an independent study setting. In this case, no one is available to answer questions at the time the student interacts with the program. Thus a more well-defined output, such as a labeled picture showing one aspect of the system may best serve to reinforce the student's conceptualization of the physiology involved. In each of these examples, the goal of the exercise must be recognized and kept in mind during program development if the program is to provide a successful educational experience.

The next important consideration is whether or not the computer is really the best vehicle to use in reaching the desired goal. The educational specialist at the computer store (salesman) contends that "anything that can be done well without a computer can be done even better with a computer!" This, of course, is nonsense, and, in fact, very often the computer is not the vehicle of choice.

The computer does two jobs very well. It swallows and regurgitates information very easily, and it performs calculations at break-neck speed. Two areas in which the former capability is especially helpful are in the presentation of programmed learning material and in presenting various types of problem sets. The latter capability is essential to mathematical simulations. Consider the following applications:

1. Programmed learning material. A programmed textbook may do much better job than the computer. Books are easier to carry and use on the bus, they cost considerably less than computers, and the student can easily review isolated portions of a book.

2. Problem sets. Depending on the goals of the exercise, alternatives are available for presenting problem sets. Latent image materials produced with a simple ditto machine, for example, can offer a number of advantages over the same exercise on a computer.

3. Simulations. Alternative options also must be explored when dealing with simulations A physical model, for instance, may make the point of the exercise more vivid than a computer model.

There are instances in all three of these areas, however, in which the goals of the exercise can best be achieved by using a computer, and the computer should be the vehicle of choice. The point is that alternatives do exist, and they should be explored before deciding to use the computer.

The next task, and the one most crucial to program development is to determine the guidelines that will govern development of the teaching aid. Final decisions in this area depend heavily on the goals of the exercise, the setting in which it will be used, the background of the students using the exercise, and a variety of other factors. To illustrate how one group approached this task, the issues considered by Modell et al. while developing a set of computer simulations in respiratory physiology will be reviewed.

The set of programs was intended originally to be used in medical school and postgraduate education settings. The overall goal of the series was to provide an active learning experience in which students could review respiratory
physiology and learn to reason from basic facts to general concepts. The first questions asked dealt with developing the strategy to be used in communicating with the student. Examples include: Should it be assumed that the user will be familiar with computers? How much prompting should the program provide? In what form should variables be requested? Should the amount of oxygen in inspired gas, for instance, be requested in terms of partial pressure, percent, or gas fraction?

Guidelines governing the number and complexity of the simulations used were next addressed. Should the series reflect simple models at the outset and increase in complexity as the series continued, or should more complete models be developed initially, resulting in fewer components to the series?

Having dealt with the number and complexity of models in the series, the next issues focused on the latitude allowed by the exercises and the form and format of error messages. Should the programs be fairly limited in scope, or should they be able to accommodate the student who wishes to extend his study beyond the scope of the suggested procedure? How should input values outside physiological limits or physiologically inconsistent be handled? Should error messages serve as a basis for an additional learning experience?

The specific output format was also addressed with respect to the overall goals. What form should the output take? Is a table of numbers the best format, or is some other format preferable? What should the output include? Should the experimental conditions defined by the student be repeated as part of the output? How should units be handled?

The final issues addressed dealt with the documentation provided with the computer programs. What form should the documentation take? Should the procedures be presented by the computer, or should they be provided in a separate document? What information should be included? How much direction should the document provide for the student?

The process just outlined may seem like a time-consuming effort, and one might ask whether the return is worth the effort. The series of programs developed by Modell et al was first distributed in 1975 and was provided primarily to the medical school population. The programs are still in use in a variety of institutions serving student populations ranging from pulmonary function laboratory technicians and undergraduate physiology students to fellows and residents in pulmonary medicine and anesthesiology. It is evident that by answering education-related questions such as those enumerated above, specific hardware requirements are often defined. In the microcomputer world, similar questions might also include use of graphics, and the answers to these questions would further define hardware limitations. Hence, by focusing first on the educational experience, the novice can avoid the task of becoming involved with a plethora of computer issues that are extraneous to his educational goals.

An outline of the initial steps that one must take when incorporating computers in life science education has been presented. When preparing teaching aids that involve computers, it is extremely important to keep in mind the educational goals, the setting in which the program will be used, and the level of sophistication of the audience using the program. If this is not done, the exercise will most likely lead to confusion, and the message that one conveys to the student may be very different from that which was intended.

REFERENCES
TEACHING PHYSIOLOGY
BY MICROCOMPUTER
IN SMALL GROUP CONFERENCES

Byron A. Schottelius
Department of Physiology and Biophysics, University of Iowa
Iowa City, Iowa

Inflation, curricular changes, and greater student enrollments increasingly influence the adoption of cost-effective and time-efficient methods of presenting physiological concepts to health science students. Cost containment is essential, because teaching budgets generally have not maintained parity with expenses. Often there has been a concomitant reduction in the number of scheduled laboratory exercises. This has limited the opportunity for students to examine a gamut of physiological phenomena directly. Furthermore, this pedagogical dilemma, in instances, has been compounded by curricular crowding that has preempted some of the time previously assigned to laboratory courses. Enrollment increases tend to encourage the enlargement of laboratory course sections beyond optimal limits.

Computer simulations of physiological phenomena can supplement or replace some laboratory learning experiences for health science students. A good computer simulation, being dynamic, shows how bodily systems react and interrelate with better learner-media interaction than that provided by movies and much better than that afforded by books, with their built-in constraint of static illustrations. Moreover, computer simulations can even enhance the learning experience because they permit the introduction of new and complex experiments that exceed the student’s manual dexterity or technical expertise (or where the subjects are available only in a clinical environment, ie, patients); they require the student to understand the assumptions used in the simulation and thereby help develop critical reasoning; they are completed in a reasonable time span, which improves student attentiveness; they offer the opportunity to see phenomena, which might occur in real time very slowly or extremely rapidly, within a reasonable time span; and they are infinitely repeatable, which increases the student’s satisfaction (nothing succeeds like success, and hands-on experiments do fail for lack of experience). Finally, the repetition tolerated by the computer can offer the instructor greater assurance that the student has had sufficient exposure to comprehend the basic mechanisms inherent in the phenomenon being simulated.

Recognizing the problem and its potential solution, as described above, our department introduced computer simulations into two major service courses—an aggregate enrollment of nearly 300—on a limited basis during the spring semester of 1981. Because of the immediate availability of software and because of its graphics resolution, the Apple II microcomputer was selected for use. Acquisition of hardware in quantities sufficient for direct use by all students was not feasible. Therefore, a conference-demonstration instructional format was adopted. For this, a microcomputer flanked by two 30-inch color monitors is mounted on a cart that can be moved easily to the site of the scheduled conference. Customarily these sessions are conducted for groups of 15–28 students. With groups of this size, all individuals have acceptable visual access to the monitor displays and there is opportunity for adequate instructor–student interaction.

Some excellent computer simulations of physiological phenomena are available, principally by exchange between institutions, departments, and individuals. Many of these have appeared in various issues of The Physiology Teacher, a publication of the American Physiological Society. Our departmental learning resources facility now includes over 30 tested, quality simulation programs either obtained from other institutions or developed locally. The goal in each simulation is to emphasize that physiology is a quantitative science and that physiological functions are to be comprehended as a series of interacting, time-dependent processes. In most cases, the programs obtained elsewhere have been revised to incorporate more animation and graphics and especially to exploit the advantages of color presentations—color seems to be important to a generation of students maturing in an era of color television.

Our simulations benefit a large student population, ie, medical, dental, pharmacy, physician’s assistant, nursing, physical therapy, and graduate students. Whereas the core of physiological knowledge is an essential element in the training of all of these student groups, we tailor our simulations for essentially three levels of student attainment. For the lower level, fewer options in parameter selection (eg, a fixed rather than variable total lung volumes) are offered in a given simulation. Where feasible, lower level programs incorporate more animated graphics to depict a concept more readily described to upper level students by a mathematical model.

When computer simulations are used in teaching, our students have in their possession a handout that states the objectives of the simulation, the minimum protocols (stu-
Students are encouraged to suggest others in class), a format for data collection, and a number of questions for study. Usually, baseline graphs of normal data also are provided. These are in a format large enough to enable the student to add experimental data as it is accumulated. Two conference exercises will be described in more detail in order to clarify the relationship of the handout to the simulation.

From a menu of neurophysiology programs, the Hodgkin-Huxley squid axon simulation, adapted from the original program written by Randall, is most often chosen for class presentation. The "title page" of this simulation includes an animation that attempts to depict in three-dimensional perspective the propagation of an action potential along an axon. It serves its purpose if it helps the student appreciate the three-dimensional nature of the nerve impulse. The handout offers student objectives the need to be able to accomplish the following:

1. to define the concepts of conductance, depolarization, repolarization, accommodation, threshold, summation, refactoriness, and voltage clamping;
2. to distinguish activation of $g_{Na}^+$ form inactivation of $g_{Na}^+$;
3. to understand the interplay of sodium conductance and potassium conductance in the generation of an action potential;
4. to construct a strength-duration curve;
5. to explain the role of $g_{Na}^+$ and $g_{K}^+$ in refactoriness;
6. to recognize the effects of blocking $Na^+$ or $K^+$ channels, as well as the effect of changing $(Na^+)_{in}$.

A short introduction in the handout describes the studies of Hodgkin and Huxley and includes illustrations of a voltage clamp system, a typical ionic current record, and a hypothetical Na$^+$ channel with associated "gates". The computer simulation permits "experiments" to be performed by altering the resting potential and the amplitude and duration of applied stimuli. The computer generates membrane potential and conductance data in tabular and graphic formats. The first experiment demonstrates voltage clamping. In this, either the holding (resting) potential or the test potential is held constant while the other is changed in a step-wise fashion. Graphs of sodium and potassium conductance are followed on the monitor screen for a 10-msec time span that occupies 30 sec in real time. Subsequent experiments on threshold, strength-duration relationship, accommodation, summation, and refactoriness are all briefly described in the handout, and appropriate blank data tables are provided. When required, these experiments are illustrated by printer-generated copies of the high resolution graphics appearing on the monitor screen. A modification of the original Randall program permits the instructor to simulate the application of tetrodotoxin or tetraethylammonium to the axon in order to block Na$^+$ or K$^+$ channels, respectively.

Simulations of cardiovascular phenomena that are frequently used in teaching include a pulse pressure model and a baroreceptor reflex model, both dealing with blood pressure changes. These programs are also revisions of programs originally created by Randall. The student objectives are to gain an appreciation of the manner in which arterial pressure and pulsations are influenced by mechanical factors (such as heart rate, duration of systole, and vascular compliance and resistance), and to understand how stability of this pressure is maintained by the baroreceptor reflex when such mechanical factors as gravity and blood volume are altered.

Mechanical analogs of the pulse pressure and baroreceptor models constitute illustrations in the introductory material of the handout. These analogs are repeated on the "title pages" of the simulations in the form of animations. The animated pulse pressure analog shows a moving piston, changing volumes of an outlet vessel, valvular actions, and the effects of alterations in compliance and resistance upon volume rate of flow. In the baroreceptor reflex model, the animation includes a centrifugal pump, variable volume arteries and veins, syringe input to the system for producing volume changes, as well as manometer measurements of filling and carotid pressures. The pulse pressure simulation requires student input of values for heart rate, duration of systole, stroke volume, aortic compliance, peripheral resistance, and initial diastolic pressure. From this data, the computer generates a graphic display of blood pressure and ventricular ejection volume at 0.02-sec intervals for a period of 5 sec. Tabular data of cardiac output and the systolic and diastolic pressures are also available on the monitor screen. With this model, the instructor demonstrates the effects of exercise, hypertension, arterial hardening, hypovolemic shock (plus compensation), and anaphylactic shock (plus compensation) by appropriate manipulation of the variable parameters. A table for data collection appears in the handout. The baroreceptor reflex simulation requires input of values for total blood volume and arterial-carotid pressure drop. Computer output is a table displaying values for arterial pressure, carotid pressure, cardiac output, relative sympathetic activity ($\times$ normal) and cardiac filling pressure under normal, open loop (no baroreceptor reflex) and closed loop (compensated) conditions. These data are entered into a table in the handout for experiments involving the erect position, assumption of the sitting and reclining positions, a 3-G pull-out from a dive,
and the head down (inverted standing) position. Each of these conditions is studied with and without a superimposed hangover and in open and closed loop modes. Whereas the inclusion of 3-G pull-up and hangovers is somewhat theatrical, the results are impressive, readily comprehended, and well-retained by the student.

In addition to the examples of simulations described above, respiratory, renal, fluid balance, acid-base balance, endocrine, bile regulation, muscle, and synapse simulations are available to instructors for conference-demonstrations. Other simulations are being developed by interested qualified departmental faculty as time allows. Initial student evaluations of this pedagogical approach, although subjective, have been favorable. Even though logistics at this time require that the simulations be performed as demonstrations, we make a sincere effort to accommodate in nonclass hours any student requesting hands-on experience with any, or all, of these simulations. Intensely motivated students have been gaining such experience. Our goal is to outfit a microcomputer laboratory where all students would be rotated through selected simulations on an individual basis. Meanw...else, a more immediate goal is to make the evaluation of microcomputer teaching more objective. To do so, we will shortly introduce criterion referencing evaluation, ie, students will be pretested and posttested over specific objectives that they have been previously provided.

The foregoing paragraphs indicate the expanding interest in the use of microcomputer simulations for teaching among faculty in this department. At this time it is attractive to use microcomputers to alleviate cost and time constraints. As computer literacy among students increases and medical technology advances, such use may become mandatory.2
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THE COMPUTER LESSON

Allen A. Rovick and Joel A. Michael
Department of Physiology, Rush Medical College, Chicago, Illinois

A computer lesson deals with a well-defined circumscribed topic. It is a series of questions, each with a set of conditional responses. It is interactive; each answer provided by the student elicits the response that will most appropriately assist him in mastering the material under consideration. By being interactive, the computer lesson should, and generally does, involve the student more actively than does note-taking in a lecture hall or page-turning while reading a text. In our view, computer lessons should not be used as the vehicle for initial learning of material, but rather, should be used as a means for self-assessment, remediation, or reinforcement.

Given the special capabilities and limitations of computers, we think that computer lessons are not the most effective or efficient way of initially presenting course content. Textbooks are far better for that. The printed page and text figures have higher resolution than the output of a CRT or a plasma screen. Many people can read a text faster than a screen, and in reading a text, students may take as little or as much time to digest the content as they need or want. Furthermore, the number of computers or terminals is usually limited, as is the time available for their use. One may read a text in a dormitory room, at the dining room table, or out under the old apple tree, but computer lessons must be done sitting at a terminal. Most often today, the computers or terminals are owned by the educational institution and are housed in a "sheltered" environment. This may provide a benefit in that, with few distractions, the student's attention may be more completely captured, and this may result in more effective learning. Although some of the availability limitations of computers may disappear with increasing personal ownership of such equipment, computers (and, therefore, computer lessons) will never be able to compete with textbooks in portability, resistance to injury through physical misuse, and ease of accessibility on a bookshelf.

Computer lessons consist of a limited amount of text and a series of questions that are put to the students. Lessons also include a set of responses that are designed to reinforce and correct the students' knowledge and performance base. Some of the questions may simply challenge the students' memory. However, this should be a small part of a lesson. A good lesson will determine what facts a student knows by posing problems that may be solved only if the student user has an adequate command of the facts. Problems may be quantitative. To solve them, the student must know the mathematical relationship(s) between variables and possibly the normal values of some of them. He must then be able to correctly calculate the value of the desired parameter, given some defined conditions. Students should also be able to solve qualitative problems. In the case, either an exact mathematical relationship is not known or does not exist. Instead, an understanding of the causal relationship between parameters is required along with
an ability to reason. Instead of generating numerical answers, students are asked to predict the direction in which parameters change, stemming from the conditions in the problem.

A computer lesson may direct students through a complex question or a series of questions providing immediate feedback appropriate to the entries as they are made, or the program may allow a number of entries to be made before responding. However, all lessons should be interactive in some manner and should respond to most, if not all of the student's input. In any case, the feedback is selected from the available responses in the program on the basis of a student's answer to the question. Hence, all interactions are specifically tailored to each student user.

When a student responds correctly, the program may reinforce this by noting that the answer is correct and explaining why. In this way, if the student answered correctly but for the wrong reason, that hidden error may be corrected and the student steered to the right path.

When a student responds incorrectly, he must be informed of his error and led to or given the correct answer. The response to an initial error may be to provide a hint or to define the problem or situation in different terms. If this does not help, the second response to an incorrect answer should be more specific, giving more direct information like the method for calculating the value requested or a statement of the relationship between the elements being reviewed. However, at this point the correct answer may be provided if the teacher-author desires. In most cases, students should not be allowed to give a wrong answer more than three times without receiving a complete explanation of the problem. Carrying the interaction beyond that point is likely to discourage further interest, generate frustration and compound the student's confusion.

After following the steps described above, the lesson should provide another opportunity for the student to demonstrate that he now understands the relationships that were reviewed in the previous interaction. If the student still cannot do so, a text or other reference source should be recommended, and the student should be advised to review this area. The student might be requested to terminate the lesson at this time in order to do the review. However, the student might be allowed to complete the lesson, do the review later, and then retry this lesson or a similar one. This decision should be based upon the likelihood that the student can adequately complete the lesson with the knowledge deficit that has been uncovered.

Students' cooperation and interest in using computer lessons depends in considerable measure on factors that are extraneous to the inherent accuracy and potential usefulness of the lesson. Like a boring lecturer with a well-written lecture, the best-written lesson loses its effectiveness if it does not hold the students' interest. One needs to put variety into the user-program interaction. For example, all of the questions or answers should not be in the same format. Because exchange is limited to multiple-choice questioning (in all of its manifestations), numbers, single-word, or at best short-answers entries (one can go beyond this only in the most sophisticated systems), the lesson designer should try to mix these up as much as possible. Often, something as small as changing the method of entering an answer provides enough variety to help keep students' interest.

Another way to animate lessons is to exploit the almost limitless graphic capabilities of the computer. Even simple graphic displays add a great deal of variety to a lesson and spark much student interest. More extensive (but still easily managed) graphics may also greatly ease the task of making difficult material intelligible.

A final suggestion about lesson design is to include an exercise at the end of each unit that ties together as many of the lesson's facts and concepts as possible. A large-scale problem or situation that requires such application will permit the student to determine whether the content has been learned. Any errors made at this point may be designed to trigger specific recommendations for review and study. A good performance should evoke congratulatory messages for a job well done.

When a student completes a lesson, the program may suggest other instructional material that seems appropriate depending upon that student's performance on all or part of the lesson. In order to make study recommendations that are tailored to the student's performance, it is necessary to monitor the student's progress through the lesson. This, of course, may be done solely to make such study suggestions, or it may be done as all or part of evaluating the student's competence in an entire course or curriculum. Furthermore, this could be an informal evaluation or could be part of the official grading procedure.

In summary, a well-written computer lesson challenges students to apply previously learned facts and concepts to the solution of problems, thus showing students what they know and what they need to learn. The lesson captures the student's interest by being interactive, by using a wide variety of questioning and answering modes, and by exploiting the graphics capacity of the computer. It is tailored to each student by individually responding to specific entries and by using an entry-directed branching design. Computer lessons also provide potential assessment of each student's progress and of the course's success at meeting its objective.
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Teachers are always on the lookout for innovative ways to present complex ideas in a lucid way. The microcomputer has been seen as a possible tool for classroom use. The general availability of microcomputers, their moderate cost, ease of control, and graphics capability suggest that the microcomputer can be an effective and dynamic tool in teaching.

What follows is a description of a test of this idea. It is a distillation of my experiences using microcomputers in teaching cellular neurophysiology and neuroscience, two fields in which complex ideas and graphics are encountered frequently. This two-year project has shown that a microcomputer in the classroom can be a very effective tool and can, for the most part, live up to one's expectations about its potential. This discussion will also show some of the thinking that went behind a more ambitious endeavor: The Neuroscience Software Project (NSP), an experiment on the delivery of educational materials for medical students and graduate students in the biomedical sciences.

**PROJECT DESCRIPTION**

The aim of the project was to provide effective educational software to both students and teachers. Materials created for teaching were designed for use in the lecture setting. Other software was created for use...
by the student without the participation of a teacher. This was in the
form of tutorials, reviews, and even subject-oriented games. Whenever
software was used in the classroom, the programs were made available
to students after class. In all cases, the programs were accompanied by
written materials that provided additional information about the sub-
ject matter. Microcomputers were made available in the Medical
School Library’s Teaching/Learning Center. Some of the software created
in the project was used with an interactive video system (RAVE).
The Apple II microcomputer, because of its moderate cost and
graphics capability, was used throughout.

An important aspect of the Neuroscience Software Project was a
system for recording use of software by students and others.
Some of the results of a year-long study have been published.1
Software written for use by the teacher in the classroom was one
important focus of the project. In general, programs were created to
allow the teacher to use an Apple computer as a display device during a
lecture. In a typical session, a teacher might take the Apple into
the classroom, connect it to a cluster of television sets, and then begin to
lecture in a conventional manner. Blackboard, chalk, overheads, and
any other devices necessary to conduct a lecture would be used in the
usual way. However, at one or more points in the lecture, the micro-
computer display would be activated, and the teacher would use it to convey information.

Using the microcomputer in this way caused interesting reactions
from the students. Some were expected, and some were not. Some of
these were problematic at the outset but were resolved as additional ex-
perience was gained with different student groups. What follows is a
description of these problems, along with the solutions that have been
found effective. They are offered with the hope that the teacher
who contemplates this approach for the first time will find some of these
observations useful. Of course, the reaction we encountered were a
function of the teacher and the student group. For this reason, teach-
ing experiences in another educational environment could be signif-
ificantly different.

PROBLEMS AND SOLUTIONS
It was clear in the earliest test lectures that it was important to be
sensitive to the physical presence of the microcomputer at the front of
the lecture hall. This was especially true with student groups that had
not been exposed to this teaching technique before. Use of the com-
puter was a departure from routine teaching methods and so was a
source of anxiety for a surprising number of students.

Several rules quickly emerged from these initial experiences. First
it was important to describe the equipment for those who had never
seen it before. When teaching large classes, it was best to repeat this de-
scription at several lectures. Once the class became accustomed to the
equipment, it ceased to be a novelty and a source of distracting conver-
sations. Second, at the outset of a lecture it was helpful to explain
what role the microcomputer would have. This helped the serious stu-
dents and compulsive notetakers who were skilled in documenting
the words of a teacher but were anxious about taking notes from a
computer display. This problem also was minimized by the general
NSP policy: any program shown during a lecture would be available for
use in the ‘library after the lecture.

Finally it was important to prepare the students for what they were
about to see on the video display. Here it was useful to sketch the up-
coming computer picture on the blackboard. An equally effective
technique was to use an overhead transparency that showed a hard
copy of the actual display to be seen. A description of each component in
the picture and an explanation of its relevance to the subject matter made
it easier for students to interpret the computer image. When hard copy
versions of the displays were available, they made useful handouts.

The duration of a computer demonstration was not an important
determinant of its effectiveness as a teaching tool. Brief demonstrations
lasting a minute or two were easiest to program and integrate into a lec-
ture. The computer was used as a teaching tool in an intermittent
way, much as the use of projected slides is interspersed with verbal
lecturing. Used correctly, the slide projector is an almost invisible
agent. All that is seen is the concept it conveys onto the screen. So it was
with the proper use of a micro-
computer. When the students’ attention was diverted away from
the subject matter of the lecture and the technology became visible,
communication suffered. Just as the flow of a lecture is impeded when a
slide projector malfunctions, the learning experience suffered when
it was necessary for the lecturer to display a diskette catalog or direc-
tory listing in order to run a pro-
gram. The process was confusing to
students who were not familiar with
computer operation, and it certainly
damaged the illusion of control that
the lecturer strives to maintain. All
possible steps must be taken to
avoid the intrusion of technology
into the lecture. Computer technical
information should never appear on
the teaching screen.

One solution to the problem of control during a lecture was to
create a program that operated during the course of a lecture, ready
to respond to the teacher’s needs as the lecture progressed. This system
worked well provided there was a way to minimize the possibility of a
wrong command being sent to the
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waiting program. In one program, the instructor would press only one key to cause the desired display to be shown. Several displays were held in the computer's memory and the appropriate one called forth, depending on the needs of the lecture. To ensure that the correct display was shown, a nearby sheet of paper listed the available options. The prospect of typing errors was minimized by providing big targets on the keyboard—the space bar, for example, rather than a specific letter key. This idea of target size was particularly important after doing many large-scale chalk drawings on the board. Moving to keyboard-sized hand motions is a change of scale fraught with possibilities for error, particularly if the transition is a quick one.

FOCUSING LECTURES ON SIMULATIONS

Apart from using the microcomputer as a device for augmenting a lecture presentation, it is also possible to create a lecture around a microcomputer display. Computer simulations of physiological processes, for example, might fill an entire lecture hour.

Some of the longer sessions using the microcomputer involved extended discussions of nerve membrane models. One particularly useful simulation was published by Randall on the Hodgkin-Huxley nerve membrane model. The screen display portion of the program was simplified for ease of viewing at long distances and was used as the focus for several large discussion groups. At the beginning of the session, the students were told they would be dealing with an experiment involving a squid axon. They were asked to choose the experiment to be performed as well as the numerical values of stimulating parameters, such as duration and intensity.

Some of the students' positive reactions to this activity undoubtedly can be attributed to the novelty of the situation. To test this idea, several sessions were conducted as open-ended reviews. After the third or fourth hour in such an extended demonstration, it became clear that more than novelty was involved; rather, the students were engrossed in the subject matter. These extended sessions served as excellent reviews and provided a vehicle for discussing new phenomena that surfaced during the operation of the simulation.

These extended sessions also revealed an interesting and surprising classroom phenomenon. It was the appearance of a rare sense of comradery between the lecturer and the students. When we had a micro-computer as an intermediary, the feeling developed that this was a natural way for students and teacher to work together. The goal was to solve the problems presented by the computer simulation. In a sense, the common adversary became the computer. Students reported that the experience was useful because it afforded them the opportunity to witness first-hand the problem-solving approaches used by the instructor. The establishment of an intimate contact between our collective minds in the classroom was one of the most satisfying teaching experiences I have had.

In summary, the microcomputer can be an effective teaching tool in the classroom. With care taken in the preparation and presentation of the displays, the experience can be rewarding to students and teachers alike.
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SIMULATION OF BIOLOGICAL SYSTEMS—WHAT SHOULD WE EXPECT FROM SUCH ACTIVITY?

Thomas G. Coleman
Department of Physiology and Biophysics, University of Mississippi Medical Center, Jackson, Mississippi

Biological simulation in this article will be constrained to mean taking the mathematical equations that describe some biological process and repeatedly solving them with the aid of a digital computer. The solutions are predictions of how the biological process will respond to various perturbations or stimuli. For instance, we might use a mathematical model of the control of renin secretion by the kidney to simulate the influences of arterial pressure, renal blood flow, and sympathetic nervous activity on renin levels in the circulation.

The question is: what should we expect from such activity? This might be a very appropriate time to expect a lot—a time to foster high expectations and a time to offer severe criticisms if there are apparent shortcomings.

Certainly, the availability of computer hardware is changing. More and more small digital computers (microcomputers) are becoming available to the academic commu-
nity. This is partly due to attractively low prices and partly due to the fact that many research and teaching activities other than simulation justify the acquisition of such hardware. Academic computing has traditionally used large digital computers and centralized resources; even large computers over some small computers. Computer resources are more appropriate for the computationally intense algorithms usually needed for validating models. The user has come to expect rapid responses and this means that the underlying algorithms are fast enough to meet the time constraints of the analog computer. Any mistakes at all in translation would generally invalidate the solution.

The invention of the digital computer was prompted in part by the need to solve nonlinear differential equations as quickly and accurately as possible. Numerical integration algorithms replaced electronic integration. The digital computer allowed us to obtain specific solutions to mathematical models that were possibly one or two orders of magnitude more complex than preceding models. However, large amounts of computer memory and large blocks of computer time were often required. This was an expensive proposition and it mainly attracted commercial or government applications. Academic environments often had neither the required hardware nor the required funds. Simulation using large, mainframe computers used high-level programming languages and special software packages. Such simulation also made full use of large computers' ability to do floating point arithmetic at high speed, i.e., rapidly multiplying and dividing decimal numbers. Simulation was a tool of only the elite before the advent of the small computer.

Microcomputers have been in existence for about a decade and are continuing to evolve. The trend continues to even cheaper machines, even larger memories, and even greater intrinsic speed. Any evaluation of these machines as potential simulation tools remains tentative because offering critical comments is like shooting at a moving target. Nevertheless, there are inexpensive microcomputers in existence today that appear to have the computational power of many mainframe computers of two decades ago. This may be more than adequate for many applications—particularly in teaching. Further advances in the performance-price ratio will make small machines even more attractive.

Simulation's requisite tools may become available to virtually all of the research and teaching community over the next few years. One might conclude that simulation will no longer be restricted to the elite but will instead become a commonplace activity in both laboratories and classrooms. One might also note, however, that there are many problems often associated with simulation that could be magnified by the proliferation of potentially useful computers. Who will build these various biological models—especially models to be disseminated and used in teaching? Will there be a large enough number of identical or compatible computers in service to attract the best professional programmers? What will these programmers offer? Will they build new models or design support software? Will this support software cope with the intricacies of numerical methods in such a way that a biologist—in contrast to an applied mathematician—can produce useful mathematical models? Will rules emerge for validating models intended for wide dissemination? Will one class of models emerge to...
be used solely for research purposes while a totally different class of models will come into being for teaching and demonstration? Are there inherent differences between such classes of models? There are no sure answers to these questions, of course, but some insight might be gained from further analyzing exactly what a model is.

A MODEL IS A HYPOTHESIS

Let's assume that the future will bring us user-friendly, professional software that makes very efficient use of high performance/price hardware. Simulation should increase in popularity, and there are many benefits to be gained in both research and teaching from the proper, imaginative use of mathematical models. What are the most important considerations? Ease of use, speed, and economy are important, of course, but there is one consideration that is even more important. If didactic simulation is to flourish, we must be given complete information on the internal structure of every model. The rationale is as follows: a mathematical model is only a hypothesis, and, as such, it is open to evaluation and criticism. Hypotheses are usually formulated and communicated verbally, but this is not absolutely necessary. In many instances the verbal description is less than ideal: additional precision might be needed, the hypothesis may be rather complex, or, possibly, the hypothesis has some aspect that just aren't suitable for verbal presentation such as a description of simultaneous events. In these cases, a mathematical description is used, and the exploration of the consequences of such a description is, in fact, simulation.

Some hypotheses have a very simple structure—possibly a single sentence. But complex phenomena often require complex hypotheses. As complexity increases—ie, as models become larger—the hypothesis can become a rich mixture of generally accepted fact and unestablished speculation. The latter is the personal viewpoint of the model builder. We would like to know—right up front—which aspects of the model are well established and which are speculative. If one applies Newtonian mechanics to predict planetary orbital motion, one is restating a hypothesis with relatively strong validation; the faster planetary orbits have provided us with the opportunity for repeated observations. This is a model with strong general acceptance and minimal speculation. If we look at a model of national or international economics, there is going to be a much higher speculative content due to continual difficulties with validation, which are due in turn to the non-repetitive, uncontrolled nature of the economic system. Biological models generally have some mix of well-understood components and speculation. Content can vary greatly, of course. A model of pulmonary gas exchange may have a rich content of accepted, well-established physical principles. A model of the control of respiration during exercise, on the other hand, may be highly speculative.

When one is provided with the full details of the assumptions embedded in a mathematical model, this is comparable to understanding the underlying assumptions implicit in a verbal hypothesis. These assumptions help to define the implications of any hypothesis and, comparably, the suitability of any simulations that may be undertaken. A hypothesis might be directed to an endocrine process that is present only in a single species and, therefore, is not general to other species. Or a hypothesis might focus on only the short-term secretion of a hormone and not the long-term components of stimulation and response. Or, a hypothesis might focus on general rather than detailed phenomena—such as a description of average blood flow through an organ versus a description of instantaneous and possibly non-Newtonian blood flow. We must know what all of the assumptions are because they define and constrain the appropriateness and interpretation of possible simulations. Without knowing these constraints early on, one will be encouraged to undertake unsuitable—ie, meaningless or erroneous—simulations.

One might accept the fact that mathematical models are only hypotheses but then go on to argue that highly speculative models should be used in research and not in the classroom. This is not necessarily a sound idea. The decline of the Roman Empire, the essence of the atom, and the etiology of atherosclerosis are all speculative topics that are regular components of formal coursework. We probably shouldn't avoid the use of speculative mathematical models in teaching, but we should be able to readily identify them.

When a single person both builds a model and solves it, this person is aware of the underlying assumptions and tempers interpretation accordingly. When one person builds a model and another uses the model in simulation, then assumptions have a tendency to become more inherent than explicit. It's likely that simulation will become increasingly popular in teaching in the near future, and model builders and model users will become more and more separated; special strategies must be devised to communicate assumptions.

In sum, small computers are now inexpensive and powerful, and are rapidly becoming even more so. It's already clear that these technological advances will have a broad and significant impact on society. As part of this advance, biological simulation should attain a more
prominent didactic role. What can we expect from such activity? We can expect confusion and disillusionment unless special care is taken to communicate what a model is as well as to demonstrate what it does. It must be emphasized that simulation is nothing more than a tool to be used on the theoretical side of science; the fine balance between the theoretical and experimental aspects of science must be maintained and taught without ambiguity.

STIMULATING BASIC HEALTH SCIENCE LEARNING WITH CLINICAL SIMULATIONS ON A MICROCOMPUTER

Marcel C. Blanchaer
Department of Biochemistry, Faculty of Medicine, University of Manitoba, Winnipeg, Manitoba, Canada

Although many educators are concerned with the effects of the exponential growth of new knowledge on the quality of education in the health sciences, we continue to cram more and more facts and concepts into the curriculum. As a result, there has been a gradual erosion of the time formerly devoted to the learning of problem-solving skills. This phenomenon has been especially striking in basic science courses presented during the earlier years of professional education.

About 9 years ago, we attempted to address this problem by introducing into a first year medical biochemistry course patient-management exercises that require students to commit themselves to a series of decisions, each based on the evidence available at the time. The instructor's response to each decision is hidden in a latent image on paper until the student makes present themselves in that format. It would seem more realistic to expect the users of case studies to generate and "write in" the most appropriate response.

This led to the conversion of some of the latent image case simulations to run on the Apple II microcomputer, using the readily learned PILOT/SuperPilot language that features graphics which are easily generated and can be made to respond dynamically to student input. Eight such computer-based simulations have been incorporated into our biochemistry course over the last 3 years.

They have proven popular and also effective in terms of examination performance. While designed primarily for our students, these programs are being used in some of the 12 health science faculties in North America, Europe, Africa, and Australia that have acquired them.

CASE STUDY OBJECTIVES

The aim of these case studies is to give students an opportunity to apply their recently acquired knowledge of the basic sciences to the identification of the physiological, metabolic, or anatomical abnormality underlying a specific patient's clinical signs and symptoms. The principal objective in designing the exercises has been to engage the user's commitment to solving a diagnostic problem and to deciding upon the appropriate treatment. This is done through a series of challenging interactions with the program in a clinical setting consistent with the student's anticipated future professional role.

Real-life problems the health professional is called upon to solve are invariably multifactorial. Therefore, in these simulations the expression of underlying organic disturbance in signs and symptoms is shown to be affected by psychosocial factors. Thus in one case study, the student is, as subtly as possible, guided to request and interpret the parents' story of the downward turn in their child's initially minor illness. Sooner or later, depending on his/her acuity, the student discovers that "It took quite a bit of aspirin to bring down Sydney's temperature." This, in turn, leads to laboratory confirmation of aspirin poisoning as the problem. In other simulations, information is available, if requested by the student, from colleagues who may provide important diagnostic clues.

By these and other devices, problem solving has been broadened to include problem detection, identification, evaluation, and, finally, management. As a result, such simulations seem realistic to beginning students with no clinical experience. However, they are at best quasi-clinical, because the sensorial cues and interpersonal exchanges that play important roles in diagnosis and management are absent. Nevertheless, these exercises elicit a desire to learn basic science mate-
rial that otherwise often seems dry and abstract. Apart from the obvious "relevance" of the material, the students' personal success in using such facts and concepts in a professional situation with which they can identify is also strongly motivating.

PROGRAM STRUCTURE

The programs are structured so as to encourage users to follow the diagnostic approach actually practiced by competent health professionals. Rather than requiring an exhaustive gathering of information initially, students are encouraged by the program structure to think of various causal hypotheses quite early. These can then be explored in a series of information-gathering steps that stimulate continual revision of an internalized hypothesis list as the users progress through the simulation. Eventually each "practitioner" is required to show commitment to his/her diagnosis by using it as the basis of "treatment" of the patient's problem. Therapeutic mistakes are shown to aggravate the "illness" and in two simulations, threaten the patient's life.

Considerable simplification of complex situations often is necessary, resulting in an exercise that may resemble a game more than a true life experience. However, care is taken to ensure semifictional elements do not interfere with the overall validity of the information provided and that only legitimate problem-solving methods are illustrated.

This type of experience has been shown by others to lead to a greater facility in problem solving in similar situations encountered at a later time. Also, relatively abstract basic science concepts appear to be retained better when encountered in these settings, especially if they have been used successfully in decision making. To facilitate learning, users are allowed control over the speed and sequence in which the specific diagnostic approaches are chosen. Such devices tend to give a (partially illusory) feeling of freedom and make the novice more comfortable in difficult and sometimes threatening situations.

It may seem strange that a computer-based simulation could be threatening to students some years before they actually encounter clinical responsibilities. However, efforts are made throughout the exercises to have the student self-identify as the health professional who must solve and manage a specific patient's problem. To maintain interest and commitment, the programs express approval of correct choices and yet provide progressively more explicit and helpful information after incorrect responses, especially at diagnostically important points. It also has proved important to include questions at intervals during the simulation to test the student's understanding of what has gone before. This is necessary because the linear nature of the computer medium makes it difficult for some students, unless stimulated to do so, to integrate new information as it is encountered with previously learned knowledge and especially, with information discovered earlier in the exercise. The process of integration also can be helped by asking the student to recall and use earlier findings, the implications of which may not have been fully appreciated at the time.

Although, as explained above, multiple choice questions are not totally suited for the present learning materials, they are employed in the early stages of the simulations because this is the questioning format with which the users are most comfortable and thus does not distract them from the substantive content of the inquiry. However, once most of the basic facts and concepts needed to begin understanding the patient's condition have been encountered, the type of questioning changes. The user is now expected to type in a word or phrase, without the help of the cues inherent in the multiple choice format. Somewhat disconcerting initially, the "type in your answer" now being requested requires students to recall appropriate information from their long-term memory into the working memory. There it can be integrated with the incoming information to solve the immediate problem raised by the program's question. Research in medical problem solving indicates this is the way skilled physicians operate in real-life problem-solving situations.

Although primarily meant for student self-instruction, preparing these case simulations has proved to be a stimulating learning experience for instructors, especially when students participate in refining the design of the case study and in the programming. The resulting interaction between the students and instructors knowledgeable in the various subject fields involved in designing a simulation has been mutually beneficial, resulting in a product better attuned to the students' needs and interests, and to the instructors' educational objectives. Such adventures in mutual education are reminiscent of one-on-one tutorials on those rare occasions when student and instructor share a common interest in productive learning.

REFERENCES
PROJECTING MICROCOMPUTER IMAGES IN THE CLASSROOM: A COMMENT ON TWO PROJECTION MONITORS

Frank F. Vincenzi
Department of Pharmacology, School of Medicine, University of Washington, Seattle, Washington

The widespread use of microcomputers is now a fact of life in research and education. Although fanciful scenarios imagine each student with his or her own computer, practical constraints dictate that for some time, most of us will be sharing micros. How best to share?

An extremely effective form of sharing can occur in a classroom with teacher and students going together through certain programs, simulations, etc. The average monitor, however, is really too small for all but very small groups. Television sets, even multiple TV sets, are not the answer. Our university, for example, built lecture halls with TV monitors, but, as most users here have found, the average TV set is marginal for data in 40 column mode, barely adequate or inadequate for graphics, and totally unacceptable for information in 80 column mode. Nevertheless, this limitation need not preclude the use of microcomputers as demonstration devices in a classroom.

Recently, I had the opportunity to examine two hardware devices that project microcomputer video images on a regular screen. The images were sufficiently large that they could be useful in classrooms for up to perhaps 100—200 students, or more in one case. In this note, I will discuss the obvious advantages and disadvantages that I observed with each of the two devices.

First, some caveats. I am an Apple user, not a programmer, and I am certainly not a hardware person.
Thus, I don't really appreciate the niceties of "band pass" and all that. I do have some vague notion that TV sets don't do well in projecting 80 column data, for example, but frankly, I don't care very much about the details of why. As a user, and I suspect like many classroom instructors, I would like to find a projection device that I could plug in, connect to my micro rather simply, set at most any distance from a screen, and go. It would also be nice if the projection device gave an image of unlimited clarity, brightness, and resolution.

**Electrohome Model EDP-57**
The first machine I used was the Electrohome Large Screen Monochrome Projection Monitor, model EDP-57. It was a very easy machine to use. It provided a virtually identical image as one would see on a green screen monitor—only much larger. The device was easy to hook up. After attaching the machine to 110 volts AC, a single coaxial cable was attached from the video output of the Apple to a video input (BNC connector) on the Electrohome machine. A single lens, approximately 5½ inches in diameter, on the front of the machine easily focused from a distance of about 15 feet a modestly bright image measuring approximately 5 × 8 feet on a standard projection screen. The distance from the screen was easily varied as the machine that we tested was on an optional pedestal base. The Electrohome was very easy to move the projection monitor around from class to class, and, of course, within the classroom. The beauty of it was that the machine was easily focused at almost any distance we tried. The image was an exact replica of what would have appeared on the monitor—except that now it was large enough to be seen by a class of about 90 students. Not bad!

It was necessary to have the room darkened to the level of note lights. This is one drawback of the machine. That is, the image, although very clear, was not very bright. This is probably because the projection monitor was designed to be used with a curved screen. If you will, we were misusing it, but it performed adequately. In fact, I was very pleased with its performance in displaying downloading of tabular data base information in 80 columns and hi-res graphics from a pharmacokinetics simulation program. A distinct advantage of the Electrohome projection monitor was that it would focus at about any distance from the screen. As a test, we focused it on a wall some 40 feet away. The image was still sharp and readable—and huge! In other words, it could have been used effectively in our auditorium setting with the proviso that the level of lighting be at that of typical note lights.

The list price of the Electrohome projection monitor was about $5000. You can check on specifications and prices by contacting Electrohome (USA) Ltd, 182 Wales Avenue, Tonawanda, NY 14150. A local distributor has told me that Electrohome will have available a similar device designed for flat screen applications.

**Sony Model 10200**
The second machine I saw was the Sony Model 10200. I did not use it personally but participated in a classroom test of it with a bevy of faculty, each with their own favorite microcomputer. The Sony projection monitor was a fussier machine. It used three separate color guns and had a fixed focal length. It is available in several models or settings with various preset focal lengths. The fixed length to the screen is necessitated by the use of more than one projecting lens. Of course, the three lenses allow one to produce excellent color images.

With an appropriate adapter box, the video output of our Apple //e was connected to the Sony projection monitor (which is designed for RGB input). A monochrome projection image was obtained, but there was some apparent color aberration or fuzziness, which was reduced by covering 2 of the 3 lenses. In 40 columns, the picture was adequate. In high resolution graphics, the data were still readable, but less sharp than I would have desired. In 80 column mode, it was hopeless! Most of the difficulty appeared to arise from the fact that the Sony instrument was set up as an RGB monitor, and we were giving it a composite video signal. It was suggested that an appropriate RGB board in the Apple would have given us a much better image. Since our university appears headed toward buying the Sony machine, I am looking into RGB boards. Since I have no experience with these boards, I cannot comment on whether they would really help the clarity of the data projection.

A colleague recently had occasion to view another Sony projector system in use with an Apple computer and reported that the image was very clear in 40 column mode and with the Apple hi-res screen. He did not, however, notice the model number of the projector, so my impression may have been influenced by the particular machine that was being demonstrated.

In the same test session, an IBM PC and an IBM clone were hooked up to the Sony projection monitor. This resulted in sharp, extremely color-dense pictures. I personally did not care for these images, but it was clearly a matter of taste because many of my colleagues who attended the same session were quite impressed with the Sony.

The price of this unit is also in the $5000 range, and specific information may be obtained from Sony Video Communications, Sony Drive, Park Ridge, NJ 07656. Other video projectors are available that might also be suitable for...
microcomputer applications. Brand names includes Panasonic, VStar 4-C, and BarcoData. The price range of these projectors extends from $5000 to $15,000. Incidentally, Electrohome has a model ECP1000 which is a color projection monitor. I have not actually seen the ECP1000, but the advertising blurb for it emphasizes one possible advantage over the triple gun approach. That is, it uses internal alignment of three color guns, and projection out the front is through a single lens. I don’t know the price, but I suspect it is comparable to the more expensive machines.

In summary, there are several machines available for projection of our microcomputer monitor images. Look carefully into your needs and the needs of those you may represent. Buy wisely and then have a good time with the kind of on-line dynamic interaction possible with a microcomputer, your favorite program, and a group of interested minds.

COMPUTER-AIDED DATA ACQUISITION IN AN UNDERGRADUATE PHYSIOLOGY LABORATORY

Lloyd Barr and Randall Stein
Department of Physiology and Biophysics, University of Illinois, Urbana, Illinois

Some ten years ago we converted the traditional (lecture-laboratory-discussion) undergraduate human physiology course at the University of Illinois into a Keller-PSI6 type course, including the laboratory.1-3 The design of the course was derived from reinforcement-learning theory,4 and within the constraints of a university setting, it is a self-paced, mastery learning and largely self-scheduled operation. Although it appears to the student to be flexible, it is highly structured from the staff’s point of view. We have found over the years that this kind of course has several unanticipated advantages including ease of modification, increased student affective learning, and increased personal contact. The central strategy of the course is to reward students with credit toward their grades only and always for accomplishing what we have asked them to do. A distinguishing characteristic of the Keller approach is the attentive conformity of the teaching tac i.s to that course strategy. In our course, students can earn up to 41% of the total possible earnable credit by demonstrating that they have learned what we told them to learn from the textbook. They do this by passing written quizzes. They can earn 24% more by demonstrating that they have performed and understand nine laboratory exercises. They can do this by having their data approved by a lab teaching assistant and passing an oral quiz given by another teaching assistant. If students fail to pass a reading or lab unit, they may repeat it. It should be noted that we have a 15-week semester, so time is scheduled to be available for students to repeat lab exercises. The remaining 35% of the total earnable credit is assigned on the basis of their score on the final exam. Although this teaching mode has been extensively used for lecture courses, it has not been so widely tried in laboratories. Earlier, one aspect of the lab experience concerning us was that, according to our observation, as small groups of students worked in the traditional mode, less laboratory work was done than the faculty intended, and that the work completed was performed and understood by only a small number of the students who operated as group leaders. This concern was alleviated in the self-paced format because each student’s performance is grade-reward driven. However, we clearly had to design lab exercises that could be done by single students. Even when considering the extra work this has demanded, we have felt it justified because of the laboratory’s unique value. Others don’t always feel that way. No doubt at various times we have all heard the arguments that reading a textbook, etc., will teach a person more science more effectively than working in the lab. Students say labs are nonproductive and boring. However, we feel that the first criticism is based on a misunderstanding of what labs should be teaching, and the second results from lack of involvement of all the students in what was going on. More importantly we feel that laboratory exercises should not be justified in terms of teaching the same kind of principles as do the textbook or lecture. Instead the laboratory should be teaching students the difference between textbook dogma and sensory reality. The former is only a predictive description of the latter. To the extent we can teach that distinction, of course, we have taught what science is. Considering the high priority that that goal must have, we decided to have a lab.

To some extent we feel that we are being successful and that students do learn not only what some or most physiologists say is true, but also what physiologists must do in order to make their arguments persuasive. The involvement of each student is assured by the nature of the course. If we intend to reward precisely one certain performance in the lab, then we ought to take the responsibility for communicating...
exactly what we will reward. In practical terms this means a kind of cookbook; one with an explanation for the procedures used to be sure, but definitely a "how, when, and why to do what." Not too long ago a cookbook was considered an inferior kind of teaching instrument because people said "cookbooks prevent students from thinking"; fortunately things have changed. One reason things have changed is that psychologists have learned the importance of communication in the learning process. Certainly in our case, we can't reasonably promise students to give grades for doing a lab exercise without providing instructions, ie, the tools, for accomplishing it. As we will try to show below, the computer helps here a great deal. When we redesigned the lab to be an individualized, self-paced, "mastery-learning" experience, we were still using kymographs. Since then, we have worn out a complement of strip chart recorders and oscilloscopes. The point here is that when the time came for replacement of equipment, it was obvious that the cost and effort to replace the system with the same kind of old components amortized over a couple of years was greater than the cost and effort of converting to a computer data acquisition system. It is certain that students have more prior experience with a computer terminal than with a traditional oscilloscope. In fact, our students and many of our teaching assistants never become the least bit comfortable with any analog electronic gear. From an educational standpoint, it is also certain that the computer is also much more interactive. This feature is very important in terms of implementing "cookbook labs" because it allows the teacher to check whether students understand what they are being asked to do immediately before they are to do something, and also it can provide some controllable limits as to what the student can do with the equipment.

Overall, what we hope to achieve in the laboratory is an experience that provides students with insight into the processes by which scientists obtain facts and concepts. Obviously, students in the lab differ from working scientists in that the students recognize that the observations they are trying to make have already been made before by someone else. Nonetheless, there are three important parallels that we are trying to maintain: first, we ask the students to have a clear idea of what they are going to do in the lab and why they are going to do it before they are allowed to start the exercise. Scientists, as a general rule, don't do experiments ad lib. The computer simplifies enforcing this prerequisite. Second, we ask the students to prepare the experimental setup including all of the dissection and to obtain interpretable data. In research experimentation there are tests of validity that data must pass in order to be acceptable. In the student lab we ask only that the student obtain data that are reasonably close to previously validated data. Third, we ask the students to be able to discuss the rationale of the specific measurements and of the overall experiment.

Coming post facto, our computer equipment (hardware) and computer programs (software) were designed with the nature of our course in mind. In this we were fortunate and wish to emphasize two points that tend to be forgotten when computers and education are combined:

1. Computers and computer programs should be selected after designing a course. It is important to consider the educational goals first and not to bow to the temptation to choose a computer system and work from there. The introduction of a computer into an otherwise unsatisfactory course may hinder rather than aid the educational process.

2. Teachers can utilize the educationally powerful, interactive nature of computers much more effectively by deciding what kinds of teaching methods they want to become involved in before they choose the machines. The objectives of a course tend to narrow the choices of computer systems considerably, sometimes even pointing to distinct choices in both hardware and software.

HARDWARE

Although the choice of small, personal computers is often appropriate, we feel that the utility of the somewhat larger minicomputer has occasionally been overlooked to the detriment of some educational opportunities. Reasons commonly given for the choice of personal computers are their low purchase price, ready availability, and a plethora of inexpensive software. In the absence of sufficient initial capital, the technique of adding one microcomputer after another to a classroom is often effective. However, by the time 5–10 of these small computers have been placed in a laboratory, their price often equals that of a more powerful centralized (multiuser) system. More important than price alone, we feel that the multiuser operating systems confer distinct advantages to a centralized computer system. Furthermore, by our limited experience, the cost of the hardware is actually less expensive on a per-terminal basis and better in quality. Among the advantages of a centralized multiuser computer system in an educational setting are the following:

1. Improved ability to gather statistics on laboratory usage and scheduling. We may:
   A. Determine the hours when
the laboratory is most heavily used. This aids in the scheduling of laboratory assistants and tells students when the laboratories are less crowded.

B. Determine how long an experiment usually takes. This is of use both to the student for scheduling his or her time and to the instructors in spotting problems with the laboratory exercise.

C. Identify students having to repeat a laboratory an inordinate number of times. Course policy requires students to repeat the laboratories until they are performed successfully in order to receive credit, so they should not be more difficult than students can manage.

II. Ease of providing statistics on timing within each experiment. Monitoring the timing of various portions of the experiments indicates the clarity of the experimental protocol by drawing attention to parts of the laboratory that are troublesome.

III. Provide an important degree of security for the computer hardware. The multiuser system helps us to protect the computer and storage machine from vandalism, spilled solutions, frogs, and rats. The computer can be placed in an isolated room with only the relatively inexpensive terminals and wire links to the analog interfaces in the laboratory. We feel that this is especially important in the self-paced laboratory where students are often supervised in a less structured way.

IV. Provide preliminary proof of a student's attendance or performance. Our course does not use attendance as a grade criterion (other than performing the required laboratory tasks), but this helps us to identify students who have not been able to adapt to self-directed study before they are too hopelessly far behind in their coursework.

V. Our ability to monitor all the above provides a good environment for educational research since accurate, unbiased information may be acquired.

To repeat the earlier warning, we found that the design of our course directed us very strongly towards certain types of hardware and software. For example, our desire to allow a student to review his work through the semester and to be able to continue, without penalty, an experiment begun a different day dictated our requirement for high-capacity storage devices (hard-disk and magtape). Likewise, our decision to use a centralized multiuser operating system made us lean more heavily toward data acquisition hardware with direct memory access (DMA) capability, which allows one person to be computing while another is acquiring data. Our desire to be able to expand from our current six laboratory stations led us to consider only hardware (including data acquisition devices) and software with clear cut paths of expansion.

SOFTWARE

As with our choice of hardware, goals for our programs were developed before our software was designed. Two sets of guidelines were developed to guide implementation of these goals: a) a set of standards for the interaction between the student and the computer and b) a set of programming standards. The development of these standards necessarily preceded even the first line of program code actually written. Despite being tailored to a particular type of laboratory course, we feel that these criteria are of sufficient general interest to enumerate them here in condensed form.

Student and Teacher Interaction Guidelines

1. Avoid teaching any computer science to the students. Although computers occupy a distinct and growing position in the life sciences, we felt that the beginning physiology laboratory was not the place for this sort of instruction. Therefore, we have tried to make our software be extremely simple and as intuitive as possible. It should be possible for commands to the computer to be learned in a few minutes.

2. Create a familiar environment for the student. To accomplish this, we decided upon a simple terminal screen appearance that would always greet the student. This consists of a line of dashes a few lines above the bottom of the terminal screen. The educational text always appears above the line of dashes, whereas messages from the program are printed below the dashed line. Units, then, consist of screenfuls of text, which we refer to as frames. As one would expect from the self-paced nature of our course, students may move back and forth through the unit at will, with no penalty for repeating parts of the unit. Consistent spatial separation of instructions from textual material helps focus attention and makes important messages harder to miss. Interspersed within the frames of text are data acquisition, data manipulation, and data display functions. For example, a student may be instructed to "Press the 1-key to measure an action potential", or "Push '1' to record the muscle twitch response."

3. It must be possible for our teachers to design and modify the course rapidly and without programming. We accomplished this by providing teachers with commands not available to the student. In addition to being able to move back and forth through a unit, a teacher is also able to insert a new
frame anywhere in the unit, modify or delete existing frames, and cut-and-paste from one location in a unit to another. Creation of text frames is entirely interactive—teachers simply move a cursor around the frame and type wherever they desire. Teachers can also associate an "external process" such as data acquisition, manipulation, or display with any frame.

Programming Guidelines

Our programming guidelines deal with issues relating to the actual coding of data. Although our emphasis on some of these concepts reflects our special application, most of these concepts arise from common and long-held philosophies within the computer science community. They have no less importance here:

1. System independence. Because of the rapid advancements in computer hardware and the increasing power of computer operating systems, we decided to make a concerted effort to keep our programs as independent of any part of the computer or computer operating system as possible. All features that are dependent upon a particular computer, operating system, programming language, or even terminal are clearly marked and isolated (abstracted) from other parts of the program. The programs are largely written as though they are to be run on a single-user system, with distinct modules to enable use on a centralized system.

2. Consistency. Any familiarity a student perceives with a computer-driven unit system will be quickly destroyed if a very strong consistency is not maintained from unit to unit. To insure consistency, we have designed a very simple "interface" between the student and program which takes the form of a set of subroutines. By performing all interactions with the student via this set of subroutines, we ensure that all application programs are consistent and familiar to the student.

3. Immediate terminal response. We believe that a part of the tension people feel when dealing with computers arises from their uncertainty as to whether they have pressed the correct keys or selected the correct commands. We attempt to relieve this tension in two ways. First, we provide as small a set of choices to the student as possible. Secondly, we immediately provide a message which either states that the requested command will be executed or that the command is illegal and a new command should be entered. This responsiveness is an intrinsic part of the interface. It counts as a reward in learning theory.

4. Security. Since our laboratory handles about 1200 students per year, concern with security needs to be mentioned. We achieve security primarily by designing all necessary functions into the unit programs and instructing the operating system never to let the student exit the application program (a capability of many multiuser operating systems). This means that the student never actually has access to the operating system: functions such as file manipulations, data acquisition, and data storage are all handled under program control. Secondarily, our use of a centralized computer allows us to physically isolate the computer, providing another layer of insurance against accident or vandalism.

5. Rapid development. We decided that we wanted to complete program development and get to the (more difficult) unit-designing stage as quickly as possible, proceeding from beginning installation to unit design within a semester. In order to develop our programs as rapidly as possible, we used the computer science concepts of modularity and abstraction.

6. Maintenance by minimal programming staff. Since unit design can be accomplished without programming, reprogramming should ideally only be required when new laboratory experiments require major changes in data acquisition or data display techniques, when the computer hardware is updated, or when operating system or compiler releases offer significant performance enhancements. Thus, we foresee occasional program maintenance rather than a permanent programming staff. To this end, we have created standards for both internal (within the programs) and external (manuals) documentation which are strongly enforced in the attempt to provide a degree of documentation that would allow a completely new programmer to quickly begin working on the application programs.
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KEEPING ABREAST OF THE LITERATURE

The problem of keeping abreast of the literature for the person using computers in life science education is somewhat more complicated than keeping up to date in a specific scientific topic area. The number of papers that might be of interest is not overwhelming. However, finding those pertinent reports may not be an easy task. The interdisciplinary nature of the topic and the range of environments in which projects may be pursued are two key complicating factors. Because of these factors, pertinent reports are published in a wide variety of journals whose usual focus is neither education nor computer applications.

Because the primary aim of this newsletter is to promote communication among users of computers in life science education, one of the goals should also be to help readers become aware of what is in the literature and where to find it. Therefore, from time to time, we will publish selected bibliographies drawing attention to pertinent reports in the current and past literature. This month's entries span the past 5–6 years and were chosen to illustrate the scope of journals publishing reports in this topic area.
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In the first issue of this publication, Modell, Schouttelius, and Rovick presented the essential facts regarding the use of digital computers in the teaching and learning of the life sciences. This article attempts to build upon their excellent introductions by describing roles in this arena for optical discs under computer control.

* The term Computer Based Education (CBE) will be used throughout to describe activities variously called Computer Assisted Instruction (CAI), Computer Managed Instruction (CMI), Computer Based Evaluation (CBE), etc. Optical videodiscs are also commonly referred to as laser discs. Both terms are correct.

Woods et al have demonstrated the use of optical videodiscs in pathology and radiology CBE. Wheeler has produced a videodisc for diabetes education, and Clark has produced an excellent videodisc for use in biology education. Videodiscs for the health sciences have also been produced at Florida State University, University of Iowa, University of Washington, and Rush-Presbyterian-St. Luke's Medical Center.

Modell correctly pointed out that CBE has not played a major role in learning of the life sciences during the first two decades in which com-
puters have been available for instructional purposes. One reason for that fact is that teaching and learning of the life sciences is a highly visually oriented activity, and the CBE systems of the past had scant capacity for using pictures. I often say to educators that any of us can teach all of the mathematics we know (which, for the writer, is not at all that much) using only a chalkboard or flipchart. Not so with most of life science education. If I wish to discuss a blood smear with students, in the modern world a high quality color visual is a prerequisite.

Although CBE systems of the 1970s attempted to use visual databases in various forms (microfiche projection under program control, 35 mm slide projection with or without program control, and hardcopy pictures and graphics), none was highly successful.

The use of optical videodiscs to store the picture databases required by visually oriented curricula (biology, geography, art, medicine, etc.) affords an unusual opportunity for those interested in life sciences CBE. Up to 54,000 individual pictures (as video frames) may be stored on one side of an analog videodisc, and any one of them can be retrieved in less than 4 seconds. (Average search time is ordinarily less than one second.) Very high quality color pictures are obtainable.

Depending upon instructional strategy, the videodisc may contain: (1) individual frames intended for still-picture playback, (2) sequences intended for playback with sound and motion, and/or (3) a control program recorded on one of the two audio tracks. Sound may also be recorded on either or both audio tracks and, thus, a second language or a second script intended for a different audience may be supported. The present generation of videodiscs and videodisc players requires playback at normal speed to support audio. Therefore, a two-minute discussion of a still picture on a videodisc requires that the picture be recorded on 3600 successive frames, which amounts to .4% of the frames available. To put it another way, a two minute discussion of each of fifteen slides would fill an entire side of a videodisc. However, one manufacturer has recently developed a process, using digital audio, which permits up to 20 seconds of audio on a single frame. Using that technology, a one minute discussion of a picture would require recording the picture on three frames instead of 1800. Another manufacturer plans to produce a device that plays back both videodiscs and digital audiodiscs with a capacity of one hour, but the system may prove too expensive for the educational market in the near-term. Extending single-frame audio capacity on videodiscs by either technique would be a mixed blessing: the "talking faces" of educational television in the 60s and 70s could become the "talking pictures" of the eighties. Talking pictures, in the writer's judgment, would not constitute the best use of the technology. Rather, it should be used to support interactive learning experiences.

Videodisc technology is not only available, it has become affordable by educational programs during the very recent past. The cost trend in this area is very similar to that observed in computer technology in general. In 1978, an optical videodisc player cost about $20,000; the cost was down to 10% of that figure by 1981 and in 1984, a state-of-the-art player can be purchased for about half the 1981 figure.

**VIDEODISC PLAYERS**

Two types of players are currently available: consumer models that sell for as little as $200 and industrial models with a price range of $800 to $3000. Only the latter are useful for CBE, since the consumer models have no provision for a computer interface, but both types have remote hand controls available. Hand controls for the industrial model players can be used to affect user control of Level I and Level II discs (see Appendix). The same internal software that supports control of Level II discs also permits external computer control. Earlier industrial models had input jacks to accommodate adapters that provide the computer interface (serial interface adapters that accept standard ASCII code). Later models have either a serial (RS232) port or a parallel port built into the players.

**VIDEODISC PRODUCTION**

In the near term, most life science educators are likely to use visual databases produced by others, rather than becoming involved in videodisc production. Therefore, this section will be brief, and those interested in the technical aspects of production are referred to articles by Goldstein² and Leveridge.³

Almost any type of visual material (slides, motion pictures, microfiche, videotape, hardcopy pictures/graphics, x-ray film) can be reformatted on videodisc. CAUTION! Although it is possible to reformat existing visuals on videodisc, the aspect ratio of most such materials differs from that required for television. No matter what the source of the visual material, it must eventually be transferred to a videotape of a format required by the mastering and replication services. Those services require either a C-format one-inch or a time-encoded three-quarter-inch videotape.

The mastering and replication services produce a master videodisc and replicate it by injection processes. The 1984 cost for mastering is approximately $2000 per side.
Copies cost around $20 each for small numbers of copies. The cost of copy is reduced as the number of copies increases.

**TYPES AND USAGE**

There are two basic types of optical videodiscs: constant angular velocity (CAV) and constant linear velocity (CLV). CAV discs can store considerably more information than CAV discs, but they are essentially useless for CBE since they cannot be searched for specific frames or segments and cannot be used for slow motion, etc. On the other hand, each of the 54,000 tracks on a CAV disc represents a single frame (two fields) of video so that a CAV videodisc can be stopped at any track to produce a still-frame image. CAV discs can also be played forward and backward in variable slow motion (a feature that can be useful in the teaching and learning of psychomotor skills; they can be stepped forward and backward through individual frames; and they can be searched for any given frame since each frame has a unique five-digit "address.")

There are three classes of CAV videodiscs: Level I, Level II, and Level III (see Appendix).

Level I videodiscs are of limited value for life science education, except when they contain frames that can also be used in the Level III mode (vide infra). When placed in PLAY mode, a CAV disc has only twenty-seven minutes of audio and video available. (If you do the arithmetic of dividing the 34,000 frames on a single side by 1,000 frames/minute, the answer is 30 minutes. However, the mastering process requires one minute of black signal and one minute of color bars at the beginning of the tape and one minute of black at the end.)

Level II discs are, in the writer's judgment, also of limited value in life science education, although they can be very useful in patient and public education and in various cataloging and archiving applications. Since the control program is permanently embedded on the disc itself, and since life science education is a dynamic endeavor, it seems reasonable not to have the control program written on a tablet of stone. To do that requires remastering and replication of videodiscs every time something changes. The same end (control of rate, sequence, and branching of the presentation) can be achieved with a computer program written on read/write memory that can be changed at will.

Level III, or Level I with proper production technique, discs are the method of choice for those curricular areas in which change is predictable. The author has produced a two-sided disc in Basic Medical Pathology that is an example of the Level II/Level III method. Each side of the disc contains a single-concept presentation, but video and audio were recorded in a manner to enable use under computer control for interactive education. For instance, each micrograph used in the presentation was labeled by a video character generator, but the insertion of the label was withheld for a second or two after recording of the picture began. Thus, every videomicrograph presented makes a labeled and an unlabeled appearance. The unlabeled frames are used under computer control for student interaction in a CBE lesson.

**CBE PRESENTATION FORMATS**

There are basically three presentation formats for CBE lessons that reference visual databases resident on optical videodiscs. Each has its role, depending upon the nature of the content material and the instructional strategy. They are:

- use of two display devices (either two video monitors or a video monitor and a CRT), displaying computer output on one and videodisc output on the other;
- use of a single display device (a video monitor) and a device (usually a ROM card for the computer) that switches between video sources and controls the player;
- use of a single display device (a video monitor) and a ROM card that supports overlaying of one video signal on another or switching of video signals.

An example of the use of the television display device format is a drill and practice lesson in which pictures are displayed on one screen and multiple choice or open-ended questions are presented on the other. The author has used this format for Basic Medical Pathology lessons that utilize National Board type multiple choice questions and are now being used successfully in a number of US and Canadian medical schools. Optimum use of this format requires that a videopointer be used when recording the video so that interaction (questions/dis- cussion) can later be referenced to the position of the pointer. Disadvantages of this format are that it divides attention of the user between two devices, salient features must be marked with a pointer at the time of recording, and the cost of the second display device.

Use of the second type of format (computer card for player control and switching between video sources) essentially serves the same purpose as the first but uses only one display device. It has the disadvantage of not permitting interaction with the picture while the picture is actually displayed.

The most elegant and, naturally, the most expensive format is the last one. It permits display of a picture, overlaying the picture with computer generated text or graphics, and user interaction with the picture using keyboard, touch panel, or light pen. The writer is currently using this format in lessons designed to present fundamentals of radiographic (x-ray) image in-
terpretation. It has the disadvantage of expense. The video overlay boards are almost as expensive as microcomputers, but prices for these devices will come down in the near future.

Although the number of video-discs available to support life science education is limited, there are some that can be used effectively now, and there will be others. For those interested in getting started, the following videodiscs may be of interest:

   Videodiscovery, Inc., Seattle, WA.


3. Human Genetics for Nurses, Part I. Florida State University, Tallahassee, FL.

4. Urology. University of Iowa. Iowa City, IA.
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APPENDIX

Definitions

- Optical Videodisc. A read-only, approximately twelve-inch disc consisting of a "sandwich," an inner layer, which can have information recorded on both sides, covered by a layer of transparent protective plastic on both sides. It is an analog device that utilizes standard US (NTSC) television signal technology. It is mastered from videotape, using a frequency modulated laser to burn pits in the surface of the master disc, and replicated by injection molding.

- OMDR Videodisc. An optical videodisc, also analog, that is directly recorded on a blank disc using standard NTSC video signals. The cost of the OMDR recorder/player ($18,000 and up) and of blank discs ($500-800) places it outside the education market in the near-term and its applications are not discussed.

- CLV Videodisc. An optical videodisc that, on playback, is rotated at variable speed to achieve constant linear velocity with relation to the laser beam in the read head. Each complete track on the disc contains a variable number of video frames and 1/30th second of audio per frame.

- CAV Videodisc. An optical videodisc that, on playback, is rotated at a constant speed to achieve constant angular velocity relative to the read head. Each track on the disc contains a single video frame and 1/30th second of audio.

- Industrial Videodisc Player. A playback device that contains a programmable microprocessor, has a frame search capability, forward and reverse motion capability, and variable speed in both directions. It also has provision for connection to an external computer.

- Consumer (Home) Videodisc Player. A playback device without programmable internal memory.

- Level I Videodisc. A CAV videodisc that is meant to play from beginning to end (much the same as a videotape). When played on an industrial player, it can be manually searched for any frame, played in reverse, slow motion, etc. The industrial player can be programmed, using the hand controller, to present the material in an interactive manner, subject to a limitation of 1024 bytes of player memory.

- Level II Videodisc. A CAV videodisc that contains a digital program on audio track 2. The program is "dumped" to the player's microprocessor, and playback is then governed by choices made using the hand controller.

- Level III Videodisc. A CAV videodisc designed for control by an external computer.
TEACHING RADIOLOGIC PRINCIPLES BY MICROCOMPUTER IN SMALL GROUP CONFERENCES

John C. Lasher, Ralph Blumhardt, and Jack L. Lancaster
Department of Radiology, The University of Texas Health Science Center, San Antonio, Texas

A literal or verbal description of a concept is a consecutive process. Envision an attempt to describe the phenomena that are observed when magnetic and radiofrequency (RF) fields are applied to a substance containing hydrogen atoms (Fig. 1). The collective effect on the hydrogen atoms can be represented by a net magnetization vector whose spatial orientation and magnitude depend on the field strength of the main magnet ($B_0$), local chemical and magnetic influences, and the frequency, phase, and magnetic field strength of the RF pulse ($B_1$). As might be expected, numerous consecutive descriptions are required before the student can build mental images of the process. Also, the description of the temporal relationships of this phenomenon necessitates constant dialog. Not all students are able to understand these literal or verbal concepts; however, many students are good at extracting information from figures or images. Unlike the consecutive literal or verbal descriptions, the use of figures or images is a concurrent process where information can be presented simultaneously.

FIGURE 1. This is an example of a computer display of four time varying vectors from two different viewpoints: (1) Left viewpoint—above and perpendicular to the X–Y plane. (2) Right viewpoint—rotated and slightly above the X–Y plane. Points are used to represent values of the net magnetization vector at different times, thereby indicating the vector’s path. The curve at the bottom is used to indicate the time varying amplitude of the net magnetization vector along the Y-axis.

“...Analyzing a picture is worth a thousand words.” That was true before the “information revolution” and is even more true today as computers increase the rapidity and quantity of information transmission. We are all familiar with high quality videotapes being used as an excellent means of explaining difficult physical concepts. Videotapes allow the presentation of images in rapid sequence permitting one to appreciate the temporal relationships of physical phenomena. However, they lack the interactive qualities that can be programmed into computer generated videographics.

Our radiology department will be acquiring a magnetic resonance imaging (MRI) scanner in early 1985. This revolutionary form of imaging has far-reaching possibilities since it is noninvasive, nonionizing, and yields functional information based on the molecular–chemical characteristics of certain magnetic nuclei. Along with this new technique comes the task of education. This is especially demanding because of the complex multidimensional physical concepts that underlie MRI.

In an attempt to deepen our grasp of fundamental MRI principles, we conducted a course on “Fundamentals of MRI” in February 1984. The advertised purpose of this course was to familiarize members of the medical profession with physical principles, terminology, instrumentation, and the diagnostic potential of MRI. In an attempt to introduce the physical concepts, we decided to make extensive use of computer animated videographics.

Our goal was to develop an interactive computer based instructional environment that was capable of demonstrating some of the physical concepts through the use of animated videographics. The computer system had to be capable of displaying and erasing multiple vectors within a three-dimensional scene along with plotting curves.
updating variables, and tracking vector paths. The animation or movement of the vectors within the three-dimensional scene needed to be rapid enough to give the observer a feeling of continuous motion. The system also needed to be interactive so that the operator could select the desired program, momentarily stop program execution, and change program variables.

We felt that computer graphics would be most appropriate for our specific educational needs. We wanted it to be capable of generating scenes over which vector animation could be overlaid in accordance with Bloch’s equations. These equations describe the interactions of magnetic and RF fields on certain nuclei (especially protons) found within the human body. In addition, we wanted to be able to change the variables of Bloch’s equations in order to observe their effects and interactions (Fig. 2). Also, we wanted the ability to vary the color of different parts of the animated scene and have a spatial and temporal resolution that was visually acceptable. For the initial version, we wanted the interaction to be controllable by a knowledgeable user who would direct the execution of the programs with one or more observers. We also wanted the system to be easily transportable for use in small meeting areas. With these guidelines in mind, we began to formulate a system.

Even though our department had multiple computer systems, the IBM-PC was chosen because of its portability and high-level graphics software routines. This system consists of an IBM-PC with two floppy disk drives, IBM color graphics adapter board, IBM color monitor, a QUADRAM memory expansion with RAM disk software, and the IBM BASIC compiler. It is capable of generating four color images in 320 x 200 pixel mode. The RAM disk allows for rapid access of data and programs.

The standard IBM software provided many essential graphics subroutines. However, we found that our requirements for rapid display and erasure of vectors and curves was not adequately supported. Therefore, a vector and curve generation subroutine was written in assembly language and used in conjunction with the standard IBM software. Herein lies one of the problems with institutional software development. Most educational institutions will not have programmers knowledgeable in lower-level software, so they will make use of existin software and possibly compromise their original guidelines. Also, in many cases, the individual most familiar with the educational concepts and the way they should be graphically presented, will not always be the same individual programming the computer. Interactive animated graphics is not a simple task. It is probably most easily developed by those few individuals familiar with all aspects of the application, hardware, and software.

The MRI computer aided educational system has been used on several occasions with groups ranging from one to thirty. The audience invariably felt that their rate of learning and degree of understanding was greatly enhanced. The computer graphics allowed difficult concepts to be presented in a concurrent fashion. The animation greatly aided the understanding of complex time-dependent processes. Also, the interaction allowed the instructor to direct the instruction at the level and depth determined by the audience and available time.

OTHER APPLICATIONS
We have also developed an interactive computer program that we use to teach the discrete Fourier transform (DFT). The DFT is a
mathematical tool whose use is ubiquitous in radiology as well as other life science areas. It is used extensively in MRI, emission as well as transmission tomography, and image processing. The DFT computer program is capable of displaying sinusoidal curves with different amplitudes and frequencies. By summing these sinusoids, complex periodic functions with known frequency content can be created (Fig. 3). The program can then use the DFT to analyze the complex curve, yielding the frequency and amplitude of the various sinusoids that were used to create the curve. This is an extremely helpful program in explaining the mathematical relationships between spatial and frequency domains. The students were very positive about its use and felt that it could be extended to other complex mathematical concepts.

The IBM computer system has also been useful in developing educational slides. For this task we increased our resolution to 640 × 400 pixels and the number of colors to sixteen. This required the purchase of a Conographics Corporation color adapter board and a Mitsubishi 3419 analog RGB color monitor. Slide development software is commercially available, however, it wasn’t available when we purchased the equipment so we developed our own. The software we use has a “mouse” as the main method of interaction with the program. It allows precise positioning of graphics and text and selection of the desired task from menu generated menus. There are numerous graphics functions such as circle, ellipse, box, bar, line, paint, dither, window, text, color, draw, flood, hatch, pie, and print. The slides can be photographed directly off the screen using a 35-mm camera and a zoom lens (approx. approximately 200 mm). The slides we have constructed have a professional appearance (Fig. 4). If 35-mm Polaroid

**TABLE 1.**

<table>
<thead>
<tr>
<th>H</th>
<th>A</th>
<th>B</th>
<th>AMP</th>
<th>PHA</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-26</td>
<td>0</td>
<td>26</td>
<td>180</td>
</tr>
<tr>
<td>1</td>
<td>-22</td>
<td>+13</td>
<td>26</td>
<td>149</td>
</tr>
<tr>
<td>2</td>
<td>+9</td>
<td>-11</td>
<td>14</td>
<td>309</td>
</tr>
<tr>
<td>3</td>
<td>+7</td>
<td>+3</td>
<td>7</td>
<td>153</td>
</tr>
<tr>
<td>4</td>
<td>+5</td>
<td>0</td>
<td>5</td>
<td>180</td>
</tr>
<tr>
<td>5</td>
<td>+4</td>
<td>2</td>
<td>4</td>
<td>27</td>
</tr>
</tbody>
</table>

**FIGURE 3.** This display was taken from the discrete Fourier transform program. In this case a triangular reference curve (solid line) is overlaid by the summation of the first five harmonics (H). The sinusoidal appearing curve is the sum of the sine and cosine components for the sixth harmonic. This curve, after being completely drawn, will be added to the curve representing the previous five harmonics. The student can interactively generate different reference curves. The student can gain an understanding of the harmonic content of different shaped reference curves by watching the summation process. The following abbreviations are used: H, harmonic number (frequency), A, amplitude of the cosine component as a function of H, B, amplitude of the sine component as a function of H; AMP, amplitude derived from the vector sum of A and B; PHA, phase angle derived from the vector sum of A and B.

**FIGURE 4.** This is an example of a teaching slide produced with the 640 × 400 pixel 16-color slide development software.
film is used, the slides can be developed within minutes. We feel that the computer has already proven to be invaluable in our teaching efforts, and we plan to greatly expand its educational use. We also use many of the commercially available programs, especially word processors. We are presently in the process of purchasing an analog to digital conversion board for another IBM so we can digitally acquire physiologic data from patients during cardiac catheterization. This is part of a five year NIH grant in which numerous programs will also be developed to massage the physiologic data.
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MICROCOMPUTER GRAPHICS AS A 
SUBSTITUTE FOR LECTURE SLIDES

Sherman D. Levine

Department of Medicine and Department of Physiology & Biophysics, 
Albert Einstein College of Medicine, Bronx, New York

While individualized student–computer interaction has made 
substantial inroads into education, the bulk of student teaching in most 
educational institutions remains limited to the lecture format. Here 
too, however, the computer can serve a useful purpose. Computer-
generated lecture aids offer several advantages over conventional 
lecture tools such as blackboard and slides.

ADVANTAGES OF COMPUTER 
GENERATED VIDEO OVER 
BLACKBOARD AND SLIDES

Demonstration of Movement 
Over Time

In contrast to slides and the blackboard, the computer is ideally 
equipped to demonstrate changing phenomena and interactions. Figure 1 (A–E), for example, is a 
printout of stages in an experiment.
to measure body fluid spaces. The student is able to view on the screen the movement of labeled test substances from space to space, decreasing its concentration as it increases its volume of distribution. Finally, the lecturer can proceed step by step through the calculations for the individual spaces measured.

Similarly, Figure 2(A-C) demonstrates an osmotic pressure experiment. Figure 2A is the starting point, in which either a hydrostatic pressure (the black triangle) or any of three solutes drives water (W) across a membrane permeable to water, impermeable to sucrose or NaCl, and moderately permeable to urea. The student can observe the changes in the fluid column height over time, the relative effects on flow of changes in permeability and dissociation (Fig. 2B) and the eventual effects of dissipation of the urea gradient (Fig. 2C). The movement over time of the solutes and water in these two demonstrations would be difficult to duplicate with either slides or a blackboard. Furthermore, a single slide such as Figure 1E would be considered complex and confusing, while its appearance as the end of a synthetic process is readily accepted by the student.

Demonstration of Changing Experimental Parameters
One powerful use of computer-generated graphics is the simulation of important physiologic phenomena. Figure 3 shows one frame of a program demonstrating the physiology of the renal glomerular circulation. At this point in the lecture, the instructor demonstrates the effects of varying the resistance of the afferent arteriole (R_a) or the efferent arteriole (R_e) on the glomerular plasma flow (RPF) and the hydrostatic pressure gradient across the glomerular capillary membrane (ΔPw).

Using either a plug-in joystick or the keyboard (the A-S-D-F keys), the instructor can vary the resistance of the vessels (shown by movement of the graph arrows and the vessel-occluding squares to the right or left) while the effects of these resistance changes on the pressures and flow are shown by movement of the appropriate graph arrows as well. In this particular frame, R_e is depicted in inverse video to indicate that its value is the one presently being modified by the instructor.

Student Access to Programs and Computers
We have several Apple computers in our library, and copies of the lecture diskettes are available at the circulation desk for student use. Having been introduced to the programs once during lecture, the students have had little difficulty working through them on their own later. Locally generated programs are not copy-protected, so that students may work at home if they have appropriate equipment available.

Modification of Programs
One of the most useful aspects of computer-based teaching materials has been the ease of modification by the programmer in response to student feedback.
Focusing Student Attention
In contrast to the use of static slides, in which student attention often does not follow the lecturer's intent, frames generated by computer need not display information until the previously displayed concept is discussed and the instructor is prepared to proceed and display new material. Furthermore, the pace of movement through the program can be controlled by the instructor using the keycard or a joystick.

Quality of Text and Graphics
Handwritten blackboard commentary is often difficult to read, and once erased, is unavailable for subsequent student use. In contrast, computer-generated text, which is displayed on a suitable monitor, is clear and permanently available to the student.

LIMITATIONS OF COMPUTER-GENERATED LECTURE AIDS

Cost of Equipment
The decreasing cost of microcomputers makes computer hardware a relatively minor portion of the total equipment cost. More critical is the quality (and thus the expense) of the video projector. The purchase of equipment capable of high-resolution projection of computer-generated images would seem to be a worthy, albeit investment, even at a cost several times that of the computer.

Program Preparation Time
This is probably the most critical limitation in lecture aid development. Writing a 10 minute lecture segment presented to students once per year may take many hours of programming time, including development of program concept, creation of text and graphics, and final debugging. Consequently, one must often be satisfied either with producing a limited quantity of software or with adapting one's teaching style to software produced by others.

Limitations in Applicability
Computer-generated graphics as lecture aids seem most clearly applicable to quantified parameters such as pressures, forces, voltages, flow rates, currents, concentrations, and volumes. Thus classical physiology, pharmacology and biochemistry, statistics, and decision analysis are more readily assisted by computer graphics than are subjects such as pathology, anatomy, and microbiology.

TECHNICAL ASPECTS

How Can the Computer Generate Lecture Aids?
The computer video output is sent through a shielded cable to the input of a large-screen projection television mounted in the front of the lecture hall in view of both the lecturer and the class.

The video output of computers such as the Apple or Franklin is directly compatible with a standard "monitor" input of most video units. Computers with RGB (red-green-blue, corresponding to the three color guns) output may permit better resolution; however, the user must ensure that his monitor accepts RGB input. Other computers, for example the TRS-80 series, do not have external video output, and are thus less useful for this application.

Monochrome or Color
While color video is esthetically more pleasing than monochrome (white, yellow, or green on black) and offers advantages of "color-

FIGURE 2. Demonstration of an osmotic pressure experiment (see text).

FIGURE 3. One frame of a series demonstrating the physiology of the renal glomerular circulation (see text).
coding" graphs and labels, many color monitors (particularly the older ones) have much less resolution than monochrome monitors. In addition, single-width "white" vertical lines generated by computers such as the Apple and Franklin are in fact drawn in any of several colors, depending upon their location on the screen, while horizontal lines appear their intended white color. This variegation makes text considerably less readable on a color monitor than the same output displayed on a monochrome unit. Finally, while there are 280 "white" vertical locations on the above mentioned computers, only 140 of these are a single color, so that colored structures can not have the same fine structure as white ones.

Because of these limitations on both monitor and computer resolution, my own preference has been to work with a monochrome video signal, even when only color monitors are available, in order to eliminate the color variegation noted above. On the Apple II/II+ and Franklin 1000 computers, suppression of the color signal (that is, output of a high-resolution monochrome signal) can be achieved with a simple hardware modification. I do not know whether the Apple IIe can be modified in a similar way.

SUMMARY

Computer-generated graphics and text lecture aids can improve student education by focusing student attention, demonstrating processes that change with time, and simulating experimentally important phenomena. While their role may be limited to subjects that can be readily quantified, and software is limited in availability, the use of such aids can improve the clarity of lecture presentations in a meaningful way.

USE OF COMPUTER TUTORIALS IN COMMUNITY COLLEGE HUMAN ANATOMY AND PHYSIOLOGY CLASSES

Dorothy Wooley-McKay
Department of Biology, Glendale Community College, Glendale, Arizona

Community college students sometimes have problems understanding difficult concepts in physiology. By using tutorials on the computer, students can supplement the lecture and textbook. They can go back and review the computer material as many times as they wish and as slowly as they wish.

Tutorials using graphics are particularly effective. Seeing material presented by the computer has an attraction that reading the textbook does not. We really have no explanation for this effect. It is possible that these individuals, having been brought up on television, can relate to learning material from a TV screen. Also, interaction with the computer is nonthreatening.

However, most students at the present time have no knowledge of how to use a computer and indeed are a little afraid of them. We have found a tutorial slide show to be effective and suitable for students who have had very little computer experience.

We used a utility by Beagle Bros., for the Apple II series of computers. This utility is called Frameup. Frameup allows mixing of text and graphics in a slide show format. Graphics were drawn with the AppleMouse II and Mousepaint. The original graphics were drawn using the Koala Pad and the Microillustrator software. We found the Mousepaint graphics to be of higher resolution than those of the Koala Pad. However the Mousepaint graphics are better when used with a monochrome monitor. Koala Pad/Microillustrator graphics are better with a color monitor. Figure 1 is a printout of one of the Mousepaint illustrations. Text was written within the Frameup program. Each screen page of text corresponds to one frame of the slide show.

Students can move from one frame to another by hitting the right and left arrow keys. The right arrow key moves forward a frame, and the left arrow key moves backward a frame. Students can therefore go back to a previous frame. Directions to do this were placed at the bottom of each text frame.

Knowing how to insert a disk into the disk drive, turn on the computer, and touch the arrow keys is all the computer knowledge students need. Students learned this very quickly. Just to make sure they remembered, we put directions for inserting disks and turning on the computer on the blackboard in the mini-microcomputer laboratory that students used.

We have three tutorials at present. One is on excitation-contraction coupling for skeletal muscle, one on several aspects of nervous system physiology (resting membrane potentials, action potentials, and synaptic transmission), and one on the protein phosphorylation theory of hormone and neurotransmitter action. We are writing more tutorials on other physiological concepts since we have had very positive results from the three we have.

The students have open access to the computer laboratory. When the above subjects are being discussed
Excitatory Synapse — Transmitter combines with receptor, opening chemical gates to Na+. Na+ moves into cell, resulting in an EPSP.

Diagram of tubular system. The T-tubules are extensions of the sarcotubular. Notice the I band, the A band and the H zone where there are only thick filaments.

FIGURE 1. Examples of two frames of the “slide show” created with Mousepaint and Frameup software on an Apple II computer.

in lecture, we see students in the computer laboratory all of the time. Unfortunately, we do not have a statistical analysis of changes in student understanding (as reflected in test scores). This type of analysis is difficult because we do not feel that students should be asked to state on their test whether or not they used the computer. We do not wish to put pressure on students at this time to use the computer.

However, from a qualitative standpoint, we have seen changes in test scores of struggling students. These changes were observed from tests over material that did not utilize the computer to the material that did. In some instances, there were dramatic increases in test scores. Since our classes are relatively small, we get to know our students personally, so we can observe these changes.

Student interest in computer use is reflected in the question: “Where is the computer program on the next topic?” Disappointment is obvious when the students are informed that, unfortunately, there are no more right now.

In conclusion, we have found that slide show tutorials presenting difficult physiological concepts are received well by students. The tutorials seem to increase understanding of these concepts. They are fairly easy to write and can be done by someone with no programming experience. The documentation for Frameup and Mousepaint is excellent. We would recommend this type of computer use for life science classes at the community college level and freshman, sophomore, and perhaps junior levels in a four-year institution.

PROFESSIONALS IN COMPUTER-BASED EDUCATION AND TRAINING

Ronald C. Comer
Division of Computing Services for Medical Education and Research, The Ohio State University College of Medicine, Columbus, Ohio

The Association for the Development of Computer-based Instructional Systems (ADCIS) is a professional association of educators and trainers who have developed a substantial interest and expertise in the use of computer technology in education. ADCIS provides a professional focal point for all educators, from elementary/secondary schoolteachers to university professors, from professional trainers in business and industry to computer-based military and naval training, and from the computer expert to the content specialist interested in using this amazing new tool in a classroom environment. ADCIS provides a forum for communications, for sharing knowledge and experience, and for learning how to implement computer-based educational materials in a wide variety of curricula and classrooms. ADCIS is a professional network linking theorists, practitioners, technicians, and administrators.

The purposes of the association are as follows.

1) to advance the investigation and utilization of computer-based instruction and computer-managed instruction.
2) to promote and facilitate the interchange of information, programs, and materials in the best professional and scientific tradition.
3) to reduce redundant effort among developers, and
4) to specify requirements and priorities for hardware and software development and en-
courage and facilitate their realization.

ADCIS history parallels the history of computer-based education. Formed in the latter part of the 1960s, ADCIS initially grew rapidly, stabilized during the middle part of the 1970s and matured into a professional community of scholars devoted to this emerging discipline. With the advent of microcomputers and the current explosion of interest in computer-based education and training, ADCIS membership is increasing dramatically. Innovative programs, publications, and other benefits reflect the changing nature of our educational systems.

People with many different perspectives, backgrounds, and expertise come together to form an ADCIS membership that is willing to share in the common goal of excellence in instruction through effective use of computer technology. An international not-for-profit association with a worldwide membership, ADCIS provides an ideal mechanism for advancing the field of computer-based instruction.

The association is characterized by the interactions of both generalists and specialists. Special interest groups provide the opportunity for ADCIS members to interact with other professionals who wish to specialize or focus on particular areas. Areas of special interest currently include the following:

1) computer-based training.
2) elementary/secondary/junior college educators.
3) educators of the handicapped.
4) health education.
5) home economics.
6) implementation.
7) HIS.
8) mini-microcomputer users.
9) music educators.
10) PLATO users.
11) theory and research in computer-based instruction, and
12) interactive video/audio.

ADCIS publications and annual meetings provide the opportunity to share information of a general nature for all computer-based education professionals, as well as an opportunity for those with special interests to interact in smaller discussion groups. ADCIS chapters are a regional outreach mechanism for members to periodically get together to share their ideas and experiences. In the very near future, these regional chapters will be supported by, and will be supporting, the implementation of a variety of workshops for educators at all levels of experience in using computers in instruction.

The association provides its membership with a bimonthly newsletter, a quarterly refereed journal of research studies, interest group newsletters, chapter meetings, workshops across the United States and Canada, and an annual meeting for the entire membership to participate in a program of presentations, exhibits, and demonstrations related to the use of computers in instruction.

ADCIS is one of the few professional organizations at this time to furnish an opportunity for electronic communications among its members. ADCIS-Net is a major new service providing the facilities for members to carry out electronic communications throughout the year on a variety of topics and issues associated with this field. In addition, electronic data bases will soon become available to assist members in their research efforts as well as support their need to identify other professionals working in similar areas throughout the United States, Canada, and many other countries around the world.

ADCIS is an active, dynamic professional association dedicated to adapting its publications, its program, and its communications vehicles to the needs of its membership. Membership information can be obtained from Mr. Gordon Hayes, ADCIS International Headquarters, 409 Miller Hall, Western Washington University, Bellingham, WA 98225.
Teachers of basic science medical education, like other teachers, often are faced with the yearly task of creating new exams consisting entirely of new test items. After a few years the task becomes increasingly difficult for the educator to compose yet another new exam. In microbiology and immunology, the problem of writing new exams containing new test items has largely been resolved by establishing a centralized Microbiology–Immunology Test Item bank, MITI Bank.

MITI Bank was established through the auspices of the Association of Medical School Microbiology Chairmen (AMSMC). The AMSMC solicits questions for the MITI Bank, which are reviewed by an editorial board to insure that test items are accurate. To date the number of test items in the MITI Bank exceeds 2900. These test items fall into six major subject designations: bacteriology, immunology, infectious disease, mycology, parasitology, virology. Each of the six major subject designations is further subdivided into appropriate divisions. For example, virology is subdivided into the families of viruses known to infect man. These subdivisions allow for easy retrieval of pertinent test items when an exam is to be created from the test items in the MITI Bank.

Each test item has a code number that is used for its retrieval from the MITI Bank computer. In addition to the actual test item, each may be accompanied by its entry date into the computer, its last update, the major subject code, a short key description, and the institution and person who submitted the question. Finally, the correct answer for each test item is given.

To construct a test using the MITI Bank computer is relatively easy. After reviewing the retrieved test items, the computer is instructed to construct a test using the code number of each test item. The computer, in turn, randomly lists the test items and subsequently constructs the test. Only a few minutes are required to print out the test using a variety of software compatible to the central MITI Bank computer.

Presently, about one-half of the medical schools in the United States and Canada subscribe to the MITI Bank. About one-half of these universities have submitted test items to the MITI Bank. Additional test items are being added routinely, and it is quite conceivable that the bank of test items will surpass the 5000 mark in the near future. When one considers that the average microbiology exam at the University of Arizona consists of 50–60 test items, it can readily be seen that a central pool of 3000–5000 test items allows for the creation of numerous exams.

It is obvious that the MITI Bank computer allows the teacher considerable flexibility in creating new exams. However, there is another valuable benefit. By reviewing the test items in the MITI Bank, a teacher can learn what his peers believe to be important course material. The number of test items on a subject should give an indication as to the importance of the material. Thus a teacher can gain considerable insight into what his colleagues across the nation believe to be important and necessary course material. This, in turn, allows a teacher to review his own course material and, if necessary, make appropriate changes. The outcome is a better course with the students the ultimate beneficiaries!
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NETWORKING CBE IN HEALTH SCIENCES

J. Dale Brueck
Division of Computing Services, The Ohio State University College of Medicine, Columbus, Ohio

National networking of computer-based educational materials (CBE) has been possible for many years, but it was not until the microcomputer explosion that widespread interest in this communication mechanism appeared. With microcomputers and modems, thousands of individuals have become potential end users of CBE materials. In the health sciences, CBE materials have been networked for over ten years, but new possibilities for continued growth and usefulness are emerging. Recently PC World contained an article on "The Electronic University," whereby "education by modem becomes a reality." In many professions networks of computer-based resources have been developed for training or information resources. The American Bar Association (ABA) has developed ABA/Net, an electronic mail and conferencing service. Legal databases such as WESTLAW, LEXIS, and INFOLAW provide texts of court decisions, case-law libraries, directories of law journals, and other resources for the legal profession. The American Medical Association has organized a database service for physicians that includes educational programs and information databases for diagnostic and treatment purposes. CompuServe, an "information utility," has 130,000 subscribers who access a variety of database services and have formed numerous special interest groups (SIGs) for the ex-
change of information on an informal basis. Two of the most active SIGs are the aviation and the medical interest groups, and continued growth is projected as more professional groups recognize the value of communicating through electronic bulletin boards and accessing electronic information of professional interest.

The development of asynchronous technology and the ASCII protocol encouraged the growth of networking. Remote users with relatively low cost terminals can access computer systems over conventional telephone lines, either through dedicated local cables, leased telephone circuits, or dial-up connections. "The asynchronous serial line offers the ordinary user a high degree of convenience and control in establishing inter-system connections—at low cost."3

The history of national networking begins with ARPANET (Advanced Research Projects Agency) which was developed in the late 1960s by the federal government for research purposes and interinstitutional sharing.4 From this early experimentation in remote computing came the development of "Value added networks" (VANs). Two of the earliest and best known VANs are TYMNET and TELENET. These networks allow public access to a variety of database services usually through dedicated local cables, leased telephone circuits, or dial-up connections. "The asynchronous serial line offers the ordinary user a high degree of convenience and control in establishing inter-system connections—at low cost."5

The central database host normally runs programs to allow the remote user many advantages. Network users, convinced of the usefulness of the sharing endeavor, elected to initiate a special interest group, the "Health Education Network Users Group," within the Association for the Development of Computer-Based Instructional Systems (ADICS). Through this organization the early users of the network fulfilled the immediate goal of preserving and enhancing inter-institutional sharing of CAI resources and technology as initiated in the Lister Hill Experimental Network. From that time to the present, health related computer-based educational materials from both OSU and MGH continue to be provided for use as primary and continuing health education for a variety of users including medical, nursing, dental and allied health schools, university affiliated and community hospitals, technical schools, research projects, national medical organizations, and individual professionals.5

The use of remotely accessed computer assisted instruction varies from institution to institution, ranging from a required part of a curriculum to an adjunct learning resource available in the health sciences library learning center. Many institutions make the materials available for remediation or advanced work, taking advantage of such special characteristics of CAI as individualized instruction, self-paced, flexibility of access, and immediate feedback.

In two recent research studies, the University of Michigan and the University of Oregon used patient simulation programs from OSU to help medical students develop skills in history taking and diagnosis. These materials, CASE (Computer Aided Simulation of the Clinical Encounter) and TAKEHX (History Taking) are part of a library of over 500 hours of computer assisted instruction available to national network users from the Ohio State University College of Medicine.

Networking educational materials from a central database offers the remote user many advantages. The network user is spared the cost of maintaining a computer system as well as the costs of developing and maintaining CAI programs. Also, the central database is responsible for updating the programs, although users frequently influence the revision of programs through their comments. Network users can share or have access to CBE materials not available at their local site, the user can sample the material without committing large financial resources for up-front purchase. The central database host normally provides troubleshooting support, but the relative ease of network access makes networking a user-friendly experience.

One of the greatest obstacles to the growth of networking has been the relatively high costs of telecommunications. When several hundred students access many hours of programming, the cost per institution for student access can reach into thousands of dollars.
Administrators have questioned the cost-effectiveness of such access, especially when compared to traditional learning resources or maintaining a system at their own site. There may also be academic resistance to the introduction of materials that do not quite fit into the curriculum and that end users have little control over.

Another initial obstacle to the acceptance of networking from a host mainframe was the unexpected down periods either at the host site or in the national network. Most systems today, however, have resolved technical problems of access and run very reliable and stable systems.

An additional problem for some users is the rate of transmission in a networked environment. Twelve-hundred baud or 120 characters per second is the maximum available via a dial-up network. In fact, 300 baud is a more common transmission speed and can be distracting to someone who is accustomed to instant screen displays.

Other barriers to growth have been a lack of appropriate courseware in many academic areas and a lack of incentives for courseware development. In addition, it has taken time for instructional design techniques for CAI to develop to the point where the power of the computer is used in a sophisticated fashion.

Microcomputers are changing how computer-based education is perceived by educators. Recently there has been a burst of activity in courseware development, and institutions are beginning to address some of the issues involved in faculty development of courseware, such as royalties, copyrights, and credit as a scholarly effort.

In the June 1984 issue of BYTE, several articles point to the growing utilization of microcomputers on college and university campuses. Networking is perceived as a delivery mechanism for "electronic mail, student bulletin board and information services, and electronic library catalogs as well as communication among faculty, students, and staff." Although national networking of educational materials is not described as part of the environment, the microcomputer can function as a terminal and, with proper communications equipment, can access national databases. Of course, payment for this access is the critical question, as well as system security when microcomputers with RS232 ports proliferate to every classroom and dormitory.

Microcomputers as stand-alone devices offer some of the advantages not currently available through networking: no down periods except for equipment failure; no telecommunication costs; availability of graphics; faster transmission speed; and possession of the CAI material. However, microcomputers continue to present problems as educational tools. Complex tutorial programs require several floppy disks for adequate storage. Screen size puts certain limits on design and graphics, and program exchange will require use of a mail service with the associated time delays and hazards. Student management reporting is logistically more cumbersome. Program exchange is further hampered by incompatibilities among microcomputer systems.

The future of sharing computer-based educational materials probably will rely on a combination of technologies that will include local and national networking. A possible scenario could include remote distributed processing whereby an end user thousands of miles away may dial up a host database via the network and request that a program or programs be downloaded to a hard disk for utilization on a local micro-computer. The telecommunications cost for downloading would be minimal when compared to on-line interaction time for students. Student responses could be uploaded to the host database and processed for management or revision purposes and then the resulting information could be downloaded to the remote user upon request. This combination of microcomputer and networking technology should create the broadest and richest learning experience, assuming that appropriate materials exist for sharing and incompatibilities between systems can be overcome.

The history of networking computer assisted instruction, especially in the health sciences, has been a continuous one since the early 1970s, and the value to end users has been established. However, the cost of developing computer assisted instruction and then maintaining a network are not trivial; the fact that relatively few networks were developed or remain operational is an indication of the difficulties involved.

National networks offer many advantages to the user, and the exchange of educational materials will continue to be valuable in the future. The challenges for educators wishing to share materials are to reduce the cost of telecommunications, develop materials appropriate to audiences in remote locations, to update those materials on a regular basis, and to overcome technical barriers presented by the incompatibility problem.

One educator has noted that "an environment that is densely populated with computers represents a new type of world." The challenge is to mold that new world in a positive way to achieve appropriate educational objectives.

REFERENCES
Faculty members have been using computers in bioeducation at Notre Dame for over 15 years. This results from our long-term philosophy that the wise use of computers can enhance all levels of education in the life sciences. Whenever possible we hire faculty who actively use computers in education or at least are receptive to considering their use.

The Biology Department has provided both computer hardware and software assistance to any faculty member who indicates a desire to explore how computers might enhance his or hers course. Sometimes this requires only the assignment of hardware. At other times the professor has no computing experience but does see how computers may help in part of a course. In such cases a graduate or undergraduate biology student with computing experience is assigned to work with the professor to produce a useful and reliable bioeducation computer module. Over the years the above philosophy and its resultant activity has raised the consciousness of the department toward educational computing. This in turn helped to create a need for a formal course in Computers In Biological Education (CIBE: pronounced as cyber!).

The purpose of this paper is to describe the course, its activities, what worked and what did not, and other related issues. Of special interest is the fact that the course has been taught in two modes and to a different clientele in each. I have taught it as a regular semester course to Notre Dame biology students and as a special, summer, one-week, intensive short-course to biology faculty from colleges and universities throughout the United States. I emphasize that this is not a course in Computers In Biology that centers on research. It does not consider biological research uses of computers at all. My Notre Dame colleagues offer three other courses on that topic.

**COMPUTERS IN BIOEDUCATION TODAY**

To appreciate more completely certain aspects of Notre Dame's CIBE course, we must consider the status of CIBE at both Notre Dame and the national level.2-5 Biology is like other fields in many ways. Some older faculty are intimidated by a device that they feel may replace them as a teacher instead of assisting them. There is a scarcity of pedagogically sound, biologically meaningful software. CIBE interest has greatly accelerated since the availability of microcomputers.

These and other factors have produced two extreme types of biologists interested in CIBE: those who already are familiar with computer systems and programming; and those who have no background in programming or even in computer use, but have a strong desire to investigate this device that promises to enhance education (and also is popular and prestigious!). In addition some bioeducators have available only one type of computer while others have a variety. Some may have access only to a campus mainframe computer, or to a stand-alone minicomputer, or perhaps only to microcomputers. But other biologists have all three types available. The CIBE course at Notre Dame must accommodate participants with different combinations of these traits.

**COURSE CONTENT**

The CIBE course covers the following topics:

1) A CIBE Overview. It presents basic concepts of computers, of bioeducation, and of both combined. The goals and history of CIBE are discussed as an overview of when, where, and how to use CIBE.

2) Computer Systems. Computer systems are presented as consisting of three parts, all essential: hardware, software, and people. Participants use some of the more than 50 CIBE programs available on various mainframe, mini- and micro-computers at Notre Dame to become familiar with the pros and cons of the different systems and of the CIBE modules.

3) Bioeducation. Since biology teachers at the college and university level are not required to have taken even one education course, many are unfamiliar with even basic education concepts (eg, Bloom's taxonomy). These are discussed with readings from books like Hoover's.6 Additional topics include bioeducation as a multistage decision process, educational strategies, evaluation of...
bioeducation modules, and the possible use (and misuse) of computers.

4) CIBE Module Case Studies. Participants become familiar with CIBE programs and projects available at Notre Dame to see in more detail how computers can be used in bioeducation. Different programs demonstrate combinations of information retrieval, data analysis, simulation, decision making, experimental control, course review, etc.

5) Creation of a CIBE Module. Each person in the course is asked to create one or more CIBE modules that are sophisticated both in their biological content and computer technology. The CONDUIT Author's Guide7 is used extensively to convey the rules and strategies of the design, development, style, packaging, and review of a CIBE module. Course participants choose a particular target course (e.g., Genetics, Parasitology) and consult with teachers about what part of the course might benefit from computer use. This has had the valuable by-product of subtly introducing many hesitant professors to CIBE, in both a meaningful and friendly way. CIBE creation is presented as a multistage decision process. That is, CIBE creation involves many stages and sub-stages, and decisions must be made at each of them (e.g., the interactive strategy, choice of models to use in a simulation). The important point is realized that such decisions made in the creation of a CIBE module determine whether it will be an educational success or failure.

6) Evaluation of a CIBE Module. We discuss criteria for the evaluation of a CIBE module. These cover biological, computer, and other aspects. Problems and disadvantages are considered, as are the difficulties of carrying out formal, meaningful, statistical analyses.

7) CIBE Day. The final meeting of the course is a day of celebration and demonstrations of student-produced CIBE modules. A schedule is widely distributed around the campus. Everyone is invited to attend the first public demonstration of the newly created CIBE modules. CIBE day has proven to be valuable to the participants because during the course it gives them an event and date on which to focus, and also lets them share their creations with others.

The diversity of CIBE modules created by course participants has been large. Examples include modules dealing with osmotic and ionic regulation, acid and base balance in animals, nerve function, the respiratory physiology of animals, a simulation of a ginseng population pest control by pathogens and pesticides, and tree identification using a microcomputer that also controls a videocassette.

THE CIBE COURSE IN THE REGULAR SEMESTER

Notre Dame students taking the course in the regular semester include biology or premedical undergraduates and biology graduate students. Some have a programming background, and some do not. They are told at the outset that the course will be demanding of their time, both for creativity and routine programming. To provide further motivation, students were asked to carry out a joint role. They (and I too) were to assume we were a team from BIOUND, a consulting firm for educational computing. Furthermore, we assumed that our team had been hired by Notre Dame's Biology Chairman to study and propose how computers could enhance bioeducation in specific courses in the department at Notre Dame and to create actual computer modules. This role playing proved very beneficial for several reasons. It motivated the students towards the goals of the course, but it also demanded that they take the initiative in many ways, e.g., in seeking out the professor in the course they chose, in offering suggestions to the professor on aspects like the best interactive strategy to use in the computer module. Furthermore, by giving each student the freedom to choose their own biology area, they would be working in an area they liked and in which they already had a background. This latter point is important for two reasons: time during the CIBE course to learn the biological subject matter was minimized; and the CIBE course provided a meaningful opportunity for each student to efficiently reinforce his grasp of the subject.

Additional motivation for students in the CIBE course was effected by their knowing on the first day of classes that almost all of their grade would be based on the value of the CIBE modules they created and demonstrated to their peers and professors. Like most of us, students are most concerned about peer evaluation. They also were told that their classmates as well as the professor would be formally evaluating their modules. All of the above resulted in a solid team approach because they knew they were not competing against each other. For example, at several critical stages in the creation of a course module, a student was required to present a module flowchart (not a program code flowchart) in class. Other students in the class frequently offered excellent suggestions to improve the module's interactive strategy. As another example, in the minutes before classes started, it was a common occurrence to see one student helping another with a programming problem.

Another positive motivating factor for students was the realization that creation of CIBE modules was a rare opportunity to contribute something to the educational system instead of being only a student recipient. The knowledge that future students in other courses at Notre Dame and elsewhere would be using
their CIBE modules was important to them.

The format of this three-credit course began as three lecture periods per week. Lectures covered two topics. The first presented the state of the art of CIBE at the national level, of computer systems, of concepts of bioeducation, etc. The second set of alternating lecture periods were devoted to the mechanics of actually creating a good CIBE module. They included presentations and discussions of flowcharting, computer graphics, and critiques of primitive CIBE modules which they had run.

By midsemester, attention focused completely on their own modules. Each student was required to create 4 or 5 "civilized" programs (including Help menu, user protection, user friendliness, and of course biologically valuable content). Formal lectures were replaced by individual weekly meetings between the professor and a student. The entire class met together about once per week or two to discuss common problems and suggestions. To help students budget their time, each had to create a schedule indicating on which day each task of the CIBE module creation process would be completed. The one invariant date was CIBE Day, the last day of classes on which the oral presentations of their CIBE modules would occur.

Each student was urged to finish one CIBE module completely as early as possible to obtain a realistic idea of the total time required for one module and thus for four or five.

CIBE Day, in which each student demonstrates his completed modules to his peers and professors, is always a day of amazement and pride. Everyone is amazed at the sophisticated and biologically meaningful modules, and each student is proud of his accomplishments, which now become part of his curriculum vitae and may provide that competitive edge in securing a good job.

THE CIBE COURSE IN ONE INTENSIVE WEEK

I have also offered the CIBE course as an intensive, week long, summer workshop for faculty from other colleges and universities. Such participants come highly motivated but with a diversity of computer backgrounds. Some have no experience at all. The week is intensive, but it is still only a week. Thus we ask participants to arrive at Notre Dame with ideas about how computers can be used in specific parts of the courses they teach. If they have had no programming experience, we send them a primer on the BASIC language and ask that they study it thoroughly.

The first morning is devoted to an overview of computers, computers in biology (including research), and more specific aspects of computers in bioeducation. The afternoon and evening involves their actual use and evaluation of several primitive and civilized CIBE programs. Those without programming experience are instructed in BASIC. Their assignments for the next day are to create a program flowchart of one of the available primitive programs, to suggest improvements to it, and to create a conceptual flowchart of their proposed CIBE module (each participant is urged to create and complete one CIBE module during the week). The second day and subsequent days (and nights!) involves their work at computer terminals, discussion of primitive versus civilized programs, oral presentations of their proposed CIBE modules, the CONDUIT Author's Guide, documentation, and fine tuning.

A general discussion of bioeducation and the role of CIBE in it is held whenever time allows, usually toward the end of the week. Some participants find these discussions to be valuable enough to justify the entire course. Why? Because as mentioned earlier, college and university professors are not required to take even one education course, and thus many have never stepped back to evaluate their teaching effectiveness in an organized way. In other words, before responsible teachers can truly decide to use computers in their courses, they must know what their goals are. Computers also seem to have played an analogous role in some areas of biological research.

For example, before the use of computers in plant and animal taxonomy, a researcher often would propose a phylogenetic tree based on some unexplainable procedure. Use of computers does not guarantee production of true phylogenetic trees, but it does demand that researchers adopt logical procedures and produce testable hypotheses.

While the CIBE course is constantly evolving, both students and faculty seem to come away highly motivated and pleased with their accomplishments. Several faculty participants expressed not only a more positive attitude towards CIBE but also towards biology teaching itself.
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SOLVING AN INSTRUCTIONAL PROBLEM WITH INTERACTIVE VIDEO

Mary Lou Mosley, Naomi O. Story, and Jim Walters

How can you teach respiratory therapy students to differentiate lung sounds when they auscultate the chest? They easily can learn to define the sounds and describe their characteristics. However, insuring that the students and the instructor hear the same sound is difficult when using traditional teaching methods. Providing enough review of the sounds and practice to meet varying individual needs also is hard and time-consuming. Some students can differentiate the sounds quickly, while others need a lot of review and practice.

An interactive videotape system appears to be the instructional method that best solves our problem. An interactive video system is a combination of videotape or disc, which provides much of the instruction, and a microcomputer, which accepts student input and controls the video. We are using an APPLE //e with a BCD Associates interac-
tive interface board and a Panasonic video cassette recorder and monitor. The interactivity of the computer is enhanced by the advantages of video such as motion, sound, close-up shots, and color.

Sound was the key factor that indicated to us that interactive video was better than just computer-assisted instruction. We had examples of lung sounds that... we could record onto the audio track of the videotape. We could then add visuals to reinforce the sounds and enhance learning. For example, the length of inhalation and exhalation is one way to identify lung sounds. While a lung sound is being played, lines representing inhalation and exhalation could be drawn.

An interactive video system also provides for highly individualized instruction keyed to specific objectives. We broke the lung sounds unit into four parts: characteristics (pitch, intensity, duration, continuity, and inhalation/exhalation), bronchial lung sounds, bronchovesicular lung sounds, and summary practice. The computer is programmed so that students have to master each part before moving on to the next. In addition, within each part, the computer will evaluate student input to determine if the student should have remediation or practice. The student also may select a review option. Thus, fast learners can proceed through the unit quickly, while slow ones are provided with remediation and additional practice based on skill deficiencies.

DESIGN CONSIDERATIONS

Designing an interactive video unit requires time, teamwork, and a combination of content, instructional design, computer, and video skills. Not only must the traditional content and instructional design decisions such as objectives, sequence, and instructional strategy be made, but also decisions unique to computers and video must be considered. These decisions include how much and what should be on the computer and on video as well as comparing the learning benefits versus time and programming costs.

Since we are producing the videotape for the lung sounds unit, we decide what content goes on the videotape and the most efficient sequence to limit access time. Access time is the time the computer searches for the beginning frame of a videotape segment. It is the primary limitation of an interactive videotape system, especially if commercially produced videotapes are used. The content for a skill may be scattered throughout a 30 minute tape. Not only would access time be long, but the video segments would be short and choppy. Previously faced with that situation, we put some of the content on the computer.

We have had to make several other decisions about the program design. We used an authoring language, SuperPILOT, rather than a programming language such as BASIC, or an authoring system such as Instructor (BCD Associates). SuperPILOT gave us more flexibility in designing the program than either BASIC or Instructor. We also had more options with SuperPILOT than with an authoring system, yet SuperPILOT was easier to use than BASIC.

Our other decisions concerned the degree of program sophistication. We wanted to use the interactive system as much as possible to individualize the unit for fast and slow students. But, we also weighed the learning benefits versus time and programming costs. For example, we had to decide how much branching and how many difficulty levels to include. We programmed the computer to send students who missed two items on one sound through a remediation loop. Remediation included a review of the content and additional examples on the videotape. Yet, we also gave students the option of reviewing a specific sound or a part of the lesson. They can return to the menu and type the letter by the sound they wish to review (eg, type A for ronchi or B for rales).

We also wanted to generate problems randomly with some safeguards against repeating sounds in a row. However, we discovered that programming was too difficult, and access time too long to justify the safeguards. Thus, students will identify two practice items for each sound, but the items for the same sound may follow each other if randomly generated in that order. We can still use random generation which means students will learn the sounds rather than learn a pattern from the way practice items were presented.

Although the time and effort to design and produce this interactive video unit have been great, differentiating lung sounds is an important skill. By using the interactive video method, students are practicing the skill they need—differentiating lung sounds—and we have provided for individualization, review, and monitored practice with corrective feedback. We hope to have this unit ready for students in late fall. The students will work on the unit until they master the skills. We will collect data on how much time they take, how well they do, where they make mistakes, and what kind they make. Then, we will revise the unit.
From month to month you can sense the increased enthusiasm for the use of microcomputers in many different phases of our lives. Fueled by the steady improvement in performance, improving prices, and extensive advertising from the vendors, the pressure is constant. Every week we see announcements of "new and improved" educational software that is claimed to have value in our area. Brochures arrive in the mail, ads appear in magazines, and our colleagues always return from meetings or visits to other institutions with descriptions of new software that is claimed to have great potential in our program.

The educator is always searching for better educational methodology, and it is obvious that the microcomputer has the potential for many valuable applications in various educational settings. However, the value of the microcomputer as an educational tool will be no better than the quality of the educational software that is used.

We could each develop our own educational software, but, because of the impressive number of hours required to develop one hour of well designed instructional material, that is probably not the best choice for many educators. It may be relatively simple to design an instructional module that presents some new material, but, as Arons pointed out so well, it requires considerably more investment of time to develop a module that is well designed to identify and deal with the more common stumbling blocks that students are likely to encounter with certain material. That type of instructional design is essential if we are to take full advantage of computer technology in education, but it does require a substantial time investment. Determining whether software in the marketplace has been designed to meet our needs and finding out how well it is working in other institutions would ease this burden and be more efficient.

**EVALUATION MECHANISMS**

So how do you tell which software is most appropriate for your application? Thorough evaluation of a large program is likely to require many hours of effort on the part of several faculty members. It is often difficult to get that extensive faculty commitment, and budget limitations may not permit the acquisition of all software that should be evaluated.

Some vendors will provide demonstration packages. Some of these are adequate for an evaluation if you have suitable resources (faculty time). Other vendors provide a "mini sample" that gives you a brief look at the program but not a chance to conduct a thorough evaluation. Other vendors will provide a "purchase on approval," which requires that you purchase the package but have the opportunity to return it for full refund within 30 or 60 days if it is not satisfactory. That obviously requires careful scheduling of the results that we gain from our evaluation and utilization of software. What we urgently need is a method to provide timely sharing of the results that we gain from our evaluation and utilization of software. Even when a serious attempt is made to evaluate an instructional package adequately, there will still be some residual uncertainty until the program has been used by students and other faculty. It would be very helpful if we could learn easily about the experience that other educators have had with that package.

**SHARING MECHANISMS**

The results of our experience in reviewing, testing, and finally using any software should be shared with our colleagues. Newsletters such as...
this one can provide a valuable vehicle for sharing information, but there is, or soon will be, more experience than any print format publication can handle. And a publisher would not care to publish the third, fourth, fifth, or hundredth report of experience with a particular set of software. Yet the experiences of our colleagues throughout the country and the world should be available for convenient and timely access and review by all educators.

Electronic networking should provide us with a solution to this dilemma. A large database including a description of all available educational software should be developed and maintained. That network should simultaneously provide a mechanism to summarize the experience that many educators have had with that particular package. The database should include the response to questions such as the following:

- How many schools are currently using the package?
- What type of students are using the package?
- How well is it meeting their needs?
- How many educators have discontinued use of the package?
- Why was use discontinued?

Current electronic technology can easily support this badly needed information exchange, but the technology will not do the job without appropriate organizational support. That support is essential to developing a suitable format and providing the close attention that will be required in order to keep the database well organized and current, which includes reminding all of us to provide our input at the proper time.

There are several organizations or institutions that have the potential to support this activity. One is The Association for the Development of Computer-based Instructional Systems (ADCIS), which has worked for years to facilitate the development and use of computer-based educational activities. With the emergence of the microcomputer as a major educational resource, ADCIS has focused increasing attention on this area.

**ADICS-NET**

Recently ADCIS arranged for the development of a database on CompuServe. The database will be included in the ADCIS-Net, which is now accessible on CompuServe. The format of the network and its database are currently under development. This network should become a major asset to all who are searching for computer-based educational material. The network should reach full operation in the next few months and will hopefully include a provision to share user experience with software.

In addition to the development of the database regarding instructional software, ADCIS has negotiated a special CompuServe rate that its members can receive if they apply by December 31, 1984. For more information regarding ADCIS-Net and the special rates, contact Ron Comer, president of ADCIS. His address is 076 Health Sciences Library, 376 W. 10th Ave., Columbus, OH 43210-1240.

When a network such as ADCIS-Net is in full operation, it will still be no better than the information that we enter. The network will be of some value if even a small number of educators make an ongoing commitment to provide input regarding their experience with educational software. The network will be of great value if a large number of educators are willing to provide periodic input of their experience.

Undoubtedly a few educators will provide periodic input, but the real potential of the system will be achieved only when the vast majority of educators who are using microcomputer-based educational software are willing to routinely update the network regarding their experience. If that does occur, we will all be able to examine the database and obtain valuable information that will enable us to make the best investment of time for our students and ourselves as well as gaining the best utilization of our fiscal resources.

**REFERENCES**
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COMPUTERS AND UNDERGRADUATE COMPARATIVE PHYSIOLOGY

William H. Heidcamp
Department of Biology, Gustavus Adolphus College, St. Peter, Minnesota

Beginning in 1976, Gustavus Adolphus College increased the academic use of computers in its curriculum. Assisted by an NSF grant, a Harris minicomputer was installed. The system has grown to include more than three dozen terminals and has become an integral part of our pedagogy. So successful is the college involvement that the machine became overworked, and pandemonium ensued when the system was “down.” This was particularly true for the biology program and its computer-assisted laboratories.

More recently the college invested in microcomputers, principally IBM PCs, and an occasional Apple, TRS-80, Commodore, or Compaq. A typical system has one or two double-sided disk drives, a Quadram Board with RAM Disk, color graphics card, and dot-matrix printer. Several are equipped with RGB monitors and Hayes Smartmodems. The latter allow terminal emulation for interaction with our Harris System and thus use of previously developed software.

The typical system (as described) can be installed for about $3000 using IBM PCs and depending on options. Less expensive configurations are available. The microcomputer can be placed on a mobile cart and made available during laboratory sessions. The modem brings the power of the minicomputer into the laboratory for the cost of a telephone outlet.

This article describes the use of microcomputers in an upper level undergraduate course in comparative physiology, required of all biology majors. Since the computers are mobile, they are used extensively for other purposes, but those applications would be the subject of another report. This report is for those contemplating incorporation of computers into their teaching of physiology.

COMPUTER USE

Computer-assisted education can usually be divided into drills and simulations. Drills make excellent use of student and faculty time by handling the redundant and laborious repetitive aspects of any course that requires continued practice, which may be enriched by the ability of the computer program to interact with the student. The drills are as good as the thought and preparation that goes into the design of the program, and several books are now available on this subject. 5,6,7

Simulations are becoming increasingly popular but are fraught with their own problems. The main objection is that one begins to substitute the machine for analysis and study of the actual living organism. 1,2 The advantage is eventual time saving for repetitive functions—the eventual is not insignificant, since initial use will most likely require more time than what you will end up saving.

Our own use of computers involves drill and simulation plus data analysis, interactive programs, and test generation. A key element in our approach is the joining of laboratory experience with the abilities of the computer. We are sensitive to the need for avoiding substitution of the computer for reality, but are excited about the use of the computer as an educational tool when coupled with the other tools available.

A CASE IN POINT

General Physiology at Gustavus Adolphus College involves an average of 70 students per semester divided into four laboratory sections. During a three-hour lab session, approximately 18 students are divided into teams of six each, and three separate exercises are undertaken simultaneously in the laboratory. For example, in the first week of lab, an exercise on osmotic regulation of mussels, thyroxin action on cellular respiration, and surgical removal of adrenal glands from rats are all performed. This places pressure on the instructor and assistants since there are three preparations during each session. Its advantage is that it allows maximum use of expensive equipment since one need not have all students working on one type of instrument (thus utilizing one physiograph instead of three).

A major difficulty with this approach has been the lack of time for interaction with each group when it comes to analyzing the data collected during lab. Here the microcomputer finds its niche.

As an example, we can refer to a “typical” experiment performed in physiology laboratories, the use of the Gilson Respirometer (or Warburg Apparatus). Anyone who has used this piece of equipment knows that it requires a significant amount of data manipulation in order to have a “take-home” lesson from the laboratory. In the past, this required many hours with paper, pencil, and slide rule—made somewhat easier.
with the introduction of programmable calculators. But, even then the laboratory write-up is usually done some days later, with little or no direct interaction with the instructor. When the results are submitted, there is frequently no opportunity to review the data acquisition process, and results are most often evaluated in terms of their general fit to some ideal criteria. This assumes the students performed the dozens of procedures flawlessly, a rather unusual event at best.

With a microcomputer (or nearby mini/mainframe terminal), things are different. Digital data is collected at ten-minute intervals from fourteen flasks, and it represents six duplicated experimental conditions plus a control. Each reading calls for individual corrections for background (thermobarometer) and subsequent analysis of trends for approximately 60-90 minutes (10 value sets). Of course, the computer can handle the data corrections in microseconds, but it can do so much more.

With the computer in the laboratory, data is entered as it is collected. Immediately, all corrections are applied, the data is presented graphically to the student (with linear regression), and, where appropriate, warnings can be flashed to pay attention to a given aspect of the data—a leak in the system, for example, would give a rapid increase in readings. The computer can be programmed to investigate "normal" errors and make immediate suggestions for assistance when they are detected.

More importantly, the data can be compiled and processed at once, while the exercise is still under way and while the students are together. Assistance from the instructor is then called for when it is needed. We now spend the major portion of lab time in performing an exercise and discussing the significance of the results—a tremendous improvement over previous years in which many students never understood what they had done during these lab sessions.

In other exercises, the students can be comforted (or alerted) by comparison of their data with that of other groups or to published data. On-line reference searches are a snap with a computer base, and comparison data is no further away than a few key strokes on the terminal. Glossaries and drills seeking to determine student understanding are also readily available, and the drills can be made interactive with little programming knowledge. With a little imagination, student results can be tabulated with class statistics for comparison.

We also make use of commercially available software. Enzyme kinetics is among the more popular (EN-ZKIN). CELLM is a fun package where the student becomes a cell membrane and must balance sugars and ions—if successful, you divide, if not, you die. Test item management programs make generation of exams and quizzes easier. We use microTIM® and highly recommend it.

Additional use of the computer for feedback is made through interactive grading programs. Each student is given a personalized summary of all grades as they are earned, along with class statistics. The student can then ask the computer questions of "what if?" or "what are my chances for?" It doesn't eliminate the need for personal discussions with the instructor, but it helps.

Finally, we have written our own programs (mainly in BASIC for ease of modification). These programs involve manipulation of data for glucose transport in intestine, poikilothermy, Q10 measurements, and photosynthesis, to name a few. Not all of our lab exercises make use of the computer, but it is becoming a small minority that do not. If one adds the use of the computer as a word processor (available to students), then most likely the computer is significant in all exercises from the student perspective. We have found it to be an excellent means of generating time for student/faculty interaction at a level not previously possible. The students are at ease with the computer and have come to expect the same treatment in other courses within the department. In the near future, it will be a rare course in biology at Gustavus Adolphus College that will not make extensive use of portable computers in the labs.

REFERENCES
INPUT/OUTPUT DESIGN FOR DIFFERENT EDUCATIONAL SETTINGS

Harold I. Modell
Virginia Mason Research Center, Seattle, Washington

Historically, use of the computer as a teaching tool has evoked a picture of an independent study setting. One visualizes a student or group of students gathered around a terminal located in a learning resource center or computer laboratory working with a program designed to be a tutorial (eg, a computer lesson) or a "laboratory" exercise (eg, a simulation).

The portability and graphics capabilities of the microcomputer along with advances in video technology (eg, the video projector) have made it feasible to consider the computer as an addition to the arsenal of visual aids used in the large lecture and the small group conference settings. In considering such a move, one's inclination is to transport software that has worked well in the independent study setting directly to the lecture hall or conference room. For example, a simulation used as a "laboratory" exercise for 1-3 students can now form the basis of a "laboratory demonstration" for a group of 15-25 students. In some cases, such a move can lead to disaster, not because use of the simulation in this manner is a bad practice, but because the input/output schemes designed for the independent study setting may not be ideal for the lecture or conference settings.

The purpose of this communication is to illustrate how criteria for input/output design may differ depending upon the setting in which the software will be used. A simula-
tion of oxygen and carbon dioxide transport in blood will serve as the focus for this discussion.

BACKGROUND

Mechanisms of oxygen and carbon dioxide transport in blood are reflected in the oxyhemoglobin and carbon dioxide dissociation curves. It is important for students to understand the following key points concerning these curves.

- The quantity of oxygen and carbon dioxide carried in the blood as dissolved gas is very small, and this small amount of dissolved gas along with the solubility characteristics of the gas give rise to the partial pressures of oxygen and carbon dioxide in the blood.

- The amount of oxygen carried as oxyhemoglobin reflects an equilibrium with the oxygen partial pressure. Similarly, the amount of carbon dioxide carried in the form of bicarbonate ions and carbamino compounds reflects an equilibrium with the carbon dioxide partial pressure.

- The shapes of the dissociation curves are different, and the shape of each curve has significant physiological implications.

- A number of factors influence each of the dissociation curves, and one of these factors is the amount of the other gas present in the blood.

For the past 9 years, we have made a simulation of the oxyhemoglobin and carbon dioxide dissociation curves available to allow students to study these relationships in an independent study setting. The model assumes that hemoglobin concentration is fixed and that the blood being studied is at a constant temperature. The inputs to the model are arterial oxygen and carbon dioxide partial pressures. The original version of the program was designed for 80-column, hard-copy terminals and provided a tabular output. The output consisted of a table with the student's input values, oxygen and carbon dioxide contents consistent with those values, percent oxyhemoglobin saturation, and pH of the blood (Fig. 1).

Change?

NORMAL AND ABNORMAL LUNG FUNCTION
PROGRAM 7 BLOOD
COPYRIGHT, AMERICAN THORACIC SOCIETY 1975

PO2 (TORR) 780
PCO2 (TORR) 740

BLOOD COMPOSITION AT PO2 = 780 TORR, PCO2 = 740 TORR
O2 CONT = 19.5 ML/100 ML
CO2 CONT = 47.8 ML/100 ML
PCT O2 SAT = 95.9
PH = 7.4

CHANGE?

FIGURE 1. Input/output scheme from the original version of an oxygen and carbon dioxide dissociation curve simulation. This version was intended for use in an independent study setting using a hard-copy terminal. In answer to the prompt "CHANGE?", the student can change the value for one or both input variables. MICROCOMPUTER OUTPUT IN AN INDEPENDENT STUDY SETTING

When microcomputers offering inexpensive graphics capabilities became available, the program was revised to take advantage of these capabilities. An example of the graphic portion of the revised output is shown in Figure 2.

The rationale behind our choice of a picture rather than a plot of the dissociation curves was based on the premise that a simulated laboratory exercise should provide "processed" data only when such processing is available on-line in the real laboratory setting. The experiment simulated by this program would generally require the investigator to equilibrate blood with different oxygen and carbon dioxide mixtures and then determine the resulting composition and pH. Hence, discrete data points would be obtained, and plotting the points would constitute an additional step. Should the student wish to take this additional step, appropriate axes are provided in the "laboratory" manual that accompanies the exercise.

Considerably more conceptual information relative to the points listed above is available to the student on the graphic output (Fig. 2) than on the original tabular output (Fig. 1). For example, the left panel makes the following points clear:

1) oxygen is carried as dissolved gas as well as being bound to hemoglobin;
2) the amount of dissolved gas is small, but it is this gas that gives rise to the partial pressure of oxygen;
3) the hemoglobin sites are "filled up" with oxygen until an equilibrium is reached between the partial pressure of oxygen and oxyhemoglobin binding sites;
4) the hemoglobin sites can be completely "filled", that is, oxyhemoglobin can be 100% saturated.
The right panel of Figure 2 provides a similar picture depicting the relationships for carbon dioxide. However, in this panel, it is clear that, unlike the relationship between oxygen and the hemoglobin sites, the combined carbon dioxide pool does not become "filled up" in the physiologic range.

Although the graphic output provides a more complete conceptual picture than the original tabular output, the tabular output provided an opportunity for the student to compare the composition of a number of blood samples equilibrated with different gas mixtures. All that was necessary was to review what had already appeared on the paper. Of course, the student could always copy what appeared on the graphics screen onto a piece of paper, but it would be far more convenient if a data comparison capability was incorporated into the program. Thus, a second output mode is provided in the microcomputer revision.

After the graphic output is completed, the student has the option of saving the data (up to four experiments) and comparing data from previous experiments to the current values. An example of this portion of the output is shown in Figure 3.

The independent study setting raises another issue with respect to the input/output scheme chosen. Input values must be checked to ensure that they are reasonable, both mathematically and physiologically. The form and format of error messages must be considered. Ideally, error messages should be of a form and format that will provide an additional learning experience for the student.

USE IN THE LECTURE HALL

Using this simulation as part of a lecture on oxygen and carbon dioxide transport may prove very useful. However, use of the program in this setting may require a different set of criteria for input and output. If the lecture is presented to a large group (75 or more students), it is unlikely that the students will participate in choosing input values. Hence, there should be no need for the input checking/error message routines that were essential in the independent study setting. The process of choosing variables or entering values should be streamlined, however, to minimize typing errors that result in messages that focus attention on the technology (e.g., RE-ENTER, SYNTAX ERROR) and distract students from the message of the lecture.

What about the output? The graphic shown in Figure 2 may be very helpful as a lecture aid. However, it is not necessary to have the computer in the lecture hall to show this static picture! It would be considerably easier logistically to dump the output to a printer and make one or more slides for the presentation. On the other hand, if the input/output scheme was modified so that a succession of frames showing the transition from one gas mixture to another was used, an additional dimension would be added to the teaching aid.

Another possible modification that might prove useful in the lecture hall is to have the program plot the oxyhemoglobin or carbon dioxide dissociation curves. Before using this scheme, however, it is necessary to ask whether, in the context of the specific presentation, the in-class computer display will serve as a better teaching aid than a slide of the dissociation curves. If the presentation focuses only on the entire curves, the slide would most likely be the visual aid of choice. If, on the other hand, the narrative approaches the curves by focusing on blood as it equilibrates with various gas mixtures, the computer program offers an advantage.

Figure 4 shows the output from a modification of the program designed with a lecture setting in mind. In
FIGURE 3. Tabular output for microcomputer revision that allows the student to compare data from up to four experiments. Units for each value are presented in the graphic portion of the output and are therefore not repeated in the table.

this version, hemoglobin concentration and the partial pressure of carbon dioxide in the blood are entered, and the program plots an oxygen dissociation curve. Students see the curve as it develops, and the plotting process can be stopped at any time to focus attention on specific aspects of the oxygen–hemoglobin relationship.

This particular output scheme also allows plotting multiple curves on the same axes. Thus the effects of changing carbon dioxide tension and hemoglobin concentration can be developed step by step on the same visual aid.

Another display mode that can be effective in a lecture setting involves using two graphics screens. Different conditions are plotted on the same axes on the two screens, and the lecturer can switch rapidly between the two screens to point out similarities and differences. This technique may be more effective than plotting two curves on the same screen (Fig. 4C, D). In this program, for example, input values for each curve are retained with the curve, and the notion of the curve “shifting” (eg, with changing carbon dioxide tension) may be presented more dramatically.

Tabular output, an essential component in the independent study setting, would not be necessary in the lecture setting because, in this case, the data plots can be used for comparing two conditions. In some cases, presentation of data in a tabular format may be unacceptable in the lecture hall. Tabular data on multiple TV monitors is often too small to read from all locations within the room, and many video projectors do not have the resolution necessary to provide clear images of densely packed letters or numbers on the screen.

SMALL GROUP CONFERENCES

The small group conference (5–30 students) offers considerably more latitude than the large lecture setting. The instructor can approach this experience in a variety of ways ranging from a demonstration with no student interaction to a workshop that can involve the students almost as much as the independent study setting. The criteria chosen for input/output design for this setting may differ depending on how much student interaction is anticipated.

If the session is to be a pure demonstration with no student interaction, the input/output scheme must be essentially the same as that chosen for the large lecture setting. If, on the other hand, the workshop approach is taken, the instructor and students are working as a team, and a variety of possibilities exist.

The program designed for the independent study setting may work very well in this environment. As the workshop leader, the instructor plays the role of a knowledgeable peer providing some direction for the experimental procedure to be followed. In this role, he or she may ask students for input values and rely on the program to display error messages for physiologically unsound values. Maintaining the error messages in the program provides the student with a more dramatic feedback mechanism than the instructor’s rejecting the input value, and it enhances the instructor’s role as a peer.

Although the output from the independent study version may be adequate for the workshop environment, an expanded output scheme may prove more useful. The philosophy governing design of the independent study output was based on the premise that the program simulate a laboratory setting. It assumed that sufficient time would be available to gather, process, and interpret data. The class time allotted to the conference session may not provide...
FIGURE 4. Graphic output of the oxygen dissociation curve from the same simulation used to generate the outputs shown in Figures 1-3. This output was designed for use in a lecture setting. In this version, the input variables are hemoglobin concentration (assumed constant in the other versions) and the partial pressure of carbon dioxide. (Panel A) Curve plotting was interrupted to focus attention on the steep portion of the curve. (Panel B) Curve plotting was allowed to continue so that the entire curve is presented. (Panel C) Two curves are presented on the same axis to illustrate the influence of carbon dioxide on the position of the dissociation curve. (Panel D) Two curves are presented on the same axis to illustrate the effects of changing hemoglobin concentration.

If the “experiment” is to be completed within time allotted to the workshop, it may be helpful to incorporate the possibility of plotting the dissociation curves (eg, as in Fig. 4) as a second output option. The purpose of this portion of the output would be different than that at the lecture hall. In the lecture, plotting the curve served as the primary conceptual aid. In this setting, its purpose may be more of a review/integration aid. For example, one way to approach the session may be to examine a number of blood samples equilibrated with different gas mixtures. The output for this step would be the pictorial format (Fig. 2). Discussion of the results of each equilibration and comparison of each equilibration with prior samples using the tabular output (Fig. 3) would accompany this phase. The plot...
fore or during class, and it would give the student review material that he could relate to an active learning experience.

FINAL COMMENT

In this article I have tried to draw attention to some of the factors that should be considered when establishing input/output criteria for various educational settings. In doing so, I have used one example, that of a physiological simulation, with different possibilities for input and output formats. Many other types of programs may prove useful in each of the settings discussed. Levine’s use of the computer as a sophisticated slide projector in the lecture hall is but one example. However, regardless of the specific program used, common questions must be considered. For example:

- Is the technology available to me that will allow the computer output to be seen clearly by all students in the lecture hall/conference room?
- Will using the computer make my message clearer than a series of slides, a videotape or some other type of presentation that requires less technology in the classroom?

Considering these and similar questions will aid in input/output design that will not only enhance the presentation, but will also make the computer accepted by students in the classroom as an asset to learning rather than another gimmick to amuse the instructor.

WHERE’S THE SOFTWARE?

The degree of success achieved when computers are used in any teaching effort depends heavily on the quality of the software chosen. With respect to software availability, two options are open to the educator: either write programs to fill specific needs or find high-quality programs written by others. Writing one’s own software is a time-consuming process and one that may not reap the academic recognition that could be attained by using the same time for other endeavors. Hence, in many instances, it is preferable to use software written by other educators. However, it is most difficult to identify sources of quality software focused in a specific area. To aid in this quest, we have compiled the following list of life science software sources and programs or program areas available.

In the future, we would like to publish updates to this list, but to accomplish this we need your help. If you have found specific software helpful in your teaching efforts, and it does not appear on our list, please let us know about the program(s) and the supplier. Send pertinent information to Dr. Harold Modell, Virginia Mason Research Center, 1000 Seneca Street, Seattle, WA 98101.

BIOBUND
Professor Theodore J. Crovello
Department of Biology
The University of Notre Dame
Notre Dame, IN 46556
(219) 239-7031
ABBAL, BIOHISTORY, BIOQUEST, CELLYOL CONTROL, DIA Nose, ESSIM, FIND, IDN .PLE, MOM, PHYSLAB, RA1S, SQUID AXON

BIOlearning Systems Inc.
Suite 2735
420 Lexington Avenue
New York, NY
(212) 687-8061
CARBOHYDRATES, LIFE FUNCTIONS, LIPIDS, NUCLEIC ACIDS, PROTEINS, TEST DS’KS

Cambridge Development Lab
100 Fifth Avenue
Waltham, MA 02154
(617) 890-8076
GENETICS, CELLULAR REP, MICROBE (demo disk), TEMP, DAISY

Classroom Consortia Media
28 Bay Street
Staten Island, NY 10301
In New York: (800) 522-2210
Outside New York: (800) 237-1113
LEAF, PHOTOSYNTHESIS AND LIGHT ENERGY, CELL GROWTH AND MITOSIS

REFERENCES
CONDUIT
M310 Oakdale Hall
The University of Iowa
PO Box C
Oakdale, IA 52319
(319) 353-5789

Professor H. Herbert Edwards
Department of Biology
Western Illinois University
Macomb, IL 61455
PHOTOSYNTHESIS

BAFFLES, CATGENE,
CATLAB, COEXIST, COMPETITION,
COMPUTERS IN BIOLOGY CURRICULUM,
DISCOVERY LEARNING IN TRIGONOMETRY,
ECOLOGICAL MODELING, EVOLVE,
FAMID, LIFE TABLES, LINKOVER,
MOLECULAR MOTION AND DIFFUSION,
OMSOTIC PRESSURE, PREDATION,
PREDATOR FUNCTIONAL RESPONSE,
SURFACES FOR MULTIVARIABLE
CALCULUS, TRIBBLES (Plus additional programs in chemistry,
math, humanities, etc.)

Clyde Dawson
Department of Biology
The University of Notre Dame
Notre Dame, IN 46556
SIMPLE MEIOSIS

DEE, Diversified Education Enterprises, Inc.
725 Main Street
Lafayette, IN 47901
(317) 742-2690
BALANCE, PLANET, MOTHS,
OSMO, ENZYME, MONOCROS,
DICROSS, POLLUTE, DILUTE,
CLASSIFY, NICHE, POPGRO,
MANRY, DNAGEN, FLYGON,
PGEN

Professor John Jungck
Department of Biology
Beloit College
Beloit, WI 53511
PROTEIN MASTERMIND

Microcomputer Workshops
225 Westchester Avenue
Port Chester, NY 10573
(914) 937-5440

Genetics (Highschool, $24.95),
English and French
ACHIEVEMENTS, SOLVING
QUADRATIC EQUATIONS

Dr. Harold Modell
Virginia Mason Research Center
1000 Seneca Street
Seattle, WA 98101
RESPIRATORY PHYSIOLOGY
PROGRAMS

Oakleaf Systems
PO Box 472
Decorah, IA 52101

ALGAL GROWTH, AQUATIC
ECOLOGY, ECOLOGICAL
ANALYSIS, EVOLUTION,
KEY-STAT

Professor James E. Randall
609 South Jordan Avenue
Bloomington, IN 47401

PHYSIOLOGICAL SIMULATIONS

SUMIT Courseware Project

Professor James Spain
Department of Biology
Michigan Technological University
Houghton, MI 49931

ENZYME, FOREST SUCCESSION,
ISLAND BIOGEOGRAPHY,
PHOTOSYNTHESIS
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USING COMPUTER-ASSISTED INSTRUCTION IN THE EDUCATION OF HEALTH CARE PROFESSIONALS:
WHAT THE DEAN NEEDS TO KNOW

Donna E. Larson

When the educator of health care professionals attempts to encourage the purchase, development, and use of computer-assisted instruction (CAI) in the curriculum, the dean of that program may voice some very real concerns about the credibility and advisability of the newly proposed instructional strategy. It is well for the proposing educator to be prepared to put the best case forward in support of using computer-assisted instruction to improve the education of his/her students. This article summarizes the advantages of using computer-assisted instruction for selected aspects of the education of health care professionals.

Computer-assisted instruction is particularly well suited to the edu-
cation of health care professionals for several reasons:

1) Effective, efficient instructional methodology. Research on computer-assisted instruction in higher education in general and specifically in health professional education has demonstrated repeatedly that, when compared to the more traditional teaching strategies (eg, classroom lecture, discussion, role-playing, lab), students learn just as well with computer-assisted instruction, but in one-third to one-half the amount of time.1-6,8-10 This is certainly a finding with major implications, especially when one considers the rate at which the knowledge base of the health professions is growing.

2) Equalizes learning opportunities. Because of such variables as the changing nature of patient populations, the sometimes transient educational contracts with clinical agencies, and student clinical rotation scheduling problems, many clinical experiences are not consistently available to all students. Computer simulations are one way in which variable clinical learning opportunities can be better equalized among students. For example, even if real life maternity clinical experiences are in short supply, at least all students could be provided the opportunity to practice planning and managing the care for computer-simulated maternity patients. Additionally, computer simulations can provide students with rare learning opportunities. For example, even though a particular geographic location may have a very small black population, students could still be provided with the opportunity, through the use of computer simulations, to plan and manage various aspects of the care of patients experiencing sickle cell crisis.

3) Provides repeated practice opportunities. Computer-assisted instruction allows students to have repeated trials prior to implementation of care for actual patients. Students can learn using computer simulations and then apply what they have learned while caring for actual patients.

4) Safe. One of the primary advantages for computer-assisted instruction in clinical health care professional education is that it allows students to make their errors in a safe environment. A computer will not become gravely ill because of an erroneous medication dosage calculation or poor clinical decision making. Obviously, this is not the case with actual patients.

5) Promotes creative problem-solving and manipulation of variables. The computer can open up the world of "what if's" to student learning. Because no harm will come to actual patients, the student is free to explore many alternatives in solving patient care problems. The student is able to experiment actively with many different hypotheses. The student can also purposely make errors in order to validate his/her own abilities to problem-solve and remedy a rapidly deteriorating patient situation. Due to faculty concerns for patient safety, students are not usually allowed to engage in this active experimentation in clinical settings. Because of the faculty's own setting of limits, our students' creative problem-solving may be thwarted. Through the use of computer simulations, students could be encouraged to practice creative thinking and problem-solving.

6) Provides a private learning environment. Computers can provide a nonthreatening environment for student learning. Computer-assisted instruction allows students to make their learning errors in private, without fear of ridicule from peers or of making a bad impression on faculty. The provision of this kind of private learning environment is especially important for the student who may be a slower learner or speak English as a second language.

7) Freedom from repetitive teaching. Computer-assisted instruction can free the instructor from the lower level, repetitive aspects of teaching, so that more time can be devoted to higher level teaching activities, such as assisting students to apply theoretical knowledge to actual patient care situations. The education of health care professionals is costly, to a great degree because the education is labor intensive—small groups of students clinically taught by highly specialized health care professional faculty (physicians, nurses, dentists, pharmacists, respiratory therapists, physical therapists, dieticians, medical technologists, etc.). CAI can assist in making better use of scarce and expensive faculty by augmenting small group instruction, taking care of the more mundane and repetitive aspects of teaching, and generally allowing faculty to be more available for teaching, evaluating, and role-modeling for higher level clinical practice (such as application of clinical decision-making skills, research, administration, and so on).

8) Cost-effective. There have been few attempts to determine the actual cost of computer-assisted instruction in the education of health care professionals. However, this author's own research on the effectiveness, efficiency, and cost of computer-assisted instruction in psychomotor skill development for nursing students demonstrated that CAI was, indeed, cost-effective.7 Specifically, when CAI was compared to conventional skills laboratory instruction for teaching a basic nursing psychomotor skill (calculating and regulating intravenous flow rates), the cost per computer learner was $2.94 compared to $21.78 per hour laboratory learner. The difference in cost was due mainly to the decreased amount of faculty time and expendable materials required when computer-assisted instruction was used. Interestingly, there were no
significant differences in the effectiveness, transfer, or retention of learning with either of the methodologies. The $1.94 versus $2.17 comparative costs might be deceptive, however, because the setting already had the requisite microcomputer hardware and software. If it were necessary to purchase the hardware and software, if the costs were amortized over three years, and if the special costs incurred due to research conditions were removed, then it was projected that the cost per computer learner would be $1.44, compared to $2.01 per laboratory learner.

9) Accessibility of instruction. Computer-assisted instruction can be accessible to the student virtually 24 hours a day, seven days a week—at least as long as the computer or microcomputer laboratory is open on campus. Moreover, because many health care professional students already have their own personal microcomputers, students can easily access CAI whenever their schedules and energies permit, by simply having their computers at homes communicate, via modem, with computers on campus.

10) Provides students with immediate feedback. If student answers or decisions are erroneous, most computer-assisted instruction programs will provide the student with specific, shaped, and immediate feedback, help, and remediation.

Therefore, students don't waste their time learning behaviors that must later be unlearned and corrected.

In summary, when one looks at both the previous research on the effectiveness, efficiency, and cost as well as the other advantages of using computer-assisted instruction in the education of student health care professionals, one can build a strong case for the adoption of this methodology for selected applications. In these days of limited and shrinking financial and faculty resources, coupled with the ever-expanding knowledge base required for all health care professionals, it seems sensible to use an instructional methodology that has been proven effective, efficient, and less costly—computer-assisted instruction.
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COMPUTER PROLIFERATION: AN EXPERIENCE TO SHARE

Patricia Tymchyshyn
Statewide Nursing Program, The Consortium of the California State University, Long Beach, California

Nurses around the world are sharing ways in which computers and information science can help their profession adapt to a technocratic society. Two significant undertakings directed at formal support of these efforts are a working group established under the International Medical Informatics Association (IMIA), and an international nursing symposium planned for 1985 in Canada. Their ultimate goal is establishment of an International Nursing Informatics Association. There is also a strong commitment toward encouraging IMIA countries just beginning their computer explorations, and promoting publication of develop-
ment efforts and network building. Nursing informatics is broad in scope, encompassing the use of computers and information science to provide and improve patient care, develop educational courseware, assist with administrative tasks, and support research.

As an individual, my contributions are in the exchange of information and ideas about the use of computers in a nursing education setting. I am keenly interested in feedback about how our experiences and products may be of use to others.

NURSING PROGRAM OVERVIEW

Before proceeding with a description of computer applications, a brief overview of our instructional program in California may be of assistance to the audience. The Statewide Nursing Program (SNP) has offered a BS degree in Nursing since the spring of 1981. It is one of ten academic degree programs presented by the Consortium of the California State University to meet the needs of students who, because of employment, family, or geographic constraints, cannot enroll in traditional campus baccalaureate programs. Instruction is offered in the afternoon and evening, as well as on the weekend, in classrooms in or close to clinical facilities. Lectures, discussions, and seminars have been the main modes of teaching.

With a major grant from the Kellogg Foundation, however the entire degree program is being converted to a learner-centered format that uses print, video, and computer media, ie, workbooks, videotapes, computer-assisted instruction (CAI), and interactive videodisc lessons. There are 19 courses with 53 workbooks and approximately 24 videotapes and computer lessons under development. This is a team effort; instructional designers, subject matter experts work together in developing content and learning activities for workbooks. Xerox 820 II and Osborne microcomputers utilize the Wordstar software program to replace pencil and typewriter in the process of text production. A modem and "move-it" software make the two micros compatible for word processing of text. Thus a designer or word processor can work away from the central office on a portable Osborne. The disc can be mailed in or transferred over phone lines.

Telecommunication also enables sophisticated fonts to be added to workbook text. The text, contained on a Xerox 820 floppy disc is transferred through a 1200-baud modem to another floppy disc contained in a varityper computerized printer. The varityper inserts titles and headings according to coded instructions, resulting in camera-ready copy for printing.

Computers aid in producing titles and headings for videotapes, also. A character generator computer inserts titles, credits, and text at any point within the tape. Still another computer, the Z6000, assists the videotape editor in making cuts and dissolves. Thus hours of videotaped sequences are smoothly and accurately edited into a final product, which may be no longer than 15 minutes in length.

CAI is, of course, the largest computer application area. The basic components consist of four IBM PCs and an IBM XT, each with Mitsu- bishi RGB monitors; Okidata dot matrix printers (300 cps), graphic digitizer pads, and software; an Apple IIe; one Micro PLATO terminal; and a Hayes modem with subscriptions to CompuServe and Dialo-g databases and bulletin boards. NCI Pascal was the programming system selected because of its transportability, storage capacity, and quick response time. There are three programmers, two computer specialists, a graphic artist, a content specialist, and an instructional designer who heads the group. Some had previous experience with PLATO and Apple projects, but none had worked with NCI Pascal or IBM PCs. For a few months everyone was learning on the job. Now the team is well organized and has produced a test authoring system, computer literacy lessons, a clinical simulation, and a remediation package. The pervasive instructional designs are simulation and problem solving inquiry modes. Because gaming is popular with learners, self-assessment quizzes have been adapted to run on a crossword puzzle format. The team is committed to incorporate as much as the computer's capabilities as possible into lesson designs. This includes complex branching and judging routines, computations, data storage and retrieval functions, as well as experimentation with color and music for feedback.

Administration and Delivery Computerization

Evaluation and record keeping tasks are computerized through an electronic mail service linking the 1000 miles that span the 19 California State campuses. dBASE II and ABStat software assist in processing class enrollment and questionnaire...
analysis. In addition, an IBM XT, containing a 10-megabyte hard disc, has proved invaluable for processing budget information and developing job rate cards for each of our product areas, ie, workbook, videotapes, and computer lessons.

On the program delivery side, learning centers situated in clinical facilities within the 19 California State regional campus areas are equipped with IBM PCs, videotape players, video cameras, and monitors. A liaison from the development team visits each center and orients instructors to the hardware.

CLOSING REMARKS

The rapid evolution of computers is both exciting and frustrating. On the one hand, it's exciting to be on the cutting edge of development, experimenting with telecommunication and CAI designs. On the other hand, as soon as a new piece of software or hardware is purchased, it's either obsolete or in need of immediate upgrading. By the end of 1985 we will have completed development of all products; just in time to begin again with revisions. Technology is not for the faint of heart.
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<table>
<thead>
<tr>
<th>Term</th>
<th>Page Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>anatomy</td>
<td>5:36</td>
</tr>
<tr>
<td>auscultation</td>
<td>7:49</td>
</tr>
<tr>
<td>axon, simulation of</td>
<td>1:5</td>
</tr>
<tr>
<td>Barr L, 3:19--22</td>
<td></td>
</tr>
<tr>
<td>basic science, computer simulations and</td>
<td>2:14</td>
</tr>
<tr>
<td>biological systems, simulation of</td>
<td>2:11--14</td>
</tr>
<tr>
<td>biology</td>
<td>6:44</td>
</tr>
<tr>
<td>Blanchard MC, 2:14</td>
<td></td>
</tr>
<tr>
<td>Blumhardt R, 4:29--32</td>
<td></td>
</tr>
<tr>
<td>Bruback JD, 6:41--43</td>
<td></td>
</tr>
<tr>
<td>carbon dioxide transport</td>
<td>8:58</td>
</tr>
<tr>
<td>cardiovascular simulations, 1:5</td>
<td></td>
</tr>
<tr>
<td>classroom use of computers, 1:1--3</td>
<td></td>
</tr>
<tr>
<td>clinical simulations, 2:14</td>
<td></td>
</tr>
<tr>
<td>Coleman TC, 2:11--14</td>
<td></td>
</tr>
<tr>
<td>Comer RC, 5:37</td>
<td></td>
</tr>
<tr>
<td>computer lesson, structure of, 1:6</td>
<td></td>
</tr>
<tr>
<td>conferences, teaching in, 1:4, 8:60</td>
<td></td>
</tr>
<tr>
<td>cost-effectiveness of CAI, 9:66</td>
<td></td>
</tr>
<tr>
<td>Crovello TJ, 6:44--46</td>
<td></td>
</tr>
<tr>
<td>data acquisition, 3:19, 7:54</td>
<td></td>
</tr>
<tr>
<td>database services, 6:42</td>
<td></td>
</tr>
<tr>
<td>diagnosis, simulated, 2:15</td>
<td></td>
</tr>
<tr>
<td>discrete Fourier transform, 4:30</td>
<td></td>
</tr>
<tr>
<td>drills, 7:54</td>
<td></td>
</tr>
<tr>
<td>Electrohome projection monitor, 3:18</td>
<td></td>
</tr>
<tr>
<td>exams, 5:39</td>
<td></td>
</tr>
<tr>
<td>graphics</td>
<td></td>
</tr>
<tr>
<td>dissociation curves and, 8:58</td>
<td></td>
</tr>
<tr>
<td>in radiology, 4:30</td>
<td></td>
</tr>
<tr>
<td>slides and, 5:33</td>
<td></td>
</tr>
<tr>
<td>hardware, for physiology lab, 3:20</td>
<td></td>
</tr>
<tr>
<td>health care, 9:65</td>
<td></td>
</tr>
<tr>
<td>Heidcrmp WH, 7:54</td>
<td></td>
</tr>
<tr>
<td>Hodgkin–Huxley squid axon simulation, 1:5</td>
<td></td>
</tr>
<tr>
<td>immunology, 5:39</td>
<td></td>
</tr>
<tr>
<td>input-output design, 8:57</td>
<td></td>
</tr>
<tr>
<td>interactive video system, 7:49</td>
<td></td>
</tr>
<tr>
<td>laboratory, data acquisition in, 3:19</td>
<td></td>
</tr>
<tr>
<td>magnetic resonance imaging, 4:29</td>
<td></td>
</tr>
<tr>
<td>mathematical models, 2:13</td>
<td></td>
</tr>
<tr>
<td>Meinke WJ, 5:39</td>
<td></td>
</tr>
<tr>
<td>Michael JA, 1:6</td>
<td></td>
</tr>
<tr>
<td>Microbiology–Immunology Test Item bank,</td>
<td></td>
</tr>
<tr>
<td>5:39</td>
<td></td>
</tr>
<tr>
<td>Mikiten TM, 2:9--11</td>
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TOOLS FOR CREATING LESSONS ON A COMPUTER

Stephen N. Graham
Office of Instructional Computing, University of Washington, Seattle, Washington

The computer can be used in a variety of ways to support life science education. One of the most promising lines is the creation of "courseware," software that teaches the student directly about some aspect of the curriculum. Courseware takes a variety of forms, from graphical simulation of biological phenomena to tutorial instruction on nomenclature or patient simulations.

Courseware can either be purchased from outside vendors or written to your direct specifications. When we first encounter computer courseware, we are often not very impressed by its quality. There is a great temptation to say, "I could write something better than that!" With the variety of authoring methods that are available today, it probably is true that you can write good courseware, no matter what your level of programming experience. Lack of programming background can often be compensated for by the purchase of software that supports the user and takes care of many of the details that otherwise would be time-consuming and frustrating.

The key to creating good courseware is developing a clear idea of what you want to do and then acquiring the correct tools and resources to accomplish what you need. This article will not address the conceptual problems, but will be concerned with the kinds of tools that are available today. We will identify three different types of tools and contrast their capabilities.

The discussion will be fairly abstract, and we will not evaluate par-
ticular software packages, but rather identify the kinds of capabilities that have been important to courseware developers in the past. Specific software products in the marketplace change so rapidly that productivity evaluations are almost always obsolete before they are printed. Nevertheless, we have cited several such evaluations, and the user can certainly find more. The high rate of change should encourage each of you to evaluate your own situation and the resources available to you before making a decision.

AUTHORING SOFTWARE FUNCTIONS

There are several different software functions that have been important in the creation of courseware, but the relative importance of each one will vary from application to application. Authoring methods support these functions to various degrees, so the selection of an authoring method depends largely on which functions are important to you and which functions the various methods can provide. You need to evaluate your own situation and the resources available to you before making a decision. A common procedure. Others require a fixed set of questions for each student.

Related to this function is the analysis of answers. Authoring methods vary in their ability to analyze the answers that the student supplies. Some can accept only simple numerical or alphabetical answers, while others will perform complex analytical operations, allowing several different aspects of the answer to be analyzed separately. Some will allow alternate spellings of answers or permit text to be searched for specific key words or phrases.

Authoring methods also differ in their ability to vary the lesson by taking different paths in response to the student's answer. Some languages supply elaborate branching capabilities, while others force each student to follow the same path through the lesson, more or less regardless of their capability. Branching capabilities allow the author to create more complex lessons with more options for the student.

Another important function is student record-keeping. Methods vary in their ability to keep records of a student's performance. Some methods do almost no record-keeping, limiting themselves to informing the student about right or wrong answers. Some provide elaborate scoring systems that will keep track of all right and wrong answers and present an overall score at the end of the lesson. Others make a record of each student's response to each question and permit elaborate analysis of wrong answers after the lessons have been completed. This aids instructors in identifying typical error patterns and providing remedial instruction to correct them.

Finally, there is the matter of special input/output (I/O) devices. Some lessons require particular video or audio input that is not available from standard computer 1/O devices. For example, some authoring methods will drive video disk or tape players, while others will not. Some will permit the user to attach audio devices, high resolution graphics screens, color monitors, touch screens, etc., while others have a strictly limited range as to the devices they will drive.

All of the above considerations are important in the selection of an authoring language. The most important thing is to be clear in your own mind about what sort of lesson you are actually planning to write. This will help you to define the kinds of functions that will be important to you, and this in turn will lead to a good set of criteria for the selection of an authoring method.

Choices about authoring methods depend partly on your own programming ability and partly on your need for the particular functions described above. There are three major categories of authoring methods that you may use to construct courseware. You may use 1) an authoring system, 2) an authoring language, or 3) a general-purpose programming language.

Authoring systems are the simplest to use and require the least programming background of any of the above approaches. They also produce courseware more quickly. Authoring languages require somewhat more programming skill, and programming languages require even more background. These last two methods require more programming time per lesson and are also more difficult to learn.

On the other hand, authoring systems typically allow the author less flexibility in the creation of courseware. The product is more structured in advance, and the author cannot be as creative in the programming of the computer. The authoring languages and programming languages are more flexible and are usually required if the author wants to do something that is technically or structurally innovative.
AUTHORING SYSTEMS

An authoring system consists of a set of menus that direct you through each step of setting up a lesson. Authoring systems may run on either mainframe computers or micros, but they are usually easy to use and provide a lot of coaching in preparing lesson plans, outlining a course, setting up screens, preparing graphics, etc.

Authoring systems are usually set up as a series of menus that are presented to the user in a regular sequence. The menus allow the author to make a series of simplified choices that guide him/her through the process of lesson construction. The authoring system does much of the work of programming the computer, so the author can concentrate on problems of designing the lesson.

A sample menu is shown in Figure 1. This menu is taken from the CAI Toolkit software produced by Softcat Inc. This is a registration menu used to add, change, or remove students from the class list and to change lesson assignments. You can see that the options are simple, and the selection of them is straightforward.

Authoring systems also can provide a variety of features that are not offered by authoring languages. These features make the preparation of lessons easier, and make the administration of a lesson system possible without additional coding by the author.

One such feature allows the author to interact with lesson material as it is being prepared. Some systems allow the author to run lesson materials in a "testing mode." This permits the author to take the course as if he/she were a student but with the additional ability to jump in and out of the lesson to make changes as the lesson is presented. This feature can be very useful in updating lesson plans, providing a lot of flexibility and cost while the lesson is being prepared.

Another feature that many authoring systems offer is a course administration facility. This allows the author not only to create the lesson but also to set up a file that records which students are taking the lesson, keeps track of each student who has completed the lesson, and keeps track of the scores that each student has achieved. In addition, many authoring systems allow grading of each student and will record information on multiple classes having multiple lessons.

Examples of authoring systems are the Interactive Instructional System (IIS) from the IBM Corporation, the Scholar/Teach 3 system from IBM, and the Phoenix software from Goal Systems. Each of these has both a mainframe and a microcomputer version, with different capabilities. These are only examples. There are many other authoring systems on the market. You should consult journals in the area for reviews of individual products.

Authoring systems provide a lot of support for the author and can save time and improve productivity, particularly for inexperienced authors, by providing a lot of structure for the author. Each step of lesson preparation is predetermined, and the author is taken through each option every time a lesson is prepared.

The structure that is so supportive, however, can also be a handicap. In many cases, authoring systems are quite restrictive in the kind of lessons that they will prepare. Courseware must follow a fairly rigid format with little deviation permitted. There may be restrictions on the kind of screens permitted, the structure of lessons, the types of questioning that the system allows, and the graphics capabilities.

Authors should review the specifications carefully before purchasing such systems and, if possible, spend some time trying to use them to get an impression of how well the system is suited to their instructional goals.

Another problem with authoring systems is their cost. They tend to be quite a bit more expensive than authoring languages. In most cases, this cost is justified by the larger number of features and improved support for the author. You should bear in mind that software costs are generally quite low in comparison with costs of personnel time. If an authoring system saves you significant amounts of time, it will probably earn its cost back quickly. However, that cost can run into thousands of dollars, so purchasing decisions must be carefully weighed.

AUTHORING LANGUAGES

An alternative to authoring systems is to use an authoring language directly. Authoring languages are computer languages that are specifically designed for creating computer-assisted instruction lessons.

Authoring languages are more flexible and may provide the author with more programming capability than an authoring system. They are also usually much cheaper. They lack, however, the support features of the more general authoring systems. Features such as lesson design aids and student accounting support are usually missing from authoring...
languages. However, the author may program such features directly using the capabilities of the language.

An authoring language allows the user to create an actual computer program that delivers a lesson to the student. Programs are created one line at a time using a syntax that is somewhat similar to that used for general programming languages such as FORTRAN or PASCAL. The difference is that the syntax is specifically designed for lesson preparation. The basic instruction set includes commands for such functions as setting up a screen, presenting a question, and accepting an answer.

Most authoring systems have an authoring language associated with them. The authoring system may do the work of programming the computer in the authoring language. Some authoring systems provide the author with the capability of accessing the authoring language directly, and programming part of the lesson in line-by-line code.

Rules of syntax for authoring languages vary along with the capabilities of the languages. These differences can be important to the author, and you should examine the capabilities of each language before making a purchasing decision. Each authoring language has particular features that make it more effective for some applications than for others. It is wise to look at the kinds of lessons that have been written in a language when you are considering it for purchase. These will indicate how the language has been used successfully in the past and will point to the features that are most useful to the author.

Examples of authoring languages are PILOT and TUTOR. Each of these supplies the author with an instruction set that can be used to create lessons directly, one instruction at a time. The author controls the actions of the machine directly through language instead of indirectly as with an authoring system.

Courses written in an authoring language are compiled or interpreted by the computer and are executed by students in just the same way as those from authoring systems. They can be modified in response to student feedback and author evaluations, recompiled, and tested again. Courses written in authoring languages are often portable, that is, they can be run on different machines that have a compiler for that authoring language.

The advantages of an authoring language are the direct control that it gives over the coding process. The author can be more flexible in the design of the lesson and is not restricted by the structure of an authoring system. Authoring languages are usually much easier to learn than general purpose programming languages. The command set is well suited to the preparation of lessons and corresponds well with an intuitive view of what goes on during a lesson. The languages are simple enough that they can be learned quickly, even by a novice programmer, and they can be highly productive for experienced users.

On the other hand, authoring languages rarely provide the kind of user support that authoring systems provide, and they do not provide as much flexibility as a general-purpose programming language. There is rarely support for grading, student registration, class record-keeping, or lesson design as with an authoring system. Construction of lessons may be very tedious since each line of the screen must be entered and specified separately. At the same time, the syntax of most authoring languages is very simplified and does not provide the capabilities of the more sophisticated languages. Complex record structures are not permitted, and the author's creativity may be inhibited by the lack of options provided.

In some cases, you may not be able to find an authoring language that supplies the kind of support that you need, or you may need to drive certain input or output devices that no authoring language will address. In that case, you may have to resort to writing the course in a general-purpose programming language.

GENERAL-PURPOSE PROGRAMMING LANGUAGES

General-purpose languages, such as FORTRAN, PASCAL, BASIC, and assembler languages, allow much more direct control of the functions of the machine and may well allow you to do things that are not possible in an authoring language. Complex record structures are supported, and virtually any kind of capability can be programmed into your courseware if you are willing to spend the time and resources to create it.

Unfortunately, you pay a penalty for this capability. Usually, courses written in a general-purpose language are much more time-consuming and tedious to write than those written in an authoring language. They are also more expensive to maintain and update than the simpler authoring language programs. A higher level of training is required for both the designer of the courseware and its programmer.

However, there are some cases in which it is much more appropriate to use general-purpose languages. If, for example, you need special graphics effects such as animation, or you want to execute some routines at very high speed, or you need to provide complex record structures to keep track of user activities, you may have to use the more general languages.

Many of the more innovative instructional developers will use general-purpose languages. This is because they are creating materials that use state-of-the-art effects not
available through standard authoring languages or authoring systems. The creation of these effects is relatively expensive and time-consuming, but it can result in greater instructional effectiveness.

One interesting application that requires the use of general-purpose languages is the use of artificial intelligence techniques in courseware. These programs usually build an internal model of the learning state of the student as he/she progresses through the lesson. This model is updated as the student responds to questions from the program, and the lesson is modified or adapted to the student's progress on the basis of the model. This type of application is experimental and relatively time-consuming and complex to develop. It requires the full capability of the computer to create and can only be developed in a general-purpose language. It may turn out to be an important feature of successful courseware, however, and future authoring systems and languages may be adapted to provide such features as a standard.

SUMMARY

We have identified several software functions that are important in the creation of computer "courseware." We have developed a typology of authoring methods and discussed the relative merits and problems of each approach. Authoring systems were identified as the most "user-friendly" and simplest, but with the most restrictive structure and highest purchase cost. Authoring languages are an intermediate approach, offering moderate difficulty but with increased coding flexibility at reduced cost. General-purpose programming languages require the most training to use and the most programming time, but they provide the user with the maximum in design flexibility.
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FACTORS TO CONSIDER WHEN CHOOSING AN AUTHORING SYSTEM

Craig Locatis and Victor Carr
Training and Consultation Branch, Lister Hill National Center for Biomedical Communications, National Library of Medicine, Washington, DC

Faculty members who produce lesson-oriented computer-based education (CBE) materials have three options when it comes to formatting curriculum content for computer-controlled presentation. They can employ the services of an expert computer programmer and of an instructional design specialist, learn computer programming and CBE design (eg, "bootstrap" it), or use an authoring system.

For the novice faculty member, the first two options are seldom viable since the first demands additional fiscal resources and the second additional time. The third is a viable option, and the purpose of this article is to acquaint faculty members with some of the variables associated with authoring systems. Authoring systems are software tools designed to ease the task of creating computer-based instructional materials (courseware). They lead courseware developers through a process of writing instructional programs, and they generate the underlying computer code. This is usually accomplished by presenting menus of authoring options and prompts for input. If codes and commands must be used, they typically are displayed with a request for a choice by the author. Authoring systems can be contrasted with programming languages, such as BASIC, and authoring languages, such as COURSEWRITER, that require knowledge of programming logic, code, and syntax. It is not, however, correct to assume that these categories (programming languages, authoring languages, authoring systems) are absolutely clear cut. Some authoring systems require the use of a few commands from the underlying programming language, and some authoring languages (eg, PILOT) can also be viewed and used as high-level...
programming languages. Finally, some high-level languages make calls to assembly language routines. Since authoring systems are themselves programmed user friendly interfaces, they are derivatives of underlying levels of computer code. Consequently, they are not as rich and versatile as the programming language and can impose certain instructional constraints, such as branching and answer-judging capacities. Some authoring systems, however, allow authors to incorporate programming routines into lessons to achieve any desired effect.

Great interest in authoring systems has been engendered because they can potentially enhance productivity and increase computer use by novices. There has been a rush by computer manufacturers, software firms, and publishers to develop and market systems. When we started researching authoring system technology about a year ago, we were aware of six commercial products. We have now identified over 60, and the two dozen systems we have reviewed are changing constantly. Evaluating authoring systems is especially difficult because of the rapidly changing technology and because both the quality of systems and the instruction they produce must be considered. Although systems vary, they have a number of common general attributes that can be described. The appropriateness of a system, however, should be determined within the context of local needs. Potential purchasers should see system demonstrations and get actual hands-on experience with those systems they find most relevant before making a final decision.

SOURCE

Once courseware development needs are determined, one of the first considerations is the reputation of the system producer or vendor. Their track records in software development and customer service should be determined. Sometimes geographical proximity affects service, and the availability of a local customer service representative is important. A list of previous system purchasers, if available, is helpful in getting opinions about vendor service as well as the product.

HARDWARE REQUIREMENTS

Different systems are geared to producing learning materials on different brands of microcomputers that may have to be configured in special ways (videotape or videodisc interface, extra memory, and so on). Some systems have multiple versions for different brands or create transportable courseware. A system should be compatible with hardware either on hand or to be acquired. If courseware is to be shared, systems with multiple brand versions and transportable products might be favored.

COSTS AND TERMS

Authoring system prices and contracts vary considerably compared to other educational products. Some systems might be owned, others licensed or leased. Moreover, there might be certain restrictions on ownership distribution, sale, and use of the courseware produced, and there often are initial and residual costs. For example, some vendors may want royalties on courseware sales, and many require use of special lesson presentation diskettes. After authoring is complete, lessons usually are transferred to these diskettes, and the number of presentation diskettes required is generally equivalent to the numbers of students expected to take a course concurrently. Often presentation diskettes must be purchased, and the vendor is the sole source. Given the changing nature of systems, most contracts have provisions for upgrades, and most vendors are willing to customize their products for a charge. Terms should not conflict with organizational policies, and anticipated use and costs, both upfront and ongoing, should be reasonable, including costs for special hardware that might be required.

SYSTEM OUTPUT

Some systems are intended to author specific kinds of lessons (or only tests) while others are more versatile. The more capabilities systems have, the more complicated and expensive they tend to be. An initial needs assessment will inhibit tendencies to become overinfatuated with "bells and whistles" that might create unique and unusual effects that have dubious influence on learning or not be relevant to the kind of courseware to be developed. Efforts should be made to match system output to local needs, and there may be situations where it may be desirable to acquire both a general purpose system and one that produces specific material. For example, if many multiple choice tests are to be generated, it may be useful to buy an inexpensive system that does nothing else and can be easily used by clerical staff. A more general system might be acquired for more sophisticated courseware.

AUTHORING FACILITIES

Systems have provisions for one or more of the following: text creation and editing, graphics, answer judging, branching, and interface to other input or output devices. Text may vary in terms of font, color, columns used, and prespecification of display format. Some systems have word processing capabilities and allow instantaneous preview and modification of displays. Others allow use of external word processing software. Similarly, some systems have built-in graphics facilities, while others rely...
on external software. Sometimes prompts for input are generated automatically, and there may be more or less flexible means of judging selected or completion responses. Most systems have provisions for branching, but there may be restrictions on the number of branches from a given display and/or the total number of branches per lesson. Branching and lesson size will also be constrained by the amount of computer memory available. Sophisticated systems provide for videotape or videodisc interface and may have touch screen, light pen, or mouse input, or may allow the use of graphics tablets and overlay of graphics on video. Some new systems have voice input and speech output. Authoring facilities should accommodate the type of instruction required. Both the authoring system and the courseware created should be easy to use.

MANAGEMENT COMPONENTS

Some systems make no provision for record keeping and those that do vary considerably. When provided, record keeping capabilities range from rostering and registering students to recording lesson completion, paths through lessons, responses to specific questions, student comments, and overall test and individual test item performance. There may be provisions for test analysis and record security. The question is whether management capabilities are needed and whether those provided are appropriate.

DOCUMENTATION/TRAINING

Finally, evaluation efforts should include system documentation and related training. Some systems are learned more rapidly because they are less complex and easier to use. However, some documentation usually must be consulted and formal or informal training may be necessary. Documentation can take the form of manuals, help facilities, and even comment or remark statements embedded in the underlying program that drives the system. The latter, however, are normally not accessible to typical users. Training usually is in the form of formal courses, one-on-one instruction with an expert system user, or self-instructional materials. Documentation and training should be accurate, clear, concise, and current with system updates.

CONCLUSION

Authoring systems are appearing that make courseware development easier. However, they do not necessarily ensure that better instruction will be produced. A thorough knowledge of learning theory and instructional design is still required. Moreover, authoring systems may not result in more courseware development by faculty who are not otherwise inclined to do so or who may be adverse to new technology. The brief guidelines presented here may be helpful in focusing assessments of commercial systems currently available. We are preparing a more detailed resource and the references below might be consulted for further information. New systems are being developed that use artificial intelligence techniques, and they will undoubtedly add capabilities that should be taken into account. However, the attributes described will remain important, and system selection will still be dependent upon local needs and preferably based on systematic review, demonstration, and actual use.
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Computers have invaded our homes, the workplace, and our institutions of higher learning. Like storm troopers, computers are foreigners, speak an incomprehensible language, and are understood only by their creators and advocates. Many converts to this wave of technology have embraced this new computer culture. Others hope, and have said so publicly, to retire before being forced to accommodate the computer into their lives. Thus, it is of greatest importance that we, as educators and carriers of the computer culture, carefully attend to the affective domain of education.

Affective education addresses the values and beliefs of the learner. We cannot afford to alienate our students or ignore the computer casualties. This paper addresses the culture shock that many students experience within the educational setting and many clinical practitioners experience when coerced into using the computer as part of their work. Unfortunately, computer literacy courses have devoted little attention to the values of computer technology, the learning environment, the attitudes of the students, and life experiences of the adult learner. Thus, the diagnosis—culture shock.

Before launching into a discussion about this culture shock, it is necessary to talk about the stereotypes of...
the opposing cultures. Ordinarily, I refrain from such references, as I like to consider the individuality of each learner, but stereotypes serve as illustrations of two extremes. The computer convert is enamored with the technology and converses easily in the jargon of bits and bytes. Typically, the computer convert or computer whiz knows the inner workings of the computer intimately. Many helping professionals, such as social workers, nurses, doctors, and physical therapists, tend to be more "people oriented." Their culture is far removed from the circuits of computers. In fact, many charge that computers are responsible for mechanized teaching and care without the qualities of human respect for individuality and, as a result, our society is doomed. These prophets of doom and the uninstructed students are the targets of this discussion.

Culture shock is the feeling of helplessness, fear, and anxiety when one is exposed to a different set of beliefs and values. Victims of culture shock are often disoriented as they attempt to adapt to the new situation. In the educational setting, fear and anxiety undermine the best teaching strategies.

The culture gap can be seen in many ways, but for our purposes, only one illustration will be used. Consider the differences in language. Computer people use terms such as dump, crash, kill, delete, and down time. There is a certain finality conveyed by these words. Helping professionals use words like assist, facilitate, explore, intervene, and pass away. This list is much softer, more tentative than the words of the computer culture. Say these words out loud. Computerese is much more guttural, forceful, and dominant. The other list is more nurturing and caressing. I propose that the computer terminology is offensive and makes many people avoid computers.

DEFINITION OF THE PROBLEM
The reality is that the information age and computer technology are upon us and will not go away. When we teach computer literacy, we must be aware that (1) there may be a values conflict between the teacher and the learner, (2) the learner may feel coerced into learning about computers, and (3) the ordinary teaching techniques may not produce affective, or emotional, changes.

What we value is demonstrated in our behavior. The criteria for valuing includes the following: choosing freely, choosing from alternatives, choosing after consideration of the consequences, prizing and cherishing, affirming in public, acting upon choices, and repetition.

Think about the plight of staff nurses who have just been given the dubious honor of using a hospital information system. Do they have a choice? What were their alternatives? Do they cherish the opportunity, and what do they say in public about the new computer system? Is there any reason for cooperation and acceptance? For another example, think about the student who has to use the computer for statistical analysis the first time. Is it by choice? What are the options? And if it is only for one assignment, are we engaging in an act of psychological abuse?

These examples highlight the very essence of the problem. We, the advocates of the computer culture, have not contemplated our actions. We assumed they were correct and morally justified. We have failed to consider the affective domain of education.

STUDENTS ARE
ADULT LEARNERS
Students of science in institutions of higher education are adults. Another approach to the problem of affective education is within the principles of "andragogy," or adult learning. Adult learners are usually self-directed; hence, they value practical experiences in the real world, are ready to learn when the need is recognized, are oriented to solving problems, and are intrinsically motivated.

The computer is a tool and complements the activities of the student. Knowledge about computers and their workings is not an end-product of the educational process. Instead, it is a means. Computers are tools much as the stethoscope is a tool for the nurse or physician. The difference is that the attitude or affective behavior toward the type of tool is crucial.

Teaching the use of computers, or using the computer to supplement course material, requires that we acknowledge that attitudes shape behavior. Conversely, to alter attitudes, one may change the behavior. Festinger's theory of cognitive dissonance states that people are psychologically uncomfortable when behavior does not correspond to their attitude. Requiring a change in behavior through course requirements and assignments forces students to perform a task they would normally avoid. To resolve the conflict between the behavior and the attitude, the student will eventually alter the attitude. The task then is to create the atmosphere of an amiable environment that makes the change in attitude acceptable and transferable to other settings.

King states that affective teaching is most effective using the strategies of group discussion, role playing, case studies, leaderless groups, and sensitivity training. But Knowles supplies a broader perspective beyond teaching techniques. Knowles considers the process of learning as most important and the content of the subject to be secondary. To facilitate the process, seven factors must be considered. The first is the climate. The physical environment dictates how people sit and how they relate to the teacher. Lecture rooms are not conducive
to adult learning. But the psychological climate is more important. There must be a climate of respect and collaboration. The student and the teacher must be supportive of each other. The student and the teacher must be open and honest with each other and enjoy the process of learning. Above all there must be a quality of humanness about the entire climate.

The second factor is to involve learners in mutual planning of the learning process. Students also participate in diagnosing their own needs, designing the learning objectives, and planning for meeting the objectives (factors 3, 4, and 5). The sixth factor is that the teacher facilitates carrying out the plans for the learner. The teacher must be open to discussion of problems and available to the student. The seventh factor to consider when teaching adults is to help the learner evaluate the learning experience. The evaluation does not stop with the determination that the objectives were or were not met.

PROVIDING A ROLE MODEL
While it is true that not all learners are willing to change their attitudes and behaviors overnight, there is much to be said for the power of a role model, desensitization, and nurturing individuals as they progress. When dealing with the attitudes of others, it is difficult to isolate one’s own feelings. Indeed, if you teach in the affective domain, your success will depend upon your own honesty and willingness for students to see such openness. I have jokingly dealt with computer fear, but I was a former victim of the computer culture and was dragged kicking and screaming to my first computer terminal. To this day I possess no infatuation with the circuits, K's, and number of drives. But I do like what they can do. I was fortunate that I had a teacher who was patient and kind, yet firm, and my attitude became more positive. It is time, with the growing emphasis of computers in every field of education, that the affective components of the instructional process be deliberately planned, implemented, and evaluated. We cannot afford to lose the human element of the technological revolution. The participation of people and the “humanness” of the systems produced can come to fruition only if the users of the technology are captains of their own ships. It is time to be proactive and not reactive.

I have attempted to alert educators in the sciences that affective education is a component of the curriculum when teaching computer literacy or using the computer as a teaching aid. We need to actively teach the values and beliefs that we wish our students to learn, and we cannot leave that to chance. King's work on affective education in nursing and the strategies outlined are practical. Malcolm Knowles' theoretical constructs about the adult learner have been substantiated through research and serve to remind us that most of the educators in the sciences are not educators by training. Rather we have specialized in a content area and are not, as a rule, well-versed in learning the "res. In relation to the teaching of computer literacy or in using the computer as a tool for classroom instruction, we need to critically examine the type of learner and the environment, and recognize that culture shock between the helping professions and the computer age is a reality.

REFERENCES

EVALUATION OF COMPUTER-ASSISTED INSTRUCTION IN COURSEWARE
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Since the 1960s, the use of computers as educational tools has been implemented by a limited number of post-secondary schools. Costs, limited availability of courseware, and faculty resistance were cited as reasons for the limited use of computer-assisted instruction (CAI). With the advent of microcomputers, the use of computers has grown in terms of numbers of users and types of applications. With the renewed interest in the computer as an educational tool and the increased development and purchasing of courseware, it becomes
imperative for faculty to understand the process of evaluating CAI courseware. The proliferation of CAI courseware has precipitated the analysis of evaluation criteria. Such an analysis has been presented in a previous paper. The purpose of this paper is to present an evaluation framework that can facilitate the decision-making process surrounding the purchase of CAI courseware. The framework includes several underlying principles and proposes a two-phase evaluation process.

EVALUATION FRAMEWORK

The proposed framework is based upon the results of a literature review, additional resources, and the author's background as an educational evaluator. The goal is to assist faculty in selecting and assessing CAI courseware. Several assumptions underlie the framework. First, courseware evaluation must be considered a constructive activity that involves the collection of data to facilitate decision-making about the selection of courseware and an assessment of its quality.

Second, courseware evaluation must be considered within the context of the overall evaluation for the planning and implementation of CAI in a curriculum. Accordingly, courseware evaluation occurs between the feasibility and effectiveness stages. The feasibility or preliminary stage begins with examination of several administrative, faculty, student, and curricular considerations. The second stage involves selection and assessment of both computer hardware and courseware. In terms of the courseware, there are two distinct phases that occur at this stage: selection and assessment. The final stage involves measurement of CAI effectiveness and efficiency. Third, the evaluation of courseware assumes that the evaluator has not only an understanding of the subject matter but also the basic principles of computer-assisted instructional techniques. In addition, the evaluator must have an understanding of the power of the computer. Understanding conceptual design and instructional strategies as well as technical aspects of CAI such as screen design are also considered requisite skills of an evaluator. Thus, given the assumptions about the various levels of knowledge needed for evaluation, it is advisable to have more than one evaluator for each assessment. An ideal evaluation team would be the following combination: content specialist, instructional design specialist, and students from the target audience. Since most schools may not have access to an instructional design specialist, it is advisable to seek a faculty member who has a working knowledge of both computer technology and CAI.

SELECTION PHASE

The framework proposes two phases of courseware evaluation. The first phase involves soliciting general information about the product so one can decide whether or not to purchase the courseware. During this phase, the evaluator, most likely a faculty member, would solicit information about the particular courseware from such sources as the company, brochures, advertisements, and product reviews in journals. Collecting this data does not require purchase of the courseware. Information should be collected according to the following six categories: company, author, hardware and software requirements, lesson content, courseware structure, and documentation/support. Under company information, one should know about the company's product line (Do they sell other CAI courseware?), demographics (How long has the company been in business?), marketing (Do they have vertical or horizontal markets?), and administrative issues such as pricing/costs, backup copies, and multiple courses. You will also want to collect information about the author(s) such as their educational background and their previous experience in both teaching and CAI. Hardware and software requirements include such areas as computer brand/version, main memory, mass storage devices, output devices, other peripherals, operating systems, programming languages, utility programs, and program alterations. CAI type, instructional prerequisites, subject area, objectives, and the target student population are all factors to be considered under the lesson content category. Courseware structure requires collecting information about student's role, time estimates, activity flow/sequence, scoring, and reporting functions. The last area, documentation/support, includes field test results, supplemental materials required, ordering information, support policies, and descriptions of the types of manuals available for both students and faculty. Upon conclusion of this phase, a decision to purchase a copy (or review copy) can be made.

ASSESSMENT PHASE

The second phase involves the assessment of the courseware's quality. This phase requires the actual courseware (or a review copy, if possible) and appropriate documentation. Multiple evaluators should ask questions in the following domains to assess the quality of the courseware: instructional, student interactions, and technical. The domains represent a compilation of the various evaluation guides and allow input from multiple evaluators, including students.

Instructional Domain

The instructional domain covers the following areas: content, objectives, learning framework, and professionalism. The content specialist would be best suited to assess this domain. When examining the content of a CAI courseware, one should
ask questions related to the following:

- Accuracy (Is it free from factual errors, outdated information, or inaccurate graphs or displays?)
- Educational value (Does the content fit your intended purpose?)
- Organization (Is the content consistent and does it fit within the curriculum?)
- Completeness (Is the content complete and central to the subject area?)

In terms of objectives, one should ask whether the educational objectives of the courseware are clearly stated for both the instructor and student, achieved by the courseware, and fit your intended objectives.

The learning framework area covers items such as the following:

- Learning assumptions (Are there any prerequisites?)
- Learning theory (Is a particular theory used in the design?)
- Environment (Can it be used by an individual or a team? In what settings is it appropriate?)
- Transition (Is there a smooth transition between concepts and units?)
- Internal consistency (Is there consistency in terms of level of difficulty and presentation of content?)
- Computer capability (Does the courseware make use of the computer's capacity?)

In terms of professionalism, one should make sure the courseware is free from typographic errors and stereotypes.

### Student Interactions

The student interaction domain investigates the nature of the student's interaction with the CAI courseware. Both students and other members of the evaluation team can provide an accurate assessment of such categories as creativity, control, feedback, motivational devices, and independence from technology. Creativity issues are related to the student's role (What is the amount of interaction of the student in the learning process?) and the uniqueness of the learning situation (Does the courseware present information not easily duplicated by other media?).

Student control includes such areas as the following:

- Sequence of presentation (Does the student have control?)
- Level of difficulty (Does it make use of branching?)
- Speed of presentation (Can the student control the pace?)
- Number of items (Can the student control the number of items?).

Feedback to the student involves analysis of feedback given for both correct and incorrect responses. In addition, one should investigate how often feedback is given as well as whether or not the dialogue is personalized and if prompts are used effectively.

Factors related to motivational devices include the following:

- Graphics/color/sound (Are they used? How are these devices used?)
- Timing (Are these devices used periodically?)
- Scoring (When is scoring done—periodically or at the end?)
- Personalization (Does it approach the student in a personalized manner?)
- Independence from technology (Can the student operate courseware without any programming knowledge?).

### Technical Design

The last domain concentrates on the technical aspects of the courseware and includes criteria such as screen design, error trapping, ease of operation, and speed of execution. All these criteria assume a working knowledge of computers and CAI and are therefore oriented toward an instructional design specialist. This does not preclude the fact that other evaluators could provide input for this domain.

Screen design includes such areas as the following:

- Organization (Is screen neat and uncluttered?)
- Spacing (Is there adequate spacing?)
- Transition (Can the student move freely back and forth between screens?)
- Amount of information (Is it too much or too little per screen?).

Ease of operation criteria include the following:

- Instructions (Are instructions clear and consistent?)
- External documentation (Is this necessary for operation?)
- Exit/movement (Is it easy to move or exit the courseware?)
- Reliability (Is it reliable in normal use?)
- Free of bugs (Is it free from programming bugs?)
- Data entry (Can student easily enter data and edit data?).

Error trapping relates to how the courseware handles and includes the following:

- Error messages (Are messages understandable?)
- Stops/breaks (Are there any dead-ends?)
- Escape (Is the escape key used?)
- Unanticipated responses (Does it cause the courseware to stop?).
movement as well as the use of distractors and cues.

**SUMMARY**

Upon completion of the criteria for the three domains, a summary of results should be compiled and reviewed by the evaluation team. The summary will provide sufficient data to decide whether or not to purchase copies of the courseware are for use in the curriculum. A final word of caution, however, is that courseware will never satisfy all the various criteria proposed in this framework, but it is important to collect objective data to facilitate decision-making about the purchase of courseware. Therefore, one should not expect courseware to be perfect. Individual schools should use these criteria and determine standards for their own institutions. As courseware begins to proliferate at a fast pace, it is important for individual schools to establish policies that use objective data to facilitate the purchase of appropriate and quality courseware.
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**COMPUTER RECONSTRUCTION OF A HUMAN ARM FROM SERIAL SECTIONS**

J. Michael Kabo and Roy A. Meals
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Current methods of teaching anatomy have remained virtually unchanged for over 2000 years. Crucial to the education of the anatomist is the limited time spent in the actual dissection of cadaveric specimens. These specimens, however, have only a fleeting usefulness since once the specimen has been dissected, the precise anatomical relationships among the elements is lost and cannot be accurately reconstructed. In addition, the relative scarcity of specimens does not afford individual students their own specimen to dissect completely. This lack of continuity combined with the task of breaking down a complex entity into its basic elements understandably contributes to student confusion. In other disciplines one learns first by grasping a few basic concepts and gradually adding to this foundation to arrive eventually at the complex entirety. Color computer graphics provides a vehicle by which this building block approach can be applied for the first time to the teaching of anatomy.

With computer graphics, shaded-surface, lifelike representations of anatomical structures can be displayed. The student is able to view these displays at numerous orientations in various sequences, and with different elements in combination and thus learn anatomy in a manner that is conceptually logical. Dissection and reconstruction of a limb can be performed repeatedly without loss of detail of precise relationships. The student may study at times and locations independent of access to a cadaver laboratory.

With an educational computer graphic display of human hand and forearm anatomy as our ultimate goal, and Livingston's classic film "The Human Brain" as our inspiration, we embarked on the ambitious task of developing a contour data base representing all identifiable structures in a human hand and forearm. Several techniques were explored initially to determine which would satisfy our requirements for multiple high-resolution images. Artistic drawings on a computer easel would easily meet the demands of sufficient resolution, but they are susceptible to artistic impression of the illustrator and would, at best, result in only a relative few static images because of the costs involved. Computer axial to-
mography (CAT) scans and nuclear magnetic resonance (NMR) imaging are plagued with the lack of resolution (512 × 512) and the inability to clearly distinguish boundaries between adjacent muscles, nerves, arteries, and other small structures. Each of these noninvasive techniques would have led to less than optimal data acquisition. The remaining alternative that we chose to utilize was to obtain photographs of the specimen in cross section and manually digitize the individual contours.

**SPECIMEN PREPARATION**

A fresh limb specimen was obtained and carefully positioned in a bed of sand to minimize pressure artifacts. The limb was x-rayed to verify skeletal anatomy and was subsequently frozen in a block of ice. The entire block was then sectioned on a bandsaw that was specially adapted to make parallel, transverse cuts at precise 3-mm intervals. The frozen surface of the limb was photographed in the block to fix its orientation in an X–Y coordinate plane. The sections, which measured 2-mm thick (1-mm kerf loss), were then laid on a sheet of black Lucite cut to the same dimensions as the ice block for dimensional reference. The individual specimen sections were allowed to thaw, excess fluid was removed, and each section was uniformly photographed on a copy stand under polarized light. The photographs provided intricate detail and color separation of the individual anatomical structures. During the sectioning and photographing sequence, the specimens on the Lucite backing were tilted at a 5° angle to facilitate drainage of the thawed ice. Although drainage was adequate, some translation and rotation of the specimens was evident at the time. Although drainage was adequate, this technique was that the focal planes of the two camera systems were not identical, resulting in a magnification of 1.11 of the thawed specimens with respect to their frozen counterparts.

Recognizing these immediate problems, an attempt was made to use digital image processing techniques to realign the two sets of frames. Using a DANZA image processing system with a resolution of 512 × 512 × 8 bit intensities, the slice of the frozen specimen was digitally photographed with three exposures using a black-and-white Eyecom camera with the appropriate red, green, and blue filters. The orientation and magnification of the thawed specimen were then adjusted to match that of the stored frozen image and then photographed. This technique, however, was abandoned as well since the resolution was deemed inadequate. Automatic contour-finding algorithms could not uniformly identify selected structures without extensive intervention, and for those frames with multiple elements per section (i.e., sections through the fingers) where each element may have had a different amount of translation and/or rotation, multiple manipulations would have been required. The single benefit obtained from this method was that the true colors of each of the individual elements could be encoded as separate red, green, and blue digital intensities directly.

**HARDWARE USED**

The hardware utilized for the manual digitization consisted of a Tektronix 4956 digitizing board controlled by a Tektronix 4051 microcomputer. The resolution of this device is 0.005 inch in both coordinate directions with an active digitizing area of 48 × 36 inches. The slice of the frozen section was first projected as large as feasible on the platen, and reference points of the fixed coordinate frame and the frozen outline of the skin were digitized. The slice of the thawed specimen was then projected, and selected objects were identified, digitized individually in counterclockwise fashion, and stored on cartridge tape. The data was eventually transferred to a DEC 11/44 minicomputer with a GENISCO color graphics system for further processing. Correction for translation errors was accomplished by first computing the centroid of the frozen skin contour with respect to the reference frame. The centroid of the thawed skin contour was then computed, and the difference of the two offsets was applied to the data representing each of the contours in the section to determine the new coordinates. In an attempt to correct for rotation anomalies, an areal moment of inertia was computed about the horizontal axis passing through the centroid for each of the frozen and thawed skin contours. The thawed skin contour was then rotated through a small angle about the centroid, and the moment of inertia was recalculated. This new value was compared to the previous, and the procedure continued in iterative fashion until the difference was minimized. Unfortunately, this technique proved inadequate since, as many of the skin contours were nearly circular in shape, the moment of inertia as a function of angular rotation was not unique. As a final attempt to salvage this first set of data, the rotation offset was determined by simultaneously viewing a combination of frozen and thawed skin contours that were adjacent to each other.

**TECHNIQUE REFINEMENTS**

Preliminary displays of this data consisted of wire frame contours without any attempt at hidden line removal. The digitized elements included the bones, skin, median nerve, and the flexor carpi ulnaris and pronator quadratus muscles. Viewing orientation was specified as a function of three Euler angles with the
specified frames centered at mid-screer in the size selected. The contours were displayed on a GENISCO GCT 3000 color graphics system with a visible resolution of 512 x 480 pixels and 8 memory planes. Although each of the individual contours was of the appropriate high resolution, the simultaneous display of the structure in its entirety clearly reflected the lack of adequate translation and rotation transformations. Rather than continue with the procedure outlined above for the remainder of the elements, 24 x 36-inch posters were made of each of the slides, and the individual contours were outlined in pen prior to digitizing. This format allowed transfer of the reference marks directly to this hard copy medium and has proved satisfactory as eliminating the need for subsequent transformation of the data. The database has subsequently been completed by redigitizing all of the specified contours directly from the posters for the 160 individual sections. The information thus obtained is represented by over 7000 contours, each with as many as 400 coordinate points per outline. Algorithms to effect shaded surface display of the data with one level of transparency were developed along with the redigitization process. The method employed was similar to that used by Cook et al., which incorporated a disk resident Z-buffer for the determination of the depth of the display and the hidden surfaces. Although extremely slow, several frames were generated, which, for the first time, revealed the quality of the data base that we were so desperately striving for.

Because the current capacity of the present hardware has been saturated, the data is currently being transferred to an IBM 4341 with 5056 display stations in the hopes of generating images at a much faster pace. These workstations are capable of real-time manipulation of the shaded surface images, which would expedite the process of creating the thousands of frames necessary for storage on a video disk as an anatomy teaching tool.

In summary, the first step leading to easy access of pictures of anatomical specimens and physiological and anatomical information is well underway. The initial growing pains have been mastered, and preparations are in progress to achieve true lifelike representations using solid modeling techniques. Within a short time, we hope to have a sufficient number of frames for storage on a random access video disk and to develop the microcomputer software for controlling access to the display and disk resident physiological information. The initial goal of providing an anatomy teaching tool that will assist in a more logical comprehension of the subject appears finally attainable.
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DESIGNING COMPUTER ASSISTED INSTRUCTION MATERIALS FOR REMEDIAL FRESHMAN BIOLOGY CURRICULUM

Dany J. Washington
Passaic County Community College, Patterson, New Jersey

Computer Assisted Instruction (CAI) is a method of instruction by which the computer teaches or reinforces teaching.

Good educational CAI courseware for remediation requires a major production effort of a team of professionals. This team might include programmers, graphic designers, technical writers, teachers, and learning specialists. With budget cuts threatening innovative programs in education, however, the dedicated instructor has to find a more pragmatic, cost-effective way of developing courseware. This pragmatism usually results in the instructor acting as sole programmer, graphic designer, technical writer, and learning specialist. It is for this unique voyager that this article will attempt to chart a path through the maze of courseware development.

Although the production of any courseware may be extensive, the programs should be as simple as possible so that remedial students do not lose sight of the concepts to be learned. For once—with the com-
puter—we may be able to address the needs of the D and F students instead of lec- sing only to the theral C students. Better still, we can deal more effectively with those who have received inadequate academic preparation and who have learning disabilities.6

The result of a recent NSF Project (1982) for remedial science students at Passaic County Community College showed CAI to have a significant impact on the progress of academically weak students. With a regimen of 1 hour/day of remedial CAI, students gained an average of 2 years of science knowledge within 6 months.4

A *curriculum* is usually defined as a study plan that primarily concentrates on a particular subject. Specifically, curricula generally cover courses such as chemistry, biology, or other subject areas.

Developing CAI is an art, not a science. There are no rules or regulations that will work for all situations, courses, or students. However, there are some principles that are common to all CAI courseware if it is to be an effective tool in remedial classes. Computer assisted instruction should be explicit, consistent, interesting, informative, flexible, and interactive. Although memorizing facts is important if students are to know the body of information that surrounds each topic, it is also important that students be able to apply principles, be creative, organize material, and evaluate data.

One way of presenting curricula is by a discrete group of lessons called a *module*. Each lesson in the module presents instructional material that concentrates on a different area or aspect of the module topic (Diagram 1).

A remedial course that successfully uses computer assisted instruction consists of complete learning packages (modules) that include topics (lessons) on all areas of the curriculum (Diagram 2).

*Homogeneity* is seldom achieved even when a class has been classified as being remedial. There still exists a wide range of abilities and differences. Therefore, the curriculum should be designed to allow for differing degrees of knowledge, interest, and ability.

### MODULE DESIGN

Ideally, modules should include objectives, instructions, the material to be learned, an examination, and suggested related study materials. Remedial students, more than others, need structure and continuity. The more concrete the lessons are made, the easier it will be for remedial students to see the purpose and expected outcomes of the lessons (Figure 1).

Objectives help academically weak students to better understand the purpose of the lesson and the information they are expected to know once the tasks have been completed. The lesson might continue with the objectives (Figure 2), followed by text, graphs, or simulations.

Lessons should be sequential, reducing the ability to jump ahead, thereby guaranteeing that all material is covered. However, a mechanism should be built into the program to permit students to page backward through a lesson to review material.

Many independent companies and some computer manufacturers have Authoring Systems designed for non-programmers; the more famous of these systems include PLATO, CAIWARE, and COURSEWARE. As an adjunct to these systems, many companies have designed Tutorial Lesson Models that are fully prompted and menu driven. They allow for computer-based lessons with text, detailed graphics, and answer-judging.6

---
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**Diagram 2.**
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R. LESSON #1

ENZYMES

OBJECTIVES

This lesson defines enzymes, examines their characteristics, and emphasizes the numerous biological processes in the human body that depend on enzymatic action, reaction, and interaction.

FIGURE 2. Objectives help students gain an understanding of the expected outcome of the lesson.

Simulations

In education, simulations are used to allow students to vicariously interact with a scientific phenomena by being electronically placed in a pedagogical situation. These situations require students to develop a methodology to solve the proposed problem.

Although there are admitted advantages to simulations, instructors must be careful that the disadvantages do not outweigh the advantages. Many remedial students operate on an intellectual level that developmental psychologists call "concrete operational." Simulations, compared to real situations, require students to concentrate on an abstract intellectual (formal operational) level. Therefore, simulations for remedial students are most successful when they are closed simulations (guided discoveries); that is, they should be concrete and require limited convergent thinking.

Drill and Practice

Randomly generated drills minimize students' ability to memorize the order of the questions. Programs should recycle missed items into a pool of items to be learned. Most sophisticated programs can establish the number of times to wait before each missed item is repeated. All drills should have a completion criteria by which students are graded to insure mastery of the material. A good program keeps records of student performance for diagnostic use by the instructor and the student.

Tutorials

Programs should not have numerous lines of text with little or no interaction with the students. Because of the reading problem associated with academically weak students, remedial students should be able to turn pages electronically backwards and forwards when going through a lesson. Frequent student interaction—and appropriate graphics—reduces boredom and increases the attention span.

Screen Format

The overall design of screen display is critical to remedial students. Concreteness and concreteness and concreteness are important to the understanding of difficult scientific concepts. Screen displays should be consistently presented so that students develop a legitimate set of expectations and procedures for lesson performance.

STRATEGIES

The best CAI strategies for remedial students involve lessons that utilize a combination of strategies such as drill and practice, dialogue, text, simulation, discovery learning, testing, and/or problem solving. While the presentation of some concepts are more conducive to one particular strategy, elements of each can be embedded in and around most lessons. With some of the more sophisticated computer-management packages, such as those inherent in PLATO or in the Digital Courseware Authoring System, many strategies can be constructed and controlled to facilitate learning.

The basic structure of each module should consist of some basic—but comprehensive—questions, including some supplementary questions of related topics. A few carefully thought-out questions ap-

DIRECTIONS: READ THE INFORMATION BELOW AT YOUR OWN SPEED.

A CATALYST IS A SUBSTANCE THAT REDUCES THE AMOUNT OF ENERGY TO START A REACTION AND THAT KEEPS THE REACTION AT A SPECIFIC RATE. IT COMBINES WITH THE REACTING SUBSTANCES (SUBSTRATES) BUT IS FREED AND UNCHANGED AT THE END OF THE REACTION, SO IT CAN BE USED AGAIN. ENZYMES ARE PROTEINS THAT ACT AS CATALYSTS FOR REACTIONS OCCURRING IN LIVING ORGANISMS.

(PAGE 2. PRESS [C] TO CONTINUE...OR PRESS [B] TO GO BACK)

FIGURE 3. Example of text screen. Directions appear on the first line. Presentation of lesson material appears in the middle of the screen. The last line is used for documentation of function keys.
THE EFFECT OF TEMPERATURE ON ENZYME ACTIVITY

RATE OF ENZYME ACTION

TEMPERATURE °C

(PAGE 5. PRESS [C] TO CONTINUE)

FIGURE 4. Example of a graphics screen. "A picture is worth a thousand words" is not a mere cliche. With weaknesses in cognitive development and reading ability, remedial students can benefit immensely from computer graphics.

appropriately placed in the development of a lesson may do more to encourage thinking than a continual bombardment of questions.1

Sample Question
The "lock and key hypothesis" attempts to explain the mechanism of enzyme:

1) formation,
2) specificity,
3) ?
4) decomposition,
5) concentration.

Supplementary questions, for example, might deal with the effect of a fever on the rate and ability of enzymes to digest food. Should the student answer the basic questions incorrectly, a series of two or three remedial questions—designed to reinforce the topic—could be presented.

Another possible approach to incorrect responses to basic questions would be to present tutorial text or graphics to reinforce the idea. Students could be given helpful hints when they respond with incorrect answers. The hints could be in the form of data, graphs, diagrams, or examples.

Although there is some positive reinforcement to supplying the correct answers to incorrect student responses, every attempt should be made to have students discover the right answer (Figure 5). Such an approach facilitates long-term learning.

If the purpose of most questions is to motivate students to think, the program should pace questions and answers. Computers should be programmed with 3-10 second delays—even for multiple choice questions—so that students are forced to think before seeing the responses. The length of the pause should be based on whether students are expected to analyze, synthesize, or recall facts in their response.

THE EXAMINATION LOOP
Here is a truism: The more students are involved, the more they will learn; the longer they will remember.

Once the lesson has been presented the student should be tested on the concepts.

The testing loop, when initiated, should first ask the following question: DO YOU WANT INSTRUCTION? Y / N.

Completion Questions
These kinds of questions usually require complete student involvement without hints or choices. Completion questions usually measure factual recall without the necessity for interpreting, analyzing, or evaluating. For the remedial biology student, this type of question can be used most effectively in testing vocabulary, formulas, definitions, and simple relationships.

True-False
There is a wide criticism (controversy) on the use of true-false questions. Educational specialists say that this is because many true-false questions are poorly constructed.

I'M SORRY CHRIS, YOUR ANSWER IS NOT CORRECT.

ENZYMES ARE SPECIFIC. HERE THE WORD "SPECIFIC" MEANS THAT AN ENZYME USUALLY ENTERS INTO ONLY ONE KIND OF REACTION. AS A RESULT, THOUSANDS OF DIFFERENT ENZYMES ARE NEEDED FOR EACH OF THE MANY REACTIONS IN THE BODY.

(PAGE 8. PRESS [C] TO CONTINUE)

FIGURE 5.
Some argue that these questions encourage guessing, as well as giving the student a 50% chance of answering the questions correctly.

Although there are no agreed-upon rules for constructing true-false questions, the following guidelines seem to be most appropriate when dealing with academically weak students:

1) Have only one idea in a question.
2) Use simple, clear and direct questions.
3) Do not use questions that have exceptions.
4) Do not pick out isolated facts from text for students to recall.
5) Never state questions negatively.

The single, most important characteristic of a true-false question is that it is completely true or completely false (Figures 6 and 7). Remedial students do not need to spend unnecessary time attempting to determine the relative truth (or falsity) of the question. Students will often take an ambiguous question and try to infer (usually incorrectly) the instructor's purpose for asking the question.

When properly written, true-false questions can force students to make inferences from data or observations. Consequently, the true-false question—when properly written—can be used to test the students' convergent thinking ability (Figure 8).

**Points Indicators**
Remedial students need positive reinforcement from every component of a lesson. To have a program calculate a score is not enough. Students also need to know how their scores measure against the instructor's criteria. For example:

<table>
<thead>
<tr>
<th>Score</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>Come on, now. No one is perfect.</td>
</tr>
<tr>
<td>95-99</td>
<td>Hold a conference, so that others can learn from you.</td>
</tr>
<tr>
<td>90-94</td>
<td>Fine! You have learned a lot.</td>
</tr>
<tr>
<td>...</td>
<td>and so on.</td>
</tr>
</tbody>
</table>

**SUMMARY**
The best CAI development must conclude with two important steps that are too often ignored: field testing and modification. With all of the problems associated with remediation, good CAI material for students weak in biology should go through several rounds of testing and modification. These rounds should serve to sharpen the focus and correct any unanticipated problems.

One highly acknowledged method for enabling remedial students to learn basic biology facts is the use of overlearning. Drill and practice programs lend themselves to this type of learning by repeatedly presenting the material. Many learning theorists would not call this rote method a type of learning but mere memorization; I am inclined to agree with them. However, there is a basic body of factual information that must be acquired before a student can use...
the higher cognitive processes of learning, such as synthesis, analysis, and evaluation. These kinds of convergent thinking processes can be facilitated by the appropriate kind of learning experiences.

Simulations are the best tool to use to allow remedial students to practice or demonstrate high-level cognitive skills. Teachers can use simulations to help assess the level of competence of remedial students as well as to encourage discovery learning.

Although drills, tutorials, and simulations all have merit, no approach represents a panacea for assisting remedial students. The greatest challenge lies with developing courseware that is educationally relevant and tailored to the specific needs of a small group of special students.

REFERENCES


KEEPING ABRID OF THE LITERATURE

The following citations are presented as part of a quarterly feature in CLSE designed to help readers become aware of current literature pertinent to computer applications in life science education.

Davison PC: Computerizat the University of Georgia: critical success factors. EDUCOM 19:5-10, 1984.
WHERE'S THE SOFTWARE?

The quest for software continues. In November, we published our first list of life science software sources and programs or program areas available through them. The list below represents the first update to that list. Our intent is to make readers aware of resources. No attempt has been made by CLSE to review the materials. Note that a new address appears for Biolearning Systems, Inc.
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OSMOTIC PRESSURE
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CREATIVE EDUCATIONAL USE OF SOFTWARE WRITTEN BY OTHERS

Roy S. Meyers and Robert Parsons

Science educators who wish to employ computer models in their teaching are often faced with using models written by others, usually for purposes somewhat different than they have in mind. While one might ideally like to sit down and program an original model from scratch designed to meet the specific needs and educational philosophy of the particular situation, this task is often not practical for a variety of reasons, including the limits of time and programming background. Even though relatively few science educators are experienced in programming their own complete stand-alone models, many have sufficient programming background to either alter pre-existing models or utilize the output of those models in novel ways. The purpose of this article is to provide such individuals with some ideas of how to go about the process of adapting software authored by others to meet their own particular educational needs. We do this by discussing in some depth the use of two sample physiological models—the nerve action potential model and the HUMAN physiological simulation—at their respective institutions. For each of these two models the reader is given an idea of how alterations were made in either the original model itself or its output so that the model could be successfully employed in the variety of teaching situations particular to that institution, course, or instructor's educational philosophy. While the article is aimed principally at those individuals who are comfortable doing some actual reprogramming, we also wrote with the intention that two other
groups could profit from the article. Those users who do not do any programming should find the information here on what models are available and what strategies were employed in their use thought-provoking. Those who do write their own full stand-alone models should find interesting material on the needs and possible teaching approaches of others who may later become an audience for their models.

USE OF THE HODGKIN-HUXLEY MODEL

This section describes the use of one particular program, a nerve action potential simulation based on the Hodgkin-Huxley equations, to illustrate in depth how such a program may be adapted for use at different levels of college science education. While many computer implementations of this model exist (including Hodgkin-Huxley's original), the version discussed below was adapted from a program by Dr. James Randall. First, the program itself is described for those readers who have never seen it before. The uses of the program at different levels of the education process at Skidmore are then detailed. Finally, one particular use in an advanced level course is dissected in detail to illustrate how alteration of a program by students and faculty can greatly expand its range of possible use.

The Randall Hodgkin-Huxley Model

Nerve axons exhibit a typical stereotyped electrical firing (the action potential) that underlies their behavior. In 1952, Hodgkin and Huxley showed that underlying this repetitive discharging (depolarization) and recharging (repolarization) of the nerve axon membrane is a cyclical influx and efflux of ions down their physical-chemical gradients. The membrane depolarizes because Na+ ions flow inward, and then it repolarizes because another positively charged ion, K+, flows outward. The cause of these cyclical ionic fluxes is a change in the conductance ("ease of flow") of the nerve membrane, first to Na+, then to K+, that alternately allows each of the charge carrying ions to flow passively down their gradients. These changes in conductance, their resultant ionic current flows, and the subsequent membrane voltage changes they induce (ie, the action potentials) were expressed by the authors in a set of equations (the Hodgkin-Huxley model) that allowed them to input their experimental data and solve for the resultant action potentials.

The reader can get some idea of this process by looking at Figure 1, which shows the output of (what is essentially) Dr. Randall's original axon action potential program (based on the Hodgkin-Huxley model). On the left is shown the input module, in which the students are allowed to choose the size and duration of up to two stimuli with which they will "stimulate" the model nerve. In addition, the initial resting potential and delay time between the first and second stimuli may be controlled. The size of these stimulus parameters is also visible at the bottom of the output plot (right panel). This figure shows a typical program graphic output, which includes the voltage behavior of the
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**FIGURE 1.** Sample program run for the unaltered Hodgkin-Huxley nerve axon simulation. (Left panel, 1(A)) Sample reconstructed input screen. (Right panel 1(B)) Sample graphic output for the values input on the left. The top shows a plot of transmembrane voltage while the bottom displays the underlying membrane conductances (G) to sodium (Na) and potassium (K).
membrane (ie, action potential, top) and the underlying ionic conductance changes for Na (GNa) and K (GK) on the bottom. The program essentially proceeds by first allowing the user to input experimental parameters and then generating output by solving the Hodgkin–Huxley equations while displaying that solution on an ongoing basis on a CRT graphics screen.

Use of the Model at Different Course Levels

Use in lower level and non-major courses. In lower level courses such as the physiology section of the freshman biology course or the non-majors January term course on the brain, it is inappropriate for students to concern themselves with the details of the ionic currents and their generation. On the other hand, it is crucial that they grasp that ion movements do indeed underlie nerve axon behavior and develop some visual concept of what an actual action potential is. The model provides an alternative to the sometimes cumbersome and poorly portable frog sciatic nerve demonstration. By altering the program output slightly so that it shows the ionic currents (flows) of Na and K instead of the conductances, the students get to see both the action potential itself (top) and the occurrence and time relationships of the underlying currents. In smaller classes, it is also possible to generate a socratic interaction among the student, the instructor, and the model by urging the students to suggest further sets of experimental parameters.

Use in middle level (majors) biology courses. Students at the intermediate level (such as in comparative vertebrate physiology) are more prepared to begin to delve into an in-depth understanding of the ionic hypothesis and its implications for how electrically excitable tissues work. In addition to a discussion in lecture of nerve action potentials and some lab work with the sciatic nerve or a comparable preparation, a session with the model in either class lecture form (with the instructor soliciting suggestions for inputs to the model) or in a small group microcomputer lab session (two students/micro) has proven effective. The microcomputer “lab” format most often starts with a handout that gives students specific procedures to carry out and ends by asking them to devise their own experimental design through which to test some additional hypothesis of their choice. The range of the suggested procedures is wide and includes many suggested by Dr. Randall himself such as investigation and characterization of the refractory period, local responses, the basis of the after-hyperpolarization, and latent responses. Because the program was originally written in a highly modular form, it is easy for an individual with a modicum of BASIC programming background to reprogram the output so that it can display whatever is desired and most appropriate for each particular use (tabular outputs, conductances, currents, the underlying variables M, N, H that control the conductances, etc).

Use in advanced level courses. In an advanced level course (electrophysiology) the model has proven to be the most useful. Since its inception, electrophysiology has included a considerable segment on the behavior of nerve axons. At least part of a lecture devoted to the Hodgkin–Huxley equations themselves has always been included. While that lecture originally proved to be rather demanding for some of the students, the use of the model has turned it into a highly effective teaching experience. The instruction sequence followed for the last two years has consisted of a reading of one of the original Hodgkin–Huxley papers (after suitable preparatory lecture work) followed by a lecture on the equations themselves. The students then work through some of the types of nerve axon modeling exercises described above. Having reached this point, they are instructed to individually develop a design for an experiment involving the model that requires some alteration in the program itself. The implementation of their chosen design is then firm up in one-on-one tutorial conferences with the instructor. To my great initial surprise and pleasure, each student in the last two years has proven able to reprogram (with my help as appropriate) the model to ask of it an interesting and valid question. In order to facilitate this independent work, the model has also been rewritten to run on the college’s VAX 11-750s so that the student is not limited to working solely during the hours that the microcomputer lab is open. Again, it is the highly modular nature of the original program that allows individuals with limited (usually one course) programming experience to actually alter the program itself. An interesting aside is that while I make versions available for student use both in the original BASIC and PASCAL, all uniformly prefer the BASIC version. Indeed, despite its touted faults, the English language nature of BASIC statements appears to offer a very decided advantage to the inexperienced student. Those with a sound knowledge of the Hodgkin–Huxley equations but no programming experience have proven perfectly capable of working out simple alterations in the program in concert with me. The key is not the nature of the language, but that the program must be highly structured and modular.

The results of two such student projects may be seen in Figure 2. The experiment on the top was designed to generate data to simulate a tetrodotoxin (TTX) block of the nerve. TTX is a toxin produced by the puffer fish that blocks the membrane channels through which sodium enters, thereby effectively eliminating action potentials. This student decided to simulate the TTX block by reducing the sodium current proportionately to the level of block (ie, concentration of TTX).
selected at the beginning by the user. Early versions reduced $I_{Na}$ linearly as a function of TTX concentration while later versions, after some library research, utilized a typical log dose–response relationship to reduce the current. The results of four superimposed experimental runs (a–d) at concentrations of TTX sufficient to reduce the sodium current by 0%, 60%, 70%, and 75% (of its maximum under these conditions) are shown. The top trace shows the membrane voltage response. Note particularly complete blockage of the action potential at the 75% concentration. That this is due to a lack of sufficient membrane voltage change to activate the Na channels is suggested by the matching progressive reduction in the corresponding four Na conductance curves on the bottom. In this process, the student greatly deepened her understanding of the factors involved in triggering the action potential. She also learned both how to model typical drug–receptor interactions and how to consult the literature to find the data necessary to extend a model.

The second set of traces (Fig. 2(B)) show the results of the experiment of a student who was interested in simulating voltage clamping of the nerve (i.e., allowing the currents to flow but removing their voltage, changing results by holding the membrane potential constant at any desired level). The student wished to observe the effects of these different voltage levels on the resulting membrane currents. This is exactly the method employed by Hodgkin and Huxley in their original experiments to enable them to measure the actual ionic conductance changes. This student reproduced the model by simply altering the program line that normally calculates the new voltage on each iteration to a new form in which the voltage is always restored to a level preselected by the user. The results of four such experimental runs are shown superimposed in Figure 2(B). On the top are
total membrane currents (sum of Na and K) at four levels of clamped voltage (-40, -20, +20, and +30). On the bottom are the corresponding potassium currents. The difference between the total current and potassium current gives the sodium current. Note in particular that the early inward (upwards) total current (top record) becomes smaller as the clamped voltages approach +20 to +25. This is the value at which Na is in equilibrium (has no net driving force on it). Consequently, all tendency for Na to move inward is removed.

Some other student-designed projects for this year included manipulation of the Na or K equilibrium potentials; studies of the effects on the underlying channel-gating variables of different initial resting (holding) potentials; and investigations of the effects on the cardiac action potential (Beeler-Reuter model) of a variety of experimental maneuvers. Through these projects, the students' understanding of the basic Hodgkin-Huxley hypothesis has been greatly enhanced because they had to grapple directly with the guts of the hypothesis itself, its assumptions, and how those assumptions are linked together. In the author's (RSM) 18 years of teaching experience at a variety of institutions and levels, he has never personally seen as large a group of students achieve as great a depth of penetration before.

USE OF THE HUMAN PHYSIOLOGICAL MODEL

A second example of the use (and alteration) of a program to fit the individual educational philosophy and situation of the instructor utilizes the HUMAN-80 model of the physiology of the body. Again, the discussion will first focus on the model itself (in order to familiarize the reader with it). It will then proceed to illustrate uses of the model in various courses with the discussion focusing on ways to alter the original model itself (or in this case its output) to allow users to do with it things beyond the original intent of the programmer.

The HUMAN-80 Model

HUMAN is a "comprehensive mathematical model of the physiology of the human body in health, disease and during treatment." The original mainframe and minicomputer version was written in FORTRAN by Dr. Tom Coleman at the University of Mississippi Medical Center. Microcomputer versions for the IBM and Apple II series, written by Dr. James Randall (Indiana University Medical School), are also now available. Skidmore has a minicomputer version running on its VAX 11-750s, and both Skidmore and RPI have the microcomputer versions available. In all frankness, one can only say that HUMAN is a stunning educational programming achievement. The model provides an integrated approach to many of the major physiological systems of the body including the cardiovascular, respiratory, renal, and thermoregulatory systems, and it also includes selected major components of many of the other body systems. It allows the user to change up to 80 physiological parameters and on each iteration computes (and therefore allows the user access to the values of) over 150 variables. The educational strength of the model is that it allows the student to work with the integrated physiology of these systems. Thus after perturbing one or several variables (eg, O2 in inspired air, level of exercise), the user can observe the wide-ranging, complex series of homeostatic adjustments that are made in the various body systems as they unfold sequentially. The range of educationally useful exercises seems virtually limitless, and student-designed experiments have included simulating high altitude and deep sea conditions, "blood doping" an exercising model, and many others.

A sample reconstructed output from a HUMAN experiment might be instructive for those unfamiliar with the model. The results of one such sequence suggested in Dr. Randall's manual for the microcomputer version are shown in Figure 3. The first group of data shows the normal status of the subject. In this output the user has selected to display arterial pressure, cardiac output, muscle blood flow, lung ventilation, arterial O2 content, blood lactic acid, O2 debt, and the level of exercise (in L/min above resting O2 consumption level). In the next block of lines, an exercise session begins at a level of 2 L/min above resting O2 consumption level. We notice changes in cardiovascular parameters, including an increase in both cardiac output and the percentage of it that is sent to the exercising muscles. Because the subject progressively builds up an O2 debt, the model ceases to exercise at around 25 min (this cutoff at 10-L O2 debt is built into the model). The student then tries to slow the buildup of the O2 debt by having the subject breathe 100% O2 (data in block 3). While this succeeds in lengthening the time until the exercise cutoff to some 40 min, the 10-L O2 debt level is eventually reached, and the subject again ceases exercising. At this point the student must conclude that the O2 delivery problem does not lie in the respiratory system (which clearly can deliver no more O2) and is directed to try to simulate cardiac exercise conditioning by increasing the basic strength of the right and left heart (ventricular contractility). The next series of data (fourth block) shows that this maneuver is indeed successful for the entire duration of the 80-min period shown, leading the student forcefully to the realization that it is the circulatory rather than the respiratory system that is the limiting factor in this type of endurance exercise. As an assignment for advanced students, we have had them work further through the limitations on endurance exercise by asking them to get the model to "run"
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FIGURE 3. Sample reconstructed tabular output from the HUMAN simulation.
Four blocks of data are shown, each illustrating one phase of a student experiment
exploring factors limiting endurance exercise. See the text for further details.
The GRAPHICS program initially provides a rough view of the eight variables that were sampled during the experiment. Figure 4(A) is how the data from an experiment similar to that in Figure 3 looks after it was run through the graphing program. The student can then choose to view any three variables simultaneously in more detail. Figure 4(B) shows cardiac output (CO), arterial oxygen content (O₂A), and exercise level (represented as total oxygen usage above normal). These variables are displayed in three colors on the CRT screen, which distinguishes them more clearly than does this black and white reproduction. Note the series of points just below the plotted lines. On the same line, also note the two solid (darker) bars, the “A” bar, on the extreme left and the second “B” bar, above the “2” (in 12 min). Moving these bars (with the keyboard arrow keys) allows the user to obtain the X and Y values of any point on the plot. The X-axis values (time) at each bar location are given at the bottom of the screen and the Y-axis values (one for each of the three variables) are displayed in the table at the right of the screen. This arrangement eliminates the screen cluttering problem of putting three Y-axis scales on the graph and yet allows easy access to Y and X axis values.

The graph in Figure 4(A) has bar A at day 1 hour 12 min 0. This is during the control period before exercise began. Bar B is at day 1 hour 12 min 50, just before exercise stopped. The percent changes (values on the right, Fig. 4(B)) clearly show that cardiac output responded with a 188% change, but even with the increased ventilation, the oxygen content only increased by 8.7%. The student may then go on to examine other parameters such as the oxygen debt. By using this program the students can get a quick graphic interpretation of the particular experiment they have just run and then decide if they should redesign the experiment. Once they have a satisfactory set of data, they can permanently save that information to a file that can be reloaded into the GRAPHICS program or can be used by other programs.

Teaching Data Handling

At this point the student has a set of data that he/she feels supports or refutes a particular physiological hypothesis. The next objective is to determine how the data should be presented to illustrate the conclusion most convincingly. Using our GRAPHICS program the student has saved each experiment in a file that can be read into a program such as LOTUS 1-2-3. Here the data can be easily manipulated and graphed in different ways. The example in Figure 5 is what I use to introduce the students to LOTUS. Using the same exercise example, the figure shows the rate of increase of oxygen debt of a normal subject, one who is breathing 100% O₂, and one who has a heart 30% stronger than normal (a conditioned heart). I then point out that while this graph...
LIMITING FACTORS DURING EXERCISE
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FIGURE 5. An example of data generated using HUMAN, saved using GRAPHICS, and plotted using LOTUS 1-2-3.

makes a point (that circulation is the main limiting factor in short term endurance exercise), the plot's effectiveness certainly could be improved upon. For example, the long control period could be left off the graph, although it was certainly necessary for a good experimental design. Indeed, a statement that a 20-min control period was measured before each experiment could be better placed in the text or legend of the graph. Further, if one were only interested in the rate of increase in oxygen debt, a graph ending at 25 min would perhaps make that point more clearly. Or, perhaps a bar graph would be more effective. Once the data is in a graphing package such as LOTUS, these changes take only minutes. The student can then concentrate on how to best present the data without spending hours plotting a graph only to later regretfully decide that a different axis would have been better. I doubt that students ever make more than one graph of experimental data obtained in a laboratory experiment. Here the purpose of the laboratory exercise is to experiment with different graphic representations of the same data. In addition the students are encouraged to consider what parameters will best present their points. For instance, in our examples, the rate of O₂ delivery might be a better parameter to have measured and plotted. Using the computer, students can redesign and rerun an entire experiment in minutes.

CONCLUSION

Our goal in this article has been to illustrate how computer models designed for use under one educational philosophy can, with slight modifications, be used to accomplish different educational goals. The ease with which this can be done depends heavily on the quality of the original author's documentation and his/her willingness to share the source code of the program. When designing software, it is important to recognize that, by allowing colleagues access to this information, the utility and the educational impact of the program is greatly enhanced.
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One of the primary problems in producing educational software in the life sciences is placing hardware where it is easily accessible to faculty members. Ready access in most cases means within the individual faculty member's office or laboratory space. Usually even the most ardent backer of computer-based instructional programs is hard-pressed to be an active generator of programs if the equipment for creating those programs is located at a site that is not easily accessed. It is even proposed by some that equipment should be taken home by interested faculty not only to promote literacy and generate new educational uses,
but to make it easy for the faculty to sit at the machine and create programs. Obviously, other types of encouragement are necessary, but that of machine access is one that can be easily addressed.

During times when administrators are practicing budgetary restraint, it is difficult to place computer hardware so that faculty may have easy access. Alternative ways of acquiring equipment may be available. For example, several computer companies have made large contributions of equipment to universities either in the form of loans or as grant programs.

Equipment loan programs may aid in exposing faculty/students to varieties of equipment either to enhance literacy, in making decisions regarding acquisition, or to improve access for software generation. These programs that involve the lending of equipment to institutions are as varied in procedures as the number of companies involved. For example, IBM has a highly organized national program to foster the use of IBM PC Jrs by university faculty. Others, such as Digital, manage a somewhat less structured program on a regional basis, and Radio Shack has no organized loan program, but will lend equipment through their local outlets, depending on relationships built by the institution. Like most major personal computer equipment manufacturers, Tandy also has an educational grants program for computer equipment.

Loan programs are not always without hazard, oftentimes lending companies require maintenance that may cost as much as the equipment itself and some expressed intent on the part of the university to purchase the equipment at the conclusion of the loan period.

With regard to microcomputers, IBM appears to have one of the few national programs to lend equipment. The IBM loaner programs are designed around two different possibilities. The first and probably the most desirable is where the company lends systems to college faculty. These systems, which are new IBM PC or XT computers, are eligible for sale to the school or professor at a discounted price at the end of the loan period.

Another is the loaner program mentioned earlier known as the "IBM Faculty Seminar Program." This program provides new or used IBM PC Jrs for faculty to use for an extended period of time (eg, 3-6 months). The individual faculty members involved have free access to the equipment for educational or personal use. At the end of the loan period the machines are not available for sale. Additional information on the program is available from an IBM sales representative or directly from IBM (Table 1).

Since April 1983, Radio Shack has sponsored a quarterly grant program to promote computers in education. The Tandy TRS-80 Educational Grants Program has awarded over $850,000 worth of hardware and software to 79 individuals and institutions to date. Tandy presents the awards to individuals or schools that submit the best research proposals on a topic Tandy chooses. For example, the 10th quarterly cycle of the program, which ended December 31, 1984, accepted outlines on the topic "Managing Instruction with Microcomputers." The 11th cycle of the Tandy program will award prizes on the best proposals for "Applications of Microcomputers in Special Education." Proposals were due March 31, 1985. You can get a grant application, including format and content procedures, by writing to

<table>
<thead>
<tr>
<th>Company</th>
<th>Program</th>
<th>Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple</td>
<td>Faculty purchase</td>
<td>An Apple for the Teacher c/o B &amp; M Publications</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PO Box 306</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Half Moon Bay, CA 94019</td>
</tr>
<tr>
<td>Apple</td>
<td>Program development</td>
<td>The Foundation for the Advancement of Computer-aided Education 20869 Stevens Creek Blvd. Building B-2, Suite A-1 Cupertino, CA 95014</td>
</tr>
<tr>
<td>Digital</td>
<td>Educational grants</td>
<td>Digital Equipment Corp. Educational Services Dept. 12 Crosby Drive Bedford, MA 01730</td>
</tr>
<tr>
<td></td>
<td></td>
<td>or Educational Services Dept. Santa Clara, CA 95051</td>
</tr>
<tr>
<td>IBM</td>
<td>PC Jr loan</td>
<td>IBM Information Systems Group 900 King Street Rye Brook, NY 10573</td>
</tr>
<tr>
<td></td>
<td>or PC &amp; PC/XT loan</td>
<td>Radio Shack Education Div. 1400 One Tandy Center Fort Worth, TX 76102</td>
</tr>
<tr>
<td>Tandy</td>
<td>Educational grants</td>
<td></td>
</tr>
</tbody>
</table>
Tandy c/o The TRS-80 Educational Grants Program (Table 1). Apple supports a variety of programs for equipment acquisition, but currently has no organized national loan program. Individuals or institutions may borrow one or two pieces of equipment through regional Apple support centers, but for only short periods of time. Apple also currently has a “Test Drive a Mac” program, which allows local outlets to place Macintosh computers into the hands of prospective buyers for a day.

The “An Apple for the Teacher” program allows educators to buy selected Apple products at special prices. The program is open to full-time instructional and administrative employees of accredited schools, colleges, and universities.

We have made an attempt to discuss typical programs of just a few of the major computer manufacturers; other manufacturers are likely to have comparable programs. Local outlets seem to be a prime place to start when you are unsure about a particular manufacturer or program. When having your hands on the machine is the rate-limiting step in generating computer-based materials in your setting, perhaps creative equipment acquisition may be helpful.

**TECHNICAL ASPECTS OF USING MICROCOMPUTERS IN A GROUP SETTING**

Harold I. Modell

*Virginia Mason Research Center, Seattle, Washington*

Schottelius,6 Mikiten,1 and others,2 have reported on the utility of microcomputer simulations as teaching tools in group settings ranging from small group conferences to large group lectures. We have used simulations in both of these settings over the past four years with varying degrees of success. Although many factors may play a significant role in determining the level of success of a specific presentation, it is our experience that the technical aspects of the presentation represent a key element. The purpose of this article is to review our use of simulations in a medical school setting, focusing on the technical aspects of the presentation. The simulations used were mathematical models of various aspects of pulmonary function.1

The physiology curriculum at the University of Washington School of Medicine is based on an organ system approach with the majority of the coursework being presented in the second year. Approximately 175 students are enrolled in the cardiovascular/respiratory course presented each fall quarter. The respiratory section of the course consists of a series of 2-hour blocks of lectures to the entire class followed by 3-4 hours of small group conferences (22 students/group). In the lecture portion of the course, one simulation dealing with the alveolar gas equations has been used by one lecturer. This simulation along with others dealing with pulmonary mechanics, gas exchange, and acid-base balance has been used by the same individual in his conference sessions.

**USE IN THE LECTURE HALL**

The simulation was used for the first time in the lecture hall approximately 4 years ago. The computer, an Apple II+, was in full view of the students, and the output was fed to six 23-inch color video monitors suspended at various locations around the room. An additional monitor was placed in the front of the room.

The output scheme was similar to that shown in Figure 1. The output was in the form of tabular data on a 40-column, monochrome screen. A movable arrow could also be displayed to focus attention on the data that the lecturer was discussing. The lecture was designed to run several “experiments” using the simulation and then discuss the principles underlying the observed results.

Get polling a selected number of students concerning the worth of the computer display in the lecture hall, three general responses were encountered. Those students who were computer oriented thought the experience was helpful. Those students who viewed the computer as merely another “gimmick” thought the simulation did not enhance the lecture. The third group was noncommittal as to the effectiveness of the simulation. All three groups criticized the output as being difficult to read unless the monitor being viewed was directly overhead and in good adjustment.

From the lecturer’s standpoint, several problems were noted. Because the monitors are suspended from the ceiling and seldom used, preventive maintenance and periodic adjustments are not performed on a regular basis. Hence, it was difficult for the lecturer to be sure...
that the color monitors were providing a good black and white image. With students viewing monitors in different areas of the room, it was also difficult to ascertain whether the class was focusing on the message being conveyed. This was true in spite of the fact that an arrow on the screen could be pointed at the data being discussed. As a result of these perceptions, the simulation was not included in the lecture during the next two years.

In the fall of 1984, simulations were once again used in conjunction with the alveolar gas exchange lecture, this time with considerable success. Although the output scheme of the earlier model still provided numerical data, a graphical component had been added to clarify where the values of being "measured" (Fig. 2). The presentation mode was also changed. As suggested by Mikiten, every attempt was made to make the technology transparent to the class. An Apple //c computer was used instead of the II+. This machine was small enough to fit on the lectern, effectively hidden from the students' line of sight.

To minimize the chance of typing errors when accessing the models to be used, a controller program was written to load the appropriate simulation. This program set up the proper graphics conditions and accepted only three single characters as legal inputs. If the character typed was not a "1" (load the first program), "2" (load the second program), or "ESC" (quit), the input was ignored. The prompt for the input was hidden from the viewing screen by displaying the graphics screen, placing the cursor at the first line of the screen, and printing the prompt on the text screen. Each of the simulations used during the lecture terminated by calling the controller program.

The computer output was fed to a Sony Model VPH-1020QM video-projector for projection on the same screen used for presenting slides during the lecture. The Sony projector has a three gun projection system, and, as a result, has a fixed focal length that limits the image size. Unfortunately, this image size was not large enough to allow the abbreviations and numbers to be read from all parts of the lecture hall. To overcome this limitation, the red and blue guns were turned off (a feature of the projector), and only the green gun was used. By using a single gun, the image could be enlarged and focused sufficiently so that the image could be read by all students.

Using the same screen for slides and the computer output necessitated a mechanism of masking one output (ie, slide or computer) while projecting the other. This was easily accomplished by placing blank slides in the appropriate positions in the slide projector and by incorporating a toggle switch in the cord connecting the computer output to the projector.
To further limit the possibility of generating errors that would result in the computer technology intruding on the message of the lecture, it was decided that the computer output be used only for those aspects of the presentation that could not be presented with slides. Hence, when introducing the model, the assumptions and a preview of the output scheme (Fig. 3) were presented as slides, even though they could have been presented with the computer.

Another example of this practice is a second model shown during the lecture. This model presented carbon dioxide exchange as a reservoir system (Fig. 4). The pictorial was presented first as a slide. The model was then used to provide an animation of moving from one steady state to another. Slides were once again used to build on this image while discussing oxygen exchange (Fig. 5).

Although the lecture material in the more recent presentation did not differ significantly from that in earlier years, the use of the simulation provided a more interactive session with a greater impact on the students than did the earlier attempt. This could certainly be attributed in part to differences in class personality and willingness to accept the computer as something other than a "gimmick." However, the technical refinements made in the mode of presentation and judicial use of the computer eliminated key problems identified by the lecturer in the earlier presentation.

**Figures:**

**Figure 3.** Preview of the output scheme depicted in Figure 2 shown to students as a slide.

**Figure 4.** Model of carbon dioxide exchange shown first as a slide. The model was then run on the computer showing an animated transition from one steady state to another.

**Figure 5.** Extension of the model shown in Figure 4 to apply to oxygen exchange. This picture was shown only as a slide.

The conference group setting, by virtue of its more intimate nature, is more forgiving of the computer technology intruding on the discussion at hand. Thus, "hiding" the computer from view has not proved to be as important in this setting as it is in the lecture hall. We have used both the Apple II+ and IIc in the conference room with equal success.

The rooms used for the small group sessions in this course were originally designed as student laboratories. Thus, each room has several laboratory tables at which 4–5 students sit. Because of this design, we initially chose to use daisy-chained 9-inch monitors to present the computer output. One monitor was placed on each table. An additional monitor (25 inch) was placed at the front of the room. The instructor used the large monitor for discussion, and the students could see the details of the output on the small monitors.

Although this arrangement was satisfactory, it was far from optimal. At times the 9-inch monitors proved to be too small for easy viewing by 5 students. As in the lecture hall, the technical aspects of presentation have had a significant impact on the effectiveness of the presentation. In the conference room setting, the models were used to reinforce material presented in lecture and to provide additional data during discussion of various problem sets.
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students; some students felt obligated to make frequent adjustments to the picture; and alternating attention between the small and large monitor led to confusion at times. Thus, while more latitude in the choice of video monitor is available in the conference room, the lessons learned in the lecture hall are also applicable here.

During the past two years, the small monitors have been replaced by a single 40-inch projection television system. The curved screen on this type of system limits side viewing at times, and, occasionally, students must move toward the center of the room to view the image. Nevertheless, having the class focus on one output facilitates the discussion.

We have used two different projection television units. One unit did not provide a good white on black image when used with the computer. To overcome this, the red and blue guns were covered with cardboard (allowing ventilation for the guns), effectively converting the unit into a "green screen" monitor. Neither projection television provided as good an image as the video projector used in the lecture hall, but both proved very effective in the small group setting.

OTHER CONSIDERATIONS
Our experience with simulations in the classroom has been restricted to mathematical models of physiological systems. Another class of simulations, however, offers considerable potential for the lecture and small group settings. With the development of interactive video and natural language authoring systems, clinical simulations previously designed for independent study settings have the potential for returning the clinical correlation in a "grand rounds" format back to the classroom.

The degree of success achieved by using clinical simulations will depend heavily on the technical aspects of presentation. For example, use of multiple choice interaction with such simulations in a group setting will dampen rather than stimulate group problem solving. Natural language input, on the other hand, will serve to make the simulations even more realistic.

Input schemes in mathematical simulations generally involve a minimal amount of keyboard input, thereby minimizing the chances of typing errors that result in the technology intruding upon the discussion at hand. Use of natural language input with clinical simulations, while desirable from an interactive standpoint, may increase the potential for keyboard errors because of the amount of typing necessary for communication with the program. At least one group is experimenting with voice input for interaction with clinical simulations. This mode offers an attractive alternative for group settings.

Our goal in this article has been to share some of the experience that we have gained using the microcomputer as a lecture/discussion aid over the past four years. It has become clear to us that attention to the technical aspects of the presentation can mean the difference between the simulation being viewed by students as another "toy" of the lecturer or as a useful adjunct to learning.
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USING "HUMAN," A COMPREHENSIVE PHYSIOLOGICAL MODEL, IN TEACHING UNDERGRADUATE PHYSIOLOGY COURSES

Charles W. Holliday

Department of Biology, Lafayette College, Easton, Pennsylvania

In a recent article in *The Physiologist*, Coleman and Randall have described the operation of their excellent physiological simulation of human systems physiology, HUMAN.¹ Although this simulation is intended for use in teaching human physiology and diagnosis to medical students, I have had excellent results in using it as an adjunct in teaching an undergraduate, non-laboratory course in human physiology at Lafayette College. Further, I believe that it could be used effectively as an adjunct in advanced high school biology courses.
There are many pedagogic problems in teaching nonlaboratory courses in the sciences, and physiology is no exception to this rule. Students concentrate on learning the physiological concepts presented and develop little appreciation for the methods used to gather the data presented in graphic form during lectures and in the text. Further, they have little appreciation for the difficulties of formulating an hypothesis, experimental design, and the production of an "elegant record" that clearly demonstrates the effect of a given stimulus on a physiological variable. Even in courses with laboratory sections, it is difficult to measure more than two or three variables during any one experiment. Finally, a certain percentage of students in any class does not deal well with graphic presentation of data (eg, carbon dioxide partial pressure plotted as a function of alveolar ventilation) because they have had little previous experience in gathering and plotting data.

I have used HUMAN in several ways to enrich my students' experiences and to at least reduce some of the pedagogic problems noted above. The simulation iteratively computes values for over 200 physiological variables and allows the user to change more than 70 parameters (eg, fraction of oxygen in inspired air). Output from the simulation is a tabular listing of up to eight variables and allows the user to plot the output data as a function of time, if only in the mind. Thus, users of the simulation must design an experiment each time they use it and plot the output data as a function of time, if only in the mind.

I began by using HUMAN in my nonlaboratory human physiology course simply as an adjunct for interested students. Several of the experiments, included with the program disk by its authors, were recommended to the students, and an Apple II + microcomputer with a CP/M card was made available at the College computer center. It quickly became clear that only a few students voluntarily put enough time into the simulation to benefit from it.

At present I require that the students write a term paper based on experiments of their choice and design performed on HUMAN. First, the students run five of the "canned" experiments for familiarization. The students then submit a preliminary, two-page proposal for the project, which I return to them with suggestions for improvements. They then perform their experiments and submit a 10-page term paper in the form of a standard scientific paper with introduction, methods, results (including graphed data), and discussion sections and annotated output from the simulation as an appendix. Table 1 shows the output from an experiment to show the effect of reduced sympathetic output on heart rate, cardiac output, stroke volume, and blood pressure. Interpretation of these results by the student involves integration of knowledge of factors such as sympathetic control of heart rate, stroke volume, and arteriolar and venous tone.

Student response to the model has been uniformly favorable. The quality of the term papers has been better than I expected, and many of the students have been motivated to consult Guyton's physiology text and papers in the literature to explain their results. Clearly, the simulation helps to provide at least some of the benefits of a laboratory section in the course.

I have also used HUMAN as an adjunct in my laboratory course in comparative animal physiology. Several of the laboratory exercises have long time intervals between data collections, and I have the students run simulations on HUMAN during these intervals. For example, during a respirometry exercise using roaches and Barcroft respirometers, the students investigate the effects of altitude on human respiratory rate and blood pH using HUMAN (barometric pressure is set to the equivalent of 32,500 feet). The simulation clearly shows the interaction of oxygen of pH (Pco2) chemoreceptors in controlling respiration rate (Table 2).

HUMAN has occasional malfunctions associated with huge or miniscule values for computed variables and will sometimes display values of variables that are not compatible with life (eg, blood pH values of 8.3). I like this feature of the model.

### Table 1. The Effect of Reduced Sympathetic Output on Pulse, Cardiac Output, Stroke Volume and Arterial Pressure in HUMAN

<table>
<thead>
<tr>
<th>TIME</th>
<th>PULSE</th>
<th>CO</th>
<th>SVOL</th>
<th>AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>12:10 AM</td>
<td>72.2</td>
<td>5462</td>
<td>75.4</td>
<td>99.7</td>
</tr>
<tr>
<td>12:11 AM</td>
<td>85.6</td>
<td>5295</td>
<td>61.8</td>
<td>72.4</td>
</tr>
<tr>
<td>12:12 AM</td>
<td>81.7</td>
<td>5306</td>
<td>65.0</td>
<td>72.3</td>
</tr>
<tr>
<td>12:13 AM</td>
<td>81.7</td>
<td>5273</td>
<td>64.6</td>
<td>72.3</td>
</tr>
<tr>
<td>12:14 AM</td>
<td>81.8</td>
<td>5254</td>
<td>64.3</td>
<td>72.2</td>
</tr>
<tr>
<td>12:15 AM</td>
<td>81.8</td>
<td>5230</td>
<td>64.0</td>
<td>72.2</td>
</tr>
<tr>
<td>12:16 AM</td>
<td>81.8</td>
<td>5214</td>
<td>63.7</td>
<td>72.1</td>
</tr>
<tr>
<td>12:17 AM</td>
<td>81.8</td>
<td>5194</td>
<td>63.5</td>
<td>72.2</td>
</tr>
<tr>
<td>12:18 AM</td>
<td>81.8</td>
<td>5174</td>
<td>63.3</td>
<td>72.2</td>
</tr>
<tr>
<td>12:19 AM</td>
<td>81.8</td>
<td>5166</td>
<td>63.1</td>
<td>72.2</td>
</tr>
<tr>
<td>12:20 AM</td>
<td>81.8</td>
<td>5153</td>
<td>63.0</td>
<td>72.2</td>
</tr>
</tbody>
</table>

"SYMCL is the value (X normal) at which sympathetic output is clamped, SYMSW is a switch that is set at "1" to actuate clamped output. The values at 12:10 AM are normal ones."
TABLE 2. The Effect of Altitude on Arterial Pressure, Cardiac Output, Respiration Rate, Blood pH, Arterial Oxygen Content, and Venous Oxygen Content

<table>
<thead>
<tr>
<th>DAY</th>
<th>TIME</th>
<th>AP (mmHg)</th>
<th>CO</th>
<th>RESPRT</th>
<th>pH</th>
<th>O2A</th>
<th>O2V</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12:00</td>
<td>760.0</td>
<td>11.51</td>
<td>7.42</td>
<td>.29</td>
<td>.148</td>
<td></td>
</tr>
<tr>
<td>12:02</td>
<td>5451</td>
<td>11.532</td>
<td>7.42</td>
<td>.29</td>
<td>.148</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:04</td>
<td>18</td>
<td>6038</td>
<td>21.2</td>
<td>7.127</td>
<td>.128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:06</td>
<td>115</td>
<td>6486</td>
<td>23.2</td>
<td>7.179</td>
<td>.131</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:08</td>
<td>113</td>
<td>7051</td>
<td>23.5</td>
<td>7.540</td>
<td>.130</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:10</td>
<td>111</td>
<td>7364</td>
<td>22.8</td>
<td>7.600</td>
<td>.130</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:12</td>
<td>111</td>
<td>7526</td>
<td>21.6</td>
<td>7.658</td>
<td>.128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:14</td>
<td>125</td>
<td>8770</td>
<td>21.9</td>
<td>7.716</td>
<td>.127</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:16</td>
<td>124</td>
<td>8557</td>
<td>20.8</td>
<td>7.764</td>
<td>.127</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:18</td>
<td>124</td>
<td>8441</td>
<td>20.6</td>
<td>7.811</td>
<td>.127</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:20</td>
<td>124</td>
<td>8380</td>
<td>20.6</td>
<td>7.856</td>
<td>.128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:22</td>
<td>124</td>
<td>8344</td>
<td>20.6</td>
<td>7.900</td>
<td>.128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:24</td>
<td>123</td>
<td>8298</td>
<td>20.6</td>
<td>7.941</td>
<td>.128</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 2.** The Effect of Altitude on Arterial Pressure, Cardiac Output, Respiration Rate, Blood pH, Arterial Oxygen Content, and Venous Oxygen Content

- **Value of BAROP is 760.0**
- **New value of BAROP is 200.0**

**DAY = 1** **TIME = 12:00 AM**

<table>
<thead>
<tr>
<th>TIME</th>
<th>AP</th>
<th>CO</th>
<th>RESPRT</th>
<th>pH</th>
<th>O2A</th>
<th>O2V</th>
</tr>
</thead>
<tbody>
<tr>
<td>12:00</td>
<td>96.8</td>
<td>5451</td>
<td>11.51</td>
<td>7.42</td>
<td>.29</td>
<td>.148</td>
</tr>
<tr>
<td>12:02</td>
<td>99.7</td>
<td>54</td>
<td>11.532</td>
<td>7.42</td>
<td>.29</td>
<td>.148</td>
</tr>
<tr>
<td>12:04</td>
<td>18</td>
<td>6038</td>
<td>21.2</td>
<td>7.127</td>
<td>.128</td>
<td></td>
</tr>
<tr>
<td>12:06</td>
<td>115</td>
<td>6486</td>
<td>23.2</td>
<td>7.179</td>
<td>.131</td>
<td></td>
</tr>
<tr>
<td>12:08</td>
<td>113</td>
<td>7051</td>
<td>23.5</td>
<td>7.540</td>
<td>.130</td>
<td></td>
</tr>
<tr>
<td>12:10</td>
<td>111</td>
<td>7364</td>
<td>22.8</td>
<td>7.600</td>
<td>.130</td>
<td></td>
</tr>
<tr>
<td>12:12</td>
<td>111</td>
<td>7526</td>
<td>21.6</td>
<td>7.658</td>
<td>.128</td>
<td></td>
</tr>
<tr>
<td>12:14</td>
<td>125</td>
<td>8770</td>
<td>21.9</td>
<td>7.716</td>
<td>.127</td>
<td></td>
</tr>
<tr>
<td>12:16</td>
<td>124</td>
<td>8557</td>
<td>20.8</td>
<td>7.764</td>
<td>.127</td>
<td></td>
</tr>
<tr>
<td>12:18</td>
<td>124</td>
<td>8441</td>
<td>20.6</td>
<td>7.811</td>
<td>.127</td>
<td></td>
</tr>
<tr>
<td>12:20</td>
<td>124</td>
<td>8380</td>
<td>20.6</td>
<td>7.856</td>
<td>.128</td>
<td></td>
</tr>
<tr>
<td>12:22</td>
<td>124</td>
<td>8344</td>
<td>20.6</td>
<td>7.900</td>
<td>.128</td>
<td></td>
</tr>
<tr>
<td>12:24</td>
<td>123</td>
<td>8298</td>
<td>20.6</td>
<td>7.941</td>
<td>.128</td>
<td></td>
</tr>
</tbody>
</table>
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**VIDEO-BASED INSTRUCTION AS AN ENHANCEMENT TO COMPUTER LEARNING**

John Heard, Jr, and Barbara K. Heard
Department of Microbiology and Immunology, Kirksville College of Osteopathic Medicine, and Division of Education, Northeast Missouri State University, Kirksville, Missouri

We live in a world that continually impinges upon us with all sorts of varied sensations. From the familiar sound of a locomotive to the faint wisp of a haunting fragrance, we are constantly bombarded by our surroundings. In all phases of our endeavors we strive to replicate and present the most realistic models of our surroundings. In the area of music, for instance, we have developed sophisticated audio reproduction components to give as the most faithful sounds available. One area where we seem to be failing to strive for excellence is in computer-aided instruction (CAI), especially in our pictorial representations. Not only do we not strive for faithful visual presentations, we accept crude imitations. While we cannot expect every picture to convey a thousand, or even a hundred words, we should expect them to convey a true representation. One method of accomplishing this, which has been around for several years, is the use of video-generated materials. These presentations have been made possible, and for the most part accessible to all, by the popularization of videotape and videodisc players. The combination of videodisc-generated pictures and interactive computer programs offers unlimited possibilities in the presentation of CAI.

At the simplest level, one can record a lesson on the disc, using the computer as the testing mode or for problems -nd drills. This method has several advantages. While not
coming close to utilizing the possible powers of the combination of these two technologies, the standard lecture–drill combination does allow an easy means of conveying information. By first videotaping the lesson and later editing it, a near-perfect presentation can be achieved. Facts that otherwise might not be available to a learner can be presented via experiments. This use also gives us the advantage of performing the experiment carefully to obtain the results and avoids the possible errors present in live demonstrations. Obviously, the use of the computer in this case is fairly limited and, in fact, serves more as a review and test instrument than as a truly educational medium.

The next level of integration involves the user and computer slightly more. This involves a standard video presentation of compact unit ideas, either single or a few concepts. At the end of each unit, the student would be assessed for comprehension with further advancement contingent upon successful attainment of a predetermined level of proficiency or number of correct responses. While this does not demand a high degree of interaction, it would involve the user in program control.

The third level of integration involves a greater degree of interaction. This mode would be essentially the same as the second level but with one very important difference. When the student found himself having difficulties, he would be able to request alternate presentations of the information. This method, like the previous ones, suffers from the disadvantage of having a sequential flow of information, i.e., concepts covered previously are no longer available for random perusal at the convenience of the student.

A fourth level of integration uses the capabilities of both the computer and videodisc to their fullest, i.e., while the flow of information is linear, any information, past, present, or future, is available to the user. This mode utilizes the random search capabilities of the videodisc player. At the same time, the inclusion of the computer can be made more important, i.e., not only can it simply test for knowledge acquisition, it also can control program flow. In this combination, program control has been transferred to the computer. The user can choose to follow the preprogrammed flow or, by direct intervention, can choose where to go and what to do. This mode involves the greatest interaction between computer and videodisc player.

The final level of integration is simply a modification of the last mode. In this combination not only is the degree of interaction between the computer and videodisc great, but it also involves the greatest degree of user interaction. Unlike the previous methods, which were intended mainly to convey basic principles, this method assesses the comprehension integration and ability to utilize the principles presented. In essence, this becomes a sophisticated interaction with the real world. Here the user is not presented with a series of facts to be learned. Rather, a situation is presented that embodies, to various degrees of difficulty, principles previously learned. Through the interaction of the user with the videodisc and computer, further information may be requested as needed for the solution of the specific problem presented. A simple example should suffice to point out the difference among the methods of integration.

Suppose we wish to cover the disease of measles. The first method would simply present the characteristics of the disease, its diagnosis, prevention, and treatment. Actual cases could be presented to demonstrate the rash in its various stages. Following the presentation, the computer could be used to present a series of questions to assess the level of knowledge obtained. Repeated viewing of the lesson could be recommended if necessary.

The second method first might present the clinical manifestations of the disease, allow assessment, then recommend reviewing the section or continue on to diagnosis. Again the program could assess the knowledge obtained and proceed through treatment and prevention, ending up with a final assessment.

In the third mode, if a student was unclear as to the exact clinical picture associated with the disease, following presentation of diagnosis, for example, he could request alternate presentations such as smaller units of diagnosis or more case presentations. These could be delivered as follow-ups to the regular presentation.

The fourth level of integration would be similar to the third except for the addition of random sequence capabilities. While the third alternative required any follow-up to be after a presentation, the fourth level allows any sequence to be requested and obtained randomly. This offers the obvious advantage of flexibility in learning.

The final mode might involve initial presentation of a patient with minimal clinical symptoms. Additional information could then be requested in order to select the most likely diagnosis. This obviously would have its application in the presentation of a single disease state, but rather in the practice of differential diagnoses. Following final diagnosis (or as an adjunct to it), the symptomatology used to diagnose the original case could be presented. This method of presentation allows each user to have complete access to his own personal instructor.

While these examples might seem to indicate that the obvious advantages lie with the last two methods, this is not necessarily the case. It is true that these two do allow the maximum interaction of user, computer, and videodisc. On the
other hand, the first three methods could be adapted to the inexpensive videodisc players or even videotape recorders. Because their applications allow only sequential retrieval of information, they could also be used as developmental protocols for the more expensive videodisc players.

When should video-based instruction be used? Potentially almost any topic could lend itself to video enhancement. In particular, however, those areas are best suited that contain a strong visual image to the subject being presented. This is especially true in light of the process involved in production of a video-enhanced module. If one simply uses a video tape recorder, problems are minimized in that recordings can be redone until acceptable. All of the problems associated with making any video-based product are present. For example, if one is filming a chemical reaction in which temperature is critical, the heat generated from lighting necessary for filming may accelerate the reaction to dangerous levels. In this case, cooling may be needed, whereas under normal laboratory conditions this would not be required. Filming of live objects may require many retakes in order to obtain the correct sequence of events.

When working with videodisc, the problems can be even more difficult. This arises from the fact that once the final tape is submitted for mastering, any mistakes discovered later are extremely costly. For example, if one has placed a sequence of frames at a particular location to be accessed for remedial action and inadvertently included material at a higher level, then the desired remediation would be lost.

One final problem that must be mentioned is the necessary interfacing between the computer, video player, and monitor. In most instances one requires two monitors: one for the video-generated signals and another for the computer-generated information. Systems that allow one to overlay text- and video-generated images are now appearing on the market, but these usually cost more.

A great advantage to using video-generated images is the familiarity with, and almost magical acceptance of, television by the young. The transition from requisite TV watching to viewing a TV monitor for information is one made easily by most people.

In summary, while computer graphics may be increasing in resolution and sophistication, nothing can replace the actual thing as well as a video-generated picture. Inclusion of video-generated material in CAI modules can lead to a more effective and impressive presentation of information. Cautions must be exercised, however, in the preparation of these modules to guarantee the proper sequencing of frames and inclusion of appropriate material.

INSTRUCTIONAL DESIGN ISSUES AND THE EFFECTIVE USE OF GRAPHICS IN COMPUTER-ASSISTED INSTRUCTION

Lynn D. Churchill
The Center for Instructional Development and Research, University of Washington, Seattle, Washington

The topic of using graphics in computer-assisted instruction (CAI) has received attention since the initial CAI projects of the 1960s and early 1970s. However, with the tremendous advancements in microcomputer technology and video technology over the last decade, effective use of graphics in CAI has become an increasingly important issue for educators to address. The critical questions concern the purpose and presentation of the graphics rather than whether or not one can create related graphics. Questions of when graphics should be included and how graphics should be presented are best answered by considering aspects of general curriculum design and instructional design.

The purpose of this paper will be to discuss briefly some of the important design issues related to the effective use of graphics in CAI. These issues will be addressed from both curriculum design and instructional design perspectives. Curriculum design impacts the use of graphics by designating the scope and sequence of the content in a specific CAI program. If that content is highly visual in nature, it is imperative that the students be involved with activities involving visual representations of the concept. On the other hand, graphics may be used from an instructional design perspective, because they assist in understanding the concept and not because they are necessary. For example, an advanced organizer for a particular lesson may include a simple flowchart of what was going to happen during various parts of a lesson. In this case, a simple graphic image will suffice. In many instances it is more important to have a simple diagram to illustrate a concept than a vivid real-life image from a videodisc player.

CURRICULUM DESIGN CONSIDERATIONS
From a curriculum standpoint, development of any CAI program is
related to the learning objectives the intended audience is to master and the prerequisite skills and knowledge the intended audience is expected to have prior to using the CAI. The latter is a critical component, as it provides a starting point. Designers should delineate the most important prerequisite skills. The end objective should be task-analyzed to determine the possible sequences of content that might lead to the final objective. This task analysis is usually done by working backwards from the intended goal to the place of entry level skills and knowledge. If recognition of various visual content is an objective, then it would be appropriate to look at the sequences of related graphics-based content that will lead the learner to mastery of that objective.

Curriculum design will impact the selection of the graphic images to be used in the CAI. For example, a CAI program on diagnoses that are heavily dependent on visual recognition of patient symptoms will require some sequence of graphic images that assist the learner in identifying and categorizing the symptoms appropriately. An obvious rule of thumb is that all graphics included in any lesson should be directly related to the content of the lesson at that moment. The purpose of the lesson should select the potential graphics that may be included; not the other way around.

The graphics identified as being related to the scope and sequence of the content will also have implications for the type of media needed to portray the selected graphics effectively. For instance, a delicate medical procedure may require a high-quality video reproduction of the actual procedure, whereas computer-generated graphics may suffice for the production of a flowchart. The use of interactive videodisc images and video sequences may be the only means to provide instruction in certain subjects efficiently and effectively via CAI. Hence, the nature of the graphic image and the related media necessary to present it will depend on the particular objective being addressed in that lesson and on the appropriateness of including graphics to enhance the presentation of an idea or concept.

INSTRUCTIONAL DESIGN CONSIDERATIONS

Instructional design considerations also may influence the way that graphics are incorporated into CAI packages. In this case it isn't so much what is being taught as it is how; it is being taught. There is no substitute for good instructional pedagogy, and the design of CAI demands that aspects of instructional design be considered. From an instructional design standpoint, the characteristics of most learners that have implications for how the content is presented are of principal concern. Many of these implications are related to the presentation of graphics and what they may do to contribute to learning. Other issues such as the type of questioning, the frequency of interaction, kinds of structured feedback, and branching also are instructional design issues that are not necessarily related to effective presentation of graphics in CAI. Some issues that are important and graphics related include the interplay of graphics and text; the effective placement of the graphics on the display; the selection of the appropriate graphics image; the use of color; and the use of motion or animation.

Although there are other issues we might address, these issues arise frequently in discussions regarding effective use of graphics in CAI.

THE INTERPLAY OF GRAPHICS AND TEXT

The combined use of graphics and text usually will be such that the graphics image is an enhancement of the text explanation. This implies that the graphics should not compete with the text for the student's attention. The addition of graphics in this instance is an enhancement to the textual information. This usually implies the use of simple graphics that only illuminate the essential aspects of the concept being dealt with in the text. In this case, presentation of the graphics may actually be delayed to ensure that the student has read the related text first. It may be, however, that the text is a further explanation of a particular graphics image and that an explanation follows pointing to a particular part of a graphics image. In this case, the text enhances understanding of the graphics image and should pertain only to that portion of the graphics image selected by the student. Regardless of the major emphasis of text or graphics, it is imperative that there be a consistent and narrowly defined relationship between the content of the text and the content of the graphics. The level of distraction from the primary objective by combined use of text and graphics should be kept to an absolute minimum.

EFFECTIVE PLACEMENT OF GRAPHICS

Effective placement of graphics on the screen depends on whether the emphasis is on the graphics image or on the text. In any case, it is important to realize that most students in Western civilization will track with their eyes from the top left side of the screen to the lower right side of the screen. Ideally, functional areas of the screen display will be established such that students are comfortable with finding frame headings, prompts, and instructions in the same areas of the display at all times. If the primary emphasis is on the graphics, then they should appear towards the top or to the left side of the display. The text will then appear to the right or at the bottom of the display. In this case, the text is enhancing understanding of the graphics image and not competing with it. On the other hand, if the graphics are being used
to enhance the understanding of the text, the text should appear on the left side of the display and the graphics on the right. These are not hard and fast rules, but they do reinforce the idea that placement of graphics should be considered in CAI design. Most modern authoring languages and authoring systems now include "windowing" capabilities to make it easy for a developer to experiment with placement of graphics and text.

SELECTION OF APPROPRIATE GRAPHICS
Selection of the appropriate graphics image is important, too. Again, depending on the purpose of the lesson and the role the graphic is playing, the type selected will follow. For example, a computer-generated diagram may be preferred in some situations because the amount of information displayed can be controlled to limit the amount of competing information to the learner. That is, it may be more important to have a clear graphics image of the essence of the structure of the spleen than to have a real video image from an operation where there may be considerable information that could distract the student from the main purpose of the lesson. On the other hand, there may be situations where real-life video images from interactive videodisc are the best option. This may happen in simulations requiring students to make decisions about patients based on information they have gathered through testing and observation. In any case, the selection of graphics is based on whether or not any particular graphics image will enhance the learning experience of the student and is appropriate for the situation. It is not a question of whether to use videodisc images or computer-generated graphics images but rather a question of the most appropriate use of graphics to enhance learning.

THE USE OF COLOR
Probably one of the most misused properties of graphics is that of color. The use of color should enhance the information transferred by the graphics. It should not compete with the intended message to the learner. Color should be used to assist in discriminating between contents in the graphics image. Too much color, intended to make something pretty, may actually distract the student. One should try to limit the use of color to no more than four or five colors at any one time. One should also be aware of those color combinations that are difficult for a learner to watch for any extended period of time. These include green and red, red and black, green and magenta, and brown and any other color.

Certain colors, such as red, are such powerful "flags" for students that they should be used sparingly. Bright colors can be used to draw attention to specific parts of graphics or text, but they should be used on a limited basis to ensure maximum impact within any given lesson. Flashing or altering a display color back and forth should be avoided, except in very important and limited circumstances. Flashing may be considered an intrusion into most learning environments, as it will divert virtually any student's attention.

The requirement for clear and accurate display of color may also dictate the kind of graphics image and media selected. For instance, the study of hematology may be greatly influenced by the need for such images, thereby influencing the designer to use interactive videodisc.

USE OF MOTION AND ANIMATION
Any aspect of motion or animation on the screen is a powerful flag to the learner and should be used sparingly. It has the same effect as flashing, in that the majority of the student's attention will be directed to the movement on the screen. The design of the CAI lesson should be considered whenever animation is being used. All situations involving motion or animation should be selected purposefully to enhance a particular segment of the lesson. This enhancement can be used to assist the student in drawing attention to a specific aspect of the screen display, understanding the essence of a concept through observation of specific motion (such as blood flow through an organ), or understanding a process over an extended or shortened time period (as in simulations of processes that happen either too slowly or too quickly to observe).

CONCLUSION
In conclusion, it is imperative that we not take a bandwagon approach to using various forms of graphics in instruction. The issue is not simply that one graphics approach is better or on a higher level than another. What is important is that we consider using a specific form of graphics only when it enhances our students' understanding. We need to constantly remind ourselves where instructional design fits into development of computer-assisted instruction.

Additional information on instructional design and the use of graphics can be found in the following references:

KEEPING ABREAST OF THE LITERATURE

The following citations are presented as part of a quarterly feature in CLSE designed to help readers become aware of current literature pertinent to computer applications in life science education.


Compiled by H. Modell
A SURVEY OF MEDICAL/HEALTH SCIENCE INTERACTIVE INSTRUCTIONAL MATERIALS

Beth A. Johnson
The Center for Health Studies, Hospital Corporation of America, Nashville, Tennessee

Locating existing instructional materials that address specific learning objectives is never an easy task. Additional complications arise when these materials are presented via "new" technologies such as computers or videodisc players. Some of the difficulties are as follows:

- few vendors of interactive materials ("courseware") have taken a curriculum approach to instructional development or product packaging;
- there are no standardized hardware configurations for delivery of instruction;
- courseware marketing channels are not yet well-established, making it difficult to locate products available for purchase;
- many products are the result of research grants or have been developed for proprietary use (developers of these products may not have fully examined possibilities or outside marketing).

LOCATING COURSEWARE
A beginning step in addressing these issues was taken by the Medical/Health Sciences Committee of the Division of Instructional Design, Association for Educational Communications and Technology (AECT).

Members of this committee conducted a survey of vendors of medical and health science courseware. This article describes the survey results and future steps to be taken. It is followed by a list of vendors who responded as well as product information.

The survey was intended to 1) identify vendors currently distributing these materials; and 2) gather information about products available from each vendor.

Detailed hardware configuration information was not included in the survey. Given the current diversity of hardware, hardware selection is best driven by courseware availability. When courseware acquisition is limited to off-the-shelf products, it is necessary to first identify appropriate courseware, then determine the hardware required. We asked vendors to indicate whether their products required mainframe computers, micros, videodisc or tape players, or combinations of these.

RESULTS
Of the 98 organizations tentatively identified as medical courseware vendors, 43 responded. Of these, all but seven are currently involved in marketing medical courseware. Two
of the seven exceptions indicated that they may be marketing materials in the near future.

A total of 675 programs was identified. Approximately 450 of these are part of the PLATO Health Science Network at the University of Illinois College of Medicine; a catalog of these PLATO lessons is available from the College at a cost of $10. The University of Illinois lessons are not detailed in the list of materials that follows.

The hardware configuration indicated by most vendors was microcomputer only. However, the large number of programs in the University of Illinois' PLATO library made the mainframe-only configuration the most common. Configuration figures excluding the PLATO programs are listed below:

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mainframe</td>
<td>1</td>
</tr>
<tr>
<td>Micro</td>
<td>177</td>
</tr>
<tr>
<td>Videodisc</td>
<td>22</td>
</tr>
<tr>
<td>Mainframe &amp; Videotape/disc</td>
<td>1</td>
</tr>
<tr>
<td>Micro &amp; Videotape/disc</td>
<td>29</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
</tr>
</tbody>
</table>

Specific target audience classifications were not provided by the College of American Pathologists or by the University of Illinois College of Medicine; the above totals do not include programs available from these organizations. "Other" target audiences listed by vendors include paramedics, EMTs, instructors, veterinarians, lab personnel, physiology students, social workers, and psychologists.

**NEXT STEPS**

In recent months, several professional organizations have established member services on existing telecommunications networks such as GTE Telenet and Compuserve. Two such organizations are AECT and Association for the Development of Computer-Assisted Instructional Systems (ADCIS).

These networks appear to be an excellent means of both maintaining the survey information as a database and making it available to interested parties. Discussions are under way to establish the medical courseware database as a subset of a larger courseware database on ADCIS-Net, in addition to making it available on AECT's system.

This information would be available to anyone subscribing to these telecommunications systems. The database will be vendor-updated, with mechanisms for adding more vendors as they are identified and reminding vendors to update their materials regularly.

This project is driven by the enthusiasm and support of those who might benefit from it. Comments, suggestions, and offers of assistance are welcome. If you would like to be included on a mailing list for information about further developments, please send a written request to Beth Johnson (The Center for Health Studies, Hospital Corporation of America, One Park Plaza, PO Box 550, Nashville, TN 37202).

The author wishes to thank Dr. Craig Locatis, Training Branch, NMAC/National Institutes of Health for his assistance in this project.

---

<table>
<thead>
<tr>
<th>Vendor</th>
<th>Software</th>
<th>Equipment</th>
<th>Audience</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACADEMIC HALLMARKS, INC.</td>
<td>Biology ≠ 1</td>
<td>Mainframe</td>
<td>Physician</td>
</tr>
<tr>
<td>Box 998</td>
<td>Psychology</td>
<td>Micro</td>
<td>Nurses</td>
</tr>
<tr>
<td>Durango, CO 81301</td>
<td>Health</td>
<td>Video</td>
<td>Hospital Employees</td>
</tr>
<tr>
<td>303-247-8738</td>
<td></td>
<td>Other</td>
<td>Dentists</td>
</tr>
<tr>
<td>Contact: R. W. Sauer</td>
<td>Full BLS (Basic Life Support)</td>
<td>Medical</td>
<td>Allied Health</td>
</tr>
<tr>
<td>ACTRONICS, INC.</td>
<td>Dysrhythm Recognition</td>
<td>Nursing</td>
<td>Public Health</td>
</tr>
<tr>
<td>810 River Ave</td>
<td></td>
<td></td>
<td>Other</td>
</tr>
<tr>
<td>Pittsburgh, PA 15212</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>412-231-6200</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact: Lisa Cooper Jensen</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADDISON-WESLEY PUBLISHING</td>
<td>Gas man</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COMPANY, INC.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical/Nursing Division</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2725 Sand Hill Road</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Menlo Park, CA 94025</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>415-854-0900</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact: Elaine Henderson</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---
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<table>
<thead>
<tr>
<th>Vendor</th>
<th>Software</th>
<th>Equipment</th>
<th>Audience</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALBERTA EDUCATIONAL</td>
<td>Urinary Catheterization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COMMUNICATIONS CORP.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instructional Technology Unit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16930 114 Ave.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Edmonton, Alberta T5M 3S2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>403-452-7272</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact: Linda Harmon</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANDENT, INC.</td>
<td>Education Disk</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000 N. Ave.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Waukeegan, IL 60085</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>312-223-5077</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact: S. Nye</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C.M.E., INC.</td>
<td>Lower Abdominal Pain</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P.O. Box 85655</td>
<td>in a Young Girl</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seattle, WA 98145</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>206-524-0298</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact: Steve Gould</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COLLEGE OF AMERICAN PATHOLOGISTS</td>
<td>Microcomputer Software</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Software Exchange Library</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7400 Skokie Blvd.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skokie, IL 60077</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>312-677-3500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact: Thomas L. Sears</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COMPRESS, DIVISION</td>
<td>Organic Chemistry 1–8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OF WADSWORTH, INC.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P.O. Box: 102</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wentworth, NH 03282</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>603-764-5831</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact: Thomas L. Sears</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COMMAND APPLIED TECHNOLOGY, INC.</td>
<td>Isolated Heart Laboratory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P.O. Box 511</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>West 400 Main St.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pullman, WA 99163</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>509-334-6145</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact: Dr. Dave Barbee</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vendor</td>
<td>Software</td>
<td>Equipment</td>
<td>Audience</td>
</tr>
<tr>
<td>------------------------------</td>
<td>-----------------------------------</td>
<td>-----------</td>
<td>----------</td>
</tr>
<tr>
<td>CONCEPTS UNLIMITED</td>
<td>Post-op Care Simulation</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td>692 S. 450 E. Orem, UT 84058</td>
<td>Mr. Jay (Exercise in Charting)</td>
<td>Video</td>
<td>Nursing</td>
</tr>
<tr>
<td>801-225-6126</td>
<td>Mr. Foley (Exercise in Charting)</td>
<td>Other</td>
<td>Allied</td>
</tr>
<tr>
<td>Contact: Sandra Magnum</td>
<td></td>
<td></td>
<td>health</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>health</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Other</td>
</tr>
<tr>
<td>DACIS SOFTWARE</td>
<td>CAMPS</td>
<td>Mainframe</td>
<td></td>
</tr>
<tr>
<td>250 S. 3rd St. Philadelphia, PA 19106</td>
<td>Interactive Lessons PILOT</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>215-596-9444</td>
<td>CASI Treatment Simulations</td>
<td>Video</td>
<td></td>
</tr>
<tr>
<td>Contact: William Schwartz</td>
<td></td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DU PONT HEALTHCARE LEARNING SYSTEMS</td>
<td>Cardiac Dysrhythmias</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>Wilmington, DE 19898</td>
<td>Arterial Blood Gases</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>302-992-4166</td>
<td>Simulation of CO2 Respiration</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>Contact: Thomas M. Jenkins</td>
<td>Drug Administration</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ready Reference</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cardiac Tamponade Case Study</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>EDUCATIONAL SOFTWARE, INC.</td>
<td>Care of Pediatric Client with Head Injury</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>9071 Metcalf #302 Overland KS 66212</td>
<td>Care of the Patient with Diabetes Mellitus</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>913-888-7030</td>
<td>Medical Terminology</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>Contact: Edith M. Hamilton</td>
<td>Competency Tests</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dosage Calculation</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Proficiency Test</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>HESHI COMPUTING</td>
<td>Infection Control</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>P.O. Drawer M Hitchcock, TX 77563</td>
<td>Healthy Living</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>409-986-5775</td>
<td>Health-Illness Continuum</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>Contact: Helen Ptak</td>
<td>Food &amp; Nutrition</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Test Construction</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>HEALTH EDUTECH, INC.</td>
<td>Minnesota Right to Know for Health Care</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>One Paramount Plaza 7801 Bush Lake Rd., Suite 135 Minneapolis, MN 55435</td>
<td>Hospital Orientation</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>612-831-9445</td>
<td>Contact: Rosemary Murphy-Nelson</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>HEALTH SCIENCES CONSORTIUM</td>
<td>Pediatric Pulmonary Problems</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>103 Laurel Ave. Carrboro, NC 27510</td>
<td>Pediatric Cardiac Problems</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>919-942-8731</td>
<td>Adult Problems in Dyspnea</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>Contact: Chris Herndl</td>
<td>Common Family Practice Problems</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>J.B. LIPPINCOTT CO.</td>
<td>Nursing Skills Simulations</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>E. Washington Square Philadelphia, PA 19105</td>
<td>Calculate with Care</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>215-238-4440</td>
<td>Introduction to Nursing Diagnosis</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>Contact: Jeanne A. Hallahan</td>
<td>NEMAS (Nursing Ed Module Authoring System)</td>
<td>Micro</td>
<td></td>
</tr>
<tr>
<td>Vendor</td>
<td>Software</td>
<td>Equipment</td>
<td>Audience</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>----------------------------------------------------</td>
<td>-----------</td>
<td>----------</td>
</tr>
<tr>
<td>MEDICAL SOFTWARE CONSORTIUM</td>
<td>Blood Gas Consultant</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Radiography Consultant</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Drug Master</td>
<td>Other</td>
<td>Allied</td>
</tr>
<tr>
<td></td>
<td>&quot;Consumer&quot; Drug Watcher</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Procedure Registry</td>
<td></td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Other</td>
<td>Other</td>
</tr>
<tr>
<td>MEDICUS INTERCON INTERNATIONAL</td>
<td>Urinary Tract Infections: Prey &amp; Control</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Methods to Investigate</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Hosp. Epidemics</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Potential Uses of Calcium</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Channel Blockers</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>The Hidden Language of Arthritis</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td>MEDI-SIM</td>
<td>Shock</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>The Nursing Process</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Pediatric C-V Surgical Patient</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Patient with Myocardial Infarction</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Developmental Concepts</td>
<td>Other</td>
<td>Allied</td>
</tr>
<tr>
<td></td>
<td>Nutrition Assessment of Pregnant Woman</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Asepsis</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Computer Literacy for Nurses</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Neurological Nursing: The Assessment</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Admission of Full Term Infant to Nursery</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Client with Cirrhosis of the Liver</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Drug Dosage Calculations</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Communicable Diseases in Children</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Dietary Intervention/Control of Hypertension</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Ventilator Weaning</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Pediatric Asthmatic</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>COPD</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>CPR</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Burn Patient</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Myasthenia Gravis</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Drug Overdose</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Premature Neonate</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Chest Trauma</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Post-operative Pneumonia</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Status Asthmatic</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Croup</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Cystic Fibrosis</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Automobile Accident</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Near Drowning</td>
<td>Other</td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td>Aspiration Pneumonitis</td>
<td>Other</td>
<td>Public</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Vendor</th>
<th>Software</th>
<th>Equipment</th>
<th>Audience</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pulmonary Embolism</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Pulmonary Function Testing</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Pulmonary Edema</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>ARDS</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Head Trauma</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Acute Epiglottitis</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Flail Chest</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Ventilator Management</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Ventilator Commitment</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Meconium Aspiration</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Oxygen Therapy</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Blood Gas Interpretations</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Aerosol Therapy</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Humidity</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Respiratory Anatomy</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Chest Physiotherapy</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Pharmacology</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Pulmonary Function</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Assessment of the Thorax</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Chest Trauma Assessment</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td>MEPC SOFTWARE</td>
<td>Medical-Surgical Nursing Simulations</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Maternity Nursing Simulations</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Psychiatric Nursing Simulations</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Pediatric Nursing Simulations</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td>MILES PHARMACEUTICALS</td>
<td>Intro. to The Miles Learning Ctr</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Ileocolic Resection for Recurrent Chron's</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Emergency Appendectomy/Acute Appendicitis</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Trauma Training Materials-I</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Trauma Training Materials-II</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Trauma Training Material</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Profile of MEZLIN</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Medical Applications</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Videodisc: Hematology</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Bacteremia: Diagnosis &amp; Prevention</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Preventing &amp; Managing Infection</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Surgical Infections: Assessment of Risk</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Surgical Wound Infections: Data Collection, Feedback</td>
<td>Micro</td>
<td>Medical</td>
</tr>
<tr>
<td>HAROLD MODELL</td>
<td>Simulations in Respiratory Physiology</td>
<td>Micro</td>
<td>Public Health</td>
</tr>
</tbody>
</table>

©1985 BY ELSEVIER SCIENCE PUBLISHING CO., INC. 07/42-3233/85/$0.00 + 2.20
<table>
<thead>
<tr>
<th>Vendor</th>
<th>Software</th>
<th>Equipment</th>
<th>Audience</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-SQUARED COMPUTING</td>
<td>Internist</td>
<td>Mainframe</td>
<td>Micro</td>
</tr>
<tr>
<td></td>
<td>Nutritionist</td>
<td></td>
<td>Video</td>
</tr>
<tr>
<td></td>
<td>Nutritionist II</td>
<td></td>
<td>Other</td>
</tr>
<tr>
<td></td>
<td>Physician’s Data</td>
<td></td>
<td>Medical</td>
</tr>
<tr>
<td></td>
<td>Base Manager</td>
<td></td>
<td>Nursing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Allied</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Health</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Public</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>health</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Other</td>
</tr>
<tr>
<td>PROGRAMMING TECHNOLOGY CORP.</td>
<td>Healthaide</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Healthaide Analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSYCHOLOGICAL PSOFTWARE CORPORATION</td>
<td>Personality Profile</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stress Management</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Assertiveness Training</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Never Fat Again</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The Dream Machine</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Intimacy, the Art of Communication</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The Puppet</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>On Becoming a Hero</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Will Somebody Please</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Love This Cat</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JAMES RANDALL</td>
<td>Human—A Comprehensive Physiological Model</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Basic Electrophysiology</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Basic Cardiovascular</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pharmacokinetics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T.J. DESIGNS</td>
<td>Calculation of Drug Dosages</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPR Certification Test</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPR Recertification Test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UNIVERSITY OF ILLINOIS</td>
<td>Catalog of approximately 450 medical lessons in PLATO</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Health Sciences Network is available for $10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UNIVERSITY OF MINNESOTA MEDIA</td>
<td>Health Risk Appraisal</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ketoa (Diabetic Ketosis)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sugar (Hyperglycemia and Hypoglycemia)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Chest Suction</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nasogastric Suction</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>I.V.-I</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>I.V.-II</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vendor</td>
<td>Software</td>
<td>Equipment</td>
<td>Audience</td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>-----------</td>
<td>----------</td>
</tr>
<tr>
<td>UNIVERSITY OF MISSOURI/</td>
<td>Basic Sciences</td>
<td>Mainframe</td>
<td>Micro</td>
</tr>
<tr>
<td>KC SCHOOL OF MEDICINE</td>
<td>Clinical Sciences</td>
<td></td>
<td>Video</td>
</tr>
<tr>
<td>UMKC Software</td>
<td>Alcohol Abuse &amp; Alcoholism</td>
<td></td>
<td>Other</td>
</tr>
<tr>
<td>2411 Holmes</td>
<td>Biostatistics &amp; Epidemiology</td>
<td></td>
<td>Medical</td>
</tr>
<tr>
<td>Kansas City, MO 64108</td>
<td>Family Medicine</td>
<td></td>
<td>Nursing</td>
</tr>
<tr>
<td>816-474-4100</td>
<td>Study Practices Inventory</td>
<td></td>
<td>Allied</td>
</tr>
<tr>
<td>Contact: Lee Willoughby</td>
<td>Hypertension</td>
<td></td>
<td>health</td>
</tr>
<tr>
<td></td>
<td>Diabetes Mellitus</td>
<td></td>
<td>Other</td>
</tr>
<tr>
<td></td>
<td>Cardiovascular Disease</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UNIVERSITY OF WEST FLORIDA</td>
<td>Court Testimony &amp;</td>
<td></td>
<td>Micro</td>
</tr>
<tr>
<td>Office for Interactive Technology</td>
<td>Documentation of Child</td>
<td></td>
<td>Video</td>
</tr>
<tr>
<td>&amp; Training</td>
<td></td>
<td></td>
<td>Other</td>
</tr>
<tr>
<td>Pensacola, FL 32514</td>
<td>Abuse &amp; Neglect</td>
<td></td>
<td>Medical</td>
</tr>
<tr>
<td>904-474-2377</td>
<td></td>
<td></td>
<td>Nursing</td>
</tr>
<tr>
<td>Contact: Patricia Lynett</td>
<td></td>
<td></td>
<td>Allied</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>health</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Other</td>
</tr>
<tr>
<td>UNIVERSITY PARK PRESS</td>
<td>Trauma Care Evaluation</td>
<td></td>
<td>Micro</td>
</tr>
<tr>
<td>300 N. Charles St.</td>
<td>Emergency Dept.</td>
<td></td>
<td>Video</td>
</tr>
<tr>
<td>Baltimore, MD 21201</td>
<td>Trauma Care Evaluation:</td>
<td></td>
<td>Other</td>
</tr>
<tr>
<td>301-547-0700</td>
<td>Intensive Care Unit</td>
<td></td>
<td>Medical</td>
</tr>
<tr>
<td>Contact: Vince Spittal</td>
<td>Trauma Patient Assessment</td>
<td></td>
<td>Nursing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Allied</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>health</td>
</tr>
<tr>
<td>WOMARLS AND WILKINS/</td>
<td>Assessment: Neurornotor</td>
<td></td>
<td>Micro</td>
</tr>
<tr>
<td>WAVERLY PRESS</td>
<td>Dysfunction in Infants</td>
<td></td>
<td>Video</td>
</tr>
<tr>
<td>428 E. Preston St.</td>
<td></td>
<td></td>
<td>Other</td>
</tr>
<tr>
<td>Baltimore, MD 21202</td>
<td>CPR by Computer</td>
<td></td>
<td>Medical</td>
</tr>
<tr>
<td>301-528-4096</td>
<td></td>
<td></td>
<td>Nursing</td>
</tr>
<tr>
<td>Contact: L. Ellison</td>
<td></td>
<td></td>
<td>Allied</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>health</td>
</tr>
<tr>
<td>WINTHROP-BREON LABORATORIES</td>
<td>Critical Care Management</td>
<td></td>
<td>Micro</td>
</tr>
<tr>
<td>90 Park Ave.</td>
<td>of the Failing Heart</td>
<td></td>
<td>Video</td>
</tr>
<tr>
<td>New York, NY 10016</td>
<td>Understanding Contrast</td>
<td></td>
<td>Other</td>
</tr>
<tr>
<td>212-907-2720</td>
<td>Media: Nonionic Agents</td>
<td></td>
<td>Medical</td>
</tr>
<tr>
<td>Contact: Paul J. Drake</td>
<td></td>
<td></td>
<td>Nursing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Allied</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>health</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Other</td>
</tr>
</tbody>
</table>
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WHICH ASPECTS OF SOFTWARE ARE COPYRIGHTABLE?

Patrick C. Boyden
Kent State University, Kent, Ohio

The copyright law of 1976 is the first full revision of the law since 1909, and several changes affect computer software directly. First of all, computer programs, which are considered to be "literary works" (Sec. 101), are now covered by copyright. Secondly, it is no longer necessary to register a work in order to hold copyright in it. Copyright exists from the moment a work of original authorship is fixed in some tangible form of expression (Sec. 102[a]). And lastly, the traditional concept of "fair use" was written into the law (Sec. 107).

The law is divided into eight chapters, but chapter one, regarding the subject matter and scope of copyright, is the most likely battleground for basic legal conflicts. All references to "Section" or "Sec." in this article refer to the copyright law of 1976.

Chapter one contains the following information: a) definitions, b) what is copyrightable and what is not, c) what the copyright holder's exclusive rights are, and d) what the user's rights are, i.e., the limitations on the exclusive rights.

The definitions are most important to an understanding of the law. Simple terms can be far more inclusive or less inclusive than one would suppose. For example, the term "perform" includes showing a movie or a set of overhead transparencies and can include the running of a computer program. A copy
of a computer program is a "copy," but a copy of a sound recording is a "p' record."  

Section 102(a) of the law tells us that categories of works are copyrightable. First among the categories is "literary works" which includes computer software. Part (b) of this section adds the following. "In no case does copyright protection for an original work of authorship extend to any idea, procedure, process, system, method of operation, concept, principle, or discovery, regardless of the form in which it is described, explained, illustrated or embodied in such a work."

The items enumerated in part (b) above are not meant to be left without some form of protection, however, since other means, such as a patent or trade secret, would be a possibility in many cases. Rather, the purpose here is to make a clear distinction between "expression," which is copyrightable, and the items in part (b) which are not. This was stated again in Circular R61, Copyright Registration for Computer Programs, from the Copyright Office: "Copyright protection extends to the literary or textual expression contained in the computer program. Copyright protection is not available for ideas, program logic, algorithms, systems, methods, concepts, or layouts."

RIGHTS OF AUTHORS
All parts of the law must operate around Section 106. This section states succinctly the five rights enjoyed by the copyright holder. These are exclusive rights according to Section 106 and therefore reserve all uses except those expressly allowed elsewhere in the law. These rights are the following: to copy, to make derivative works, to distribute copies, to perform the work publicly, and to display the work publicly.

This section of the law must always be read in the context of the definitions of Section 101 on the one hand and the sections limiting the exclusive rights on the other. One very important point in regard to the copyright holder's rights is that these five rights can be sold, leased, etc., separately.

RIGHTS OF USERS
Section 107 begins the series of sections enumerating user rights. Only two of these sections warrant mention here. Section 107, Fair Use, lists four criteria that must be among those criteria considered when deciding what is fair. This section gives little aid in interpreting the criteria, however.

Section 117 is also brief but fairly clear. It says that the owner of a copy of a computer program may make another copy (load the program into the computer) as a necessary step in using the program. This copying is not illegal, nor is it illegal to make an adaptation of a program you own in order to make the program run on your machine. In addition, an archival copy may be made, as in the case of a program on disk that could be easily damaged.

Section 117 notes that if you transfer ownership of your copy of the program, any legitimate copies you made must be transferred also or destroyed. An adaptation must also be destroyed unless you received authorization from the copyright holder to transfer ownership of the adaptation also.

COMPUTER SOFTWARE COPYRIGHTABILITY
After the user rights of Section 117 were secured by the revision of that section in 1980, there were still problems with owner's rights. Lawsuits were brought against companies that were copying certain programs and ROMs (Read Only Memory). The defense offered by those doing the copying was based on several arguments intended to show that the following items are not copyrightable: a) applications programs, b) object code, c) operating systems, and d) the program in ROM.

All the arguments were rejected. Definitions of "literary work," "copies," "systems," and "computer programs" clearly allow for copyright of all the different kinds of programs and data banks, whether in source code, object code, or even in ROM.

COPYRIGHT REGISTRATION AND ADVANTAGES
Although copyright of original works is now automatic, registration is not. Form TX, which is used by the Copyright Office for all "literary works," is short and straightforward. Registration requires only that one fill out the form and send it in along with $10 and a copy of the software. The form itself is printed on special paper, and a photocopy will not be acceptable. The copy of the software may be on any paper, including a dot matrix printout on fanfold paper straight from the printer. According to Circular R61, the Copyright Office prefers a source code listing as the deposit copy (for long programs or data banks, the first and last 25 pages may be enough), but other formats can be acceptable.

The registration and deposit of a copy need not be done at the same time. However, if copies of the software are distributed with a copyright notice, a copy of the software must be sent to the Copyright Office within three months (Sec. 407). In this case, if the registration application is sent along, the one copy will serve both as registration copy and as deposit copy.

COPYRIGHT OF MATERIALS CREATED BY THE SOFTWARE
Although materials appearing on the display screen oftentimes exist in the same form in the program's "print" statements, a great deal of the visual materials could also be assembled by the program from data.
input by the user or from data stored within a program or file. In the latter cases, the "expression" appearing on the screen would be different from the "expression" appearing in the program listing and would presumably not be covered by the copyright of the program itself. However, according to Williams Electronics v. Artic, if the screen display appears essentially the same each time it is re-created by the program, this expression would be sufficiently "fixed" for it to enjoy copyright in itself and could therefore be registered separately from the program that creates it. Any text created in this manner would be submitted in hardcopy with registration form TX as with the program itself. Graphics would use Form VA, and graphics simulating motion would use form PA. The deposit copy could be on videotape.

REGISTRATION ADVANTAGES
Copyright registration is optional, but it does provide advantages in case of infringement. First of all, an infringement suit can not be brought against someone until the copyright is registered. Secondly, registration before the infringement takes place allows you to sue for attorney's fees and statutory damages even if you can not prove actual losses due to the infringement. A third advantage is that the certificate of registration is considered prima facie proof of the validity of the copyright. Not only does the certificate constitute the proof needed to get an injunction against the infringer, but it also puts the burden of proof on the infringer to show that the copyright is not valid.  

SUMMARY
Court cases have established the copyrightability of computer programs in all their forms, and at present there appears to be no easier or less expensive means of protecting software than by registering the copyright.

The particular problem of revealing programming secrets by registering the copyright will continue to be a problem as long as the copyright records are public. Other forms of protection such as leasing would be required where the software's value depends on any of the aspects that are not covered by copyright (concepts, etc) as mentioned above.

Lastly, there are lawyers who specialize in copyright matters. For an individual to be sure that he or she is protecting his or her software adequately, legal advice is recommended.

The full text of the copyright law, all the guidelines, and replicas of copyright registration forms can be found in Johnston's Copyright Handbook.

Free registration forms and information circulars can be obtained from the Copyright Office, Information and Publications Section, LM-455, Library of Congress, Washington, DC 20559.
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COMPUTER INTERFACING FOR SCIENCE EXPERIMENTS

Carl O. Clark
South Carolina State College, Orangeburg, South Carolina

Many teachers and small research laboratories now have access to microcomputers such as the Commodore PET with its IEEE 488 bus, Apple II, Commodore 64, Atari 800, or even the Sinclair ZX81. We have, in our laboratory, interfaced a number of experiments in physics, chemistry, and biology to microcomputers. Interfacing allows one to
connect a computer directly to an experiment and log data directly. The ability of a computer to graph the data versus time as the experiment is happening allows students to make the link between a physical phenomenon, the underlying theory, and its graphical representation. An additional advantage is that data in this mode from student experiments are more accurate than data taken manually. While we may want our students to have the experience of taking data and graphing it manually, we find that freeing them from the mechanics of this process allows them to focus on the science involved and perform more experiments in the time available.

Contrary to popular opinion, many of our research instruments are fundamentally similar in that they detect events with some device that produces an analog voltage which can be converted to a digital signal and interfaced with a microcomputer. Two very different approaches can be taken to the computerization of laboratory instruments: a microprocessor can be added to the instrument by the manufacturer and programmed to perform a particular task; or a general purpose microcomputer system with an analog to digital (A/D) interface can be connected to a variety of different instruments. The software packages with such systems must either be very general in order to be adaptable to the multi-use function or be programmed by the user.

Any of the above five microcomputers can be used to command most instruments. Such a microcomputer system consists of a personal computer with its optional equipment as shown in Figure 1 and the hardware interface. For the Commodore PET, many instruments such as the Keithley model 177 digital multimeter have built-in IEEE 488 bus interfaces and can be connected directly to the microcomputer. We have acquired several interfacing devices that allow one to perform this task for three of the other microcomputers. These include the game port interface (Apple //e and Atari 800) for measuring temperatures and pH and software for performing the following experiments: cooling curve, specific heat of metals, molecular mass of a solid, heat of neutralization, meaning and measurement of pH, standardization of a strong base, standardization of HCl, equivalent and pKa of a solid acid, titrimetric analysis of commercial antacids, acetic content of vinegar, titration analysis of a carbonate, the voltaic cell and standard reduction, titration of halides with silver nitrate, standard potential of the Ag/Ag electrode, potentiometric redox titrations. Data can be analyzed and graphed in a variety of ways and stored on disk.

Some experiments yet to be evaluated include the following in chemistry, physics, and biology: cooling curves, heat of solution and heat of reaction, reaction kinetics, light intensity, kinematics, light-energy equivalence, heart rate, reaction times, flicker fusion, evaporation, and humidity. Also included are eight great experiments in physiology and biofeedback including response time investigations, skin temperature measurements, respiration rate, heart rate, thermoregulation, lie detector, exercise experiments, and biofeedback.

Using a heart rate sensor that attaches to the earlobe, a variety of experiments designed to explore the effects of variables such as exercise, smoking, coffee, and other stimulants on pulse rate can be performed. A heart rate zone for training purposes can be selected, and the computer will trigger an audio and/or visual alarm if the user is exercising too strenuously or not strenuously enough. A beep with each pulse and a tone proportional to heart rate can also be selected.

If you have the time and skill, you can build your own interface and write your own software. This is not the case for most teachers or small research laboratories. Many manufacturers now supply general purpose hardware and software to solve the interface problem. The following are examples of such interfaces:

- ISAAC data acquisition and control system, Cyborg Corporation; Apple II
- ADALAB data acquisition system, Interactive Microware Inc.; Apple II
- EXPERIMENT INTERFACE, Cambridge Development Laboratories, Inc.; Apple II, Atari 800, TRS-80

![FIGURE 1. Typical interface system.](image-url)
There are many ways in which computers are used in the education process. We will not include within the term computer-assisted instruction (CAI) circumstances in which the computer itself is the topic of study (i.e., computer science and some aspects of digital electronics), or in which the topic is logically consequent upon the use of computers (i.e., much of numerical analysis). The use of computers in life science education is conceptually quite different from these applications in that there is no logical connection between the computer and the life science subject being taught. Whereas the student studying digital electronics or the fast Fourier transform may have no option but to use a computer, the life-science student studying enzyme kinetics will use CAI only if it is a cost-effective way of studying. Good CAI will only be available for students in the life sciences if producing these lessons is an effective way for teaching staff to spend time.

Questions relating to whether CAI “works” in the life sciences or how best to install and expand it obviously depend on the educational aims that CAI is required to meet. The specification of these aims is not as daunting as might first appear; however; it is, for instance, not necessary to document the overall aims of a four-year nursing course before designing a CAI lesson on identifying cocci and bacilli. It is only necessary to define the objectives of the particular lesson. By way of example, the objectives might be purely factual: to have the student master colony characteristics, morphology, staining, and biochemical tests. Alternatively, the aim might be to give the student an exercise in problem solving: to give the student free access to the criteria for identification and then to have the student identify an “unknown.” In the second context memorization of facts might be considered irrelevant. Two CAI lessons might both address the identification of bacteria, but use quite different strategies to achieve their own aims. Each would be a failure when

FACTORS INFLUENCING THE SUCCESS OF CAI PROGRAMS

M.E. Jones, J.W. Mann, and M. Aucone
C.A.I. Laboratory, The School of Medicine, The Flinders University of South Australia, Bedford Park, South Australia
judged against the aims of the other.

In defining CAI strategies most likely to succeed, it helps to consider five separate variables. Some combinations of these represent strategies that are bound, almost by definition, to fail. Others are clearly likely to succeed. The variables are the type of program, the type of presentation, the subject, the educational aims, and the student population.

There is a tendency, when thinking about CAI, to have in mind one particular combination of factors representing the way it is used for some single subject in one's own institution. Even a limited tour of CAI facilities reveals a broad range of contexts in which CAI is used. This confusing array of possibilities often becomes more manageable when viewed as a combination of these five variables.

THE TYPE OF LESSON

CAI lessons are commonly, and conveniently, divided into three broad categories: tutorial, simulation, and multiple-choice question (MCQ).

There is no fundamental reason why a lesson could not combine all three of the above, but for historical, philosophical, and programming reasons combinations are uncommon.

Banks of MCQ questions predate the widespread use of CAI. Computers were then seen as a convenient means of giving students practice at MCQs, and the computer's ability to do this without the student receiving a printed copy was seen as an advantage. Experience has shown, however, that any attempt to limit access to MCQs is only partly successful. The end result of any such attempt is usually to divide the student body into two populations, only one of which has managed to obtain a hard copy of the "secret" MCQs.

MCQs are here to stay and are easy to transport on floppy disc and to present on a computer. Optimal strategy for those involved in CAI is probably to accept the inevitability of MCQs and then to work towards presenting them in a way that makes them more educationally sound. This involves giving the student suitable feedback on each answer; making it clear to the student if he is right, why he is right and if he is wrong, why he is wrong and where he can go to review the material. It may also involve telling the student why the question was sufficiently relevant to warrant asking it. Any MCQ for which these questions cannot be answered should probably be deleted from the lesson.

Once MCQs are provided with adequate feedback they begin to resemble the second type of lesson, the tutorial. MCQs and tutorials are alike in that they deal almost exclusively with alphanumeric text and rarely use significant graphics. The tutorial is less constrained than a sequence of MCQs, but the underlying structure is the same. The computer asks questions of the student. The student answers. The answer determines what the computer will tell or ask the student next. In the tutorial and MCQ formats, it is the computer that asks the questions and the student who gives the answers.

The role is reversed in simulations. There, the student asks the question, and the computer gives the answer. Obviously, in any given lesson there are rigid constraints on the questions that the student may ask. An example is a simulation of enzyme kinetics in which the computer will simulate any incubation the student specifies, within reasonable values. Thus the student specifies pH (2.0 - 12.0), temperature (15 - 60°C), initial substrate and enzyme concentration, the concentrations of two inhibitors, and the duration of the incubation. The computer responds by giving the concentration of product at the end of the incubation. Alternatively, the computer might draw a plot of product concentration as a function of time during the incubation. Because simulations often rely heavily upon graphics, and because graphics routines vary enormously between machines (and even between peripherals attached to the same machine), simulations have been difficult to transport between machines.

Simulations are easy to use in the sense that the student can easily ask a question that the computer can answer. But the student can spend hours looking at a simulation and still come away with no idea of the precise quantitative science upon which the simulation was based.

THE TYPE OF PRESENTATION

The computer screen presents material either as text or as graphics, but the presentation of material during a lesson is not logically constrained to these. Microscope slides, X-rays and clinical photographs are essential adjuncts to some types of lessons. It is best to avoid the temptation to put complex diagrams on the screen. Even worse is the temptation to have the computer control a multiplicity of peripherals (35-mm slides, tape recorders, multicolor monitor). This sort of "bells and whistles" approach to CAI might be appropriate for the young in order to maintain their interest. In tertiary education it adds to time, expense, and maintenance costs while detracting from reliability and is often of little educational value.

The context in which the lesson is used is another significant aspect of presentation. We tend to think of CAI as a facility that students use independently, rather like a library, remote from the academic staff responsible for the overall course. Our experience recently has been that students often respond best when a group of them tackle a problem in the presence of a tutor.

THE TYPE OF SUBJECT

Academics involved in the teaching of a single subject may occasionally lose sight of the enormous difference...
in the demands that various subjects make on students. Gross anatomy requires factual recall and three-dimensional visualization; histology is largely pattern recognition; membrane electrophysiology requires a conceptual grasp of the physics underlying the Goldman equation. Clearly the best type of program depends on the type of subject being taught, and some subjects do not currently lend themselves to CAI at all. Much of gross anatomy is best left to the dissection room, but the root values of the nerves of the lumbar plexus can be reviewed as well on MCQs as any other way. On the other hand, the thermal agitation of ions in an electrostatic field can be modeled on a simulation and the student asked to make precise calculations in a tutorial program. MCQs are adequate to assess factual recall; tutorials and simulations are better suited to conceptually difficult material. The precise choice of presentation is often one of the educational philosophy.

EDUCATIONAL AIMS AND PHILOSOPHY
Education means different things to different people. It is sufficient for the present to mention three phrases that call to mind three different educational strategies: rote learning, discovery learning, and problem solving. It is not the purpose here to applaud or condemn these, but it is necessary to have a superficial acquaintance with the concepts if there is to be any meaningful discussion about the relative merits of different CAI strategies.

If you lecture on Ohm’s law and present to the class the equation \( I = E/R \), requiring them to memorize it, then that is rote learning.

If you give them current sources, voltage sources, and resistors and a multimeter (suitably protected!) and ask for the relationship relating the current through a resistor to the voltage developed across it, that is discovery learning. In both cases the aim is that the student learn Ohm’s law. The first method is quicker, but discovery learning may lead to a better understanding or leave them less likely to forget.

Problem solving is like discovery learning, but the emphasis is not so much on the problem to be solved, or on remembering the solution once arrived at, but on developing within the student the differentiated ability to solve problems in general. It is generally a very slow process.

Using CAI, simulations can be very useful if the educational aims center on problem solving or discovery learning, but they are less useful for rote learning. For the learning and understanding of concepts where the student is not required to “discover” them himself, tutorial lessons are effective and are easier to write than are simulations.

THE INTENDED AUDIENCE
The final variable is the intended audience. It is an unfortunate fact of life that the multicolored extravaganza that catches the eye and enthusiasm of itinerant deans and finance committees seldom teaches effectively. One almost needs a library of lessons to impress visitors and another to do useful teaching. Clearly the content and presentation must be matched to the knowledge, understanding, and attention span of the audience. Less obvious is the fact that the scope of the lesson can be adjusted to allow for wide variations in ability within the audience. It is difficult to write tutorial lessons that teach junior classes effectively and still extend to the postgraduate students, unless one writes particular segments with different groups in mind. Simulations, on the other hand can be sufficiently realistic that they can be useful from introductory to postgraduate courses, allowing the poorer students to learn the basics, yet giving the cream of the class something difficult to tackle. By making a simulation sufficiently realistic, we can help all members of a heterogeneous class.

Although CAI has been used successfully in many areas of the life sciences, most CAI facilities contain lessons that are seldom used. The failure of these lessons is often due to the wrong combination of the above factors. A problem posed by an educator wedded to the philosophy of “discovery learning,” but teaching a subject composed almost entirely of unrelated facts, will not be met enthusiastically by a student who knows that his final examination will be capable of measuring only the extent of his rote learning. On the other hand, a simulated practical in which the student devises and conducts the experiment may be regarded as successful by the educator who regards education as problem solving and by a student who regards the efficient conduct of the experiment to have been the educational aim. On the other hand, if mastery of the concepts rather than their discovery is the aim, a lecture followed by a CAI tutorial is much quicker and gives rise to a more uniform mastery of the subject.
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FAILED CAI: WHERE DID ALL THE EFFORT GO?

M. E. Jones, J. W. Mann, and M. Aucone
C.A.I. Laboratory, The School of Medicine, The Flinders University of South Australia, Bedford Park, South Australia

Computer assisted instruction (CAI) material takes a long time to prepare. Often that time is wasted because it does not end in a program that students use. Some programs are brought to completion but are unsuccessful. Others are never completed. Although the literature is replete with reports of successful programs, we all know that these are a minority. It is probably just as important to share our failures as it is to share our successes; only by analyzing and sharing the causes of wasted effort can we save others from committing the same mistakes.

While some CAI programs are undoubtedly bad per se, the failure of others is often extrinsic to the lesson as it exists on the floppy disk. If three of these extrinsic factors are recognized in advance, common mistakes can be avoided. They are the academic staff who will produce and maintain the CAI lessons; the existing curriculum into which CAI must be inserted; and technical staff to support it; the inevitable timetable problems; and the student body whose learning techniques have evolved around lectures...
and books and whose study habits may not be optimally suited to the CAI environment.

While CAI was in its infancy, most facilities were provided by a single department such as physiology or pharmacology specifically for its component of the overall curriculum. With the general acceptance of CAI, more units will evolve either autonomously or under the aegis of libraries and audiovisual units. Such units will be particularly prone to failure through poor interaction with academic staff or the existing curriculum.

THE ACADEMIC STAFF

For CAI to be cost-effective, it is only necessary for a minority of staff to organize some of their teaching around CAI. It is easy to engender staff enthusiasm, but it is difficult to maintain it. Because of this, it is probably a mistake to try to whip up universal enthusiasm for CAI from the start. If successful, such an attempt results in multiple CAI projects beginning simultaneously involving many staff. The facilities to organize, program, and check the material become swamped, and all projects advance very slowly. Enthusiasm wanes before the majority of projects are brought to completion, and the CAI facility becomes a depressing depository for half-completed ideas. It is far more productive to create enthusiasm with one or two staff at a time, and to devote all the resources to finishing their projects to completion quickly.

Although "few is better" seems to be the best rule with regard to the staff involved at any one time producing new material, the opposite holds with regard to physical facilities. There is a "threshold of commitment" in terms of facilities below which CAI cannot become cost-effective. CAI will be judged successful if a majority of students complete the CAI associated with a course, if they perform well in that component, and if the course coordinator feels that CAI removed a significant teaching load. This will happen only if CAI is an integral part of the curriculum, not an optional addition. If a CAI lesson logically belongs at a certain point in a course, the whole class must complete it within a day or two. If an average student occupies the terminal for an hour, and there are ten "free" hours over the two-day period, one needs at least a terminal for every ten students. One also needs a demonstrator available to help students with the mechanics of using the terminal. It is easy to see why the tentative introduction of CAI using one or two microcomputers borrowed from a research laboratory is almost doomed to failure; the students are unfamiliar with the machine, the CAI material is a "post hoc" addition not essential to the course, and there is not sufficient time for most students to use the lesson.

Because a major problem with CAI is still the time required to write new material, the various options need to be examined carefully. One option is to use material from another institution. This saves time but introduces difficulties arising from differing curricula, educational philosophies, and hardware. Even if the lesson runs on the recipient institution's hardware, most life sciences are changing so rapidly that modifications to the lesson will be necessary in a few years. Ultimately it is necessary to alter and update any CAI library. Early lessons written "in house" are often in poorly structured and undocumented BASIC and are so difficult to maintain that they are discarded when out of date; it is usually quicker to rewrite than to alter such a lesson. Authoring systems and drivers facilitate the writing of new material and should be widely used.

THE EXISTING CURRICULUM

Life sciences curricula are overcrowded and are under continual pressure to admit new material. CAI requires a commitment of time from the students; unless it is formally scheduled in the curriculum, few students will have the time or incentive to use it. It is usually appropriate for CAI to substitute for, not add to, components of the existing curriculum. Curricular changes often need to be made well in advance. Once documented and approved they act as a useful incentive for the course coordinator to carry the CAI project through to completion. Experience has shown that it is very much easier to introduce CAI to a part of the curriculum that is currently being revamped than to a stable component that already runs smoothly and successfully.

THE STUDENT BODY

The students bring skills to the CAI laboratory that they have learned in classrooms, lecture-halls, tutorials, and libraries, where they make notes, flip back and forth through the pages of a book, and develop strategies for extracting the most useful information from a situation. The exercise of these skills in the CAI laboratory often results in behavior that the tutor sees as unexpected and counterproductive. Although students are known to spend hours taking notes in the most unlikely situations, we are often surprised to find them transcribing text from the screen. It is wise to anticipate this and to allow students to copy from screen to printer at will.

The ability of computers to "branch" the lesson according to student response is the basis on which CAI is held to be useful. There is a tendency in writing lessons to assume that the student giving the correct answer needs no help and to put all the educational effort into parts of the program that will only be seen when a wrong answer is given. Student response to this is to run the program twice; once correctly to satisfy the ego, and again incorrectly to extract the pearls of wisdom attendant upon
the wrong answers. Feedback to the student is just as important when the answers are correct; particularly lucid expositions should be placed in the lesson such that all students see and benefit from them.

We often fall into the trap of regarding a book as a "sequential" lesson and a CAI program as being better because it is "branched." But students never read a book sequentially from cover to cover; they go back and forth, checking this and rereading that so that the progress of a student through a book is every bit as branched as a CAI lesson. The essential difference is that the student controls the branching while reading a book; the author controls it on a CAI lesson. Not surprisingly, students sometimes resent the control being taken out of their hands. Optimally, CAI should direct the student according to the author's wishes while always allowing the student to override that direction and control his own fate if he so desires. Not all commercially available software will accommodate that.

Students perhaps rightly bring a little paranoia with them to the CAI lesson. Here is a machine, programmed by their tutors and examiners, on which they will make repeated mistakes. They prefer anonymity. But significant problems may take some hours to work through, and the student may wish to leave the computer occasionally, reentering the lesson where it was left. That requires the student to identify himself to be repositioned appropriately in the exercise on his return. The dilemma is resolved by having, in addition to the unique log-in code by which each student identifies himself, one or two common codes that anyone can use. When used, this does not guarantee correct positioning on reentering a lesson but it is an option that the paranoid minority appreciate. Indeed, the mere gesture of presenting the option of anonymity is usually sufficient to convince the class that we have no wish to "spy" on them.

If teaching staff were always approached well in advance of curricular and time-tabling deadlines, and a modest commitment made for the use of CAI in the "core" studies; if we could mount a new lesson in the short time that enthusiasm lasts; if there were an adequately supervised "common service" CAI lab with enough terminals to allow students to complete the material within a few days; and if we were more cognizant of students' preexisting study habits, then there would be far less effort wasted on unsuccessful CAI.

**APPLICATIONS OF MICROCOMPUTERS TO NURSING EDUCATION**

The trend toward a high-tech society has contributed to the use of microcomputers. Although this trend is only beginning to influence education, it is anticipated that the microcomputer will become indispensable to nursing and nursing education. For example, it is predicted that by 1987, nurses will have pocket-sized microcomputers to record client information, access nursing interventions, and enter individual nursing care plans. Furthermore, by 1990, nursing students will be using notebook-sized microcomputers with entire courses available twenty-four hours a day.

Although these predictions may appear ridiculous, in special care areas this technology is being realized. For example, in some neonatal intensive care units, microcomputers are being used to record and access patient data. Additionally, in several agencies nurses are using microcomputers at the bedside to access and record essential patient information. In educational settings, the capabilities of computer assisted instruction allow faculty to teach complete courses via the microcomputer. The evolution of the microcomputer as a teaching strategy presents several implications for nursing education.

First, microcomputers can be used to facilitate computer literacy among faculty and students. Because of the
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**NURSING EDUCATION AND MICROCOMPUTERS: FACTORS TO CONSIDER**

Linda Craig Jelemensky
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Although it may not be apparent, the microcomputer is a fundamental part of everyday life. This innovative technology is significantly impacting education. More specifically, nursing educators are discovering that the microcomputer can be a valuable educational resource. However, the literature focusing on the use of the microcomputers in nursing education is limited.

The purpose of this paper is twofold. First, a presentation of the applications and the advantages of using microcomputers in nursing education will be discussed. Next, the process of developing computer assisted instructional (CAI) programs for microcomputers will be described.
societal push toward computerization, children are becoming computer literate in elementary school. However, many students and nursing educators did not have this opportunity. The microcomputer allows the faculty to become computer literate without leaving their offices. Thus this technology can expedite computer literacy among faculty.

Another application of microcomputers to nursing education is computer assisted instruction. Although nursing software for the microcomputer is limited, some excellent CAI packages are available. Computer assisted instructional programs can be used to teach the simple intellectual skills, such as knowledge recall, application, and comprehension.

Using the microcomputer to teach the simple intellectual behaviors allows the faculty more time to teach the more complex behaviors, such as analysis, synthesis, and evaluation.

The third application of the microcomputer to nursing education is in relation to fiscal restraints. A universal concern of administrators is financial curtailment. This concern has contributed to the need to maximize faculty and financial resources. The microcomputer can assist in accomplishing this goal. For example, the tasks of record keeping, test construction, and grading can be facilitated by the computer, thus allowing the faculty more time to provide individualized instruction.

Before microcomputers, CAI programs were designed to be utilized for university mainframe systems. Using the large systems was expensive and inconvenient. Currently in nursing education, the microcomputer's primary function is to run CAI programs. The microcomputer can be more cost effective than the mainframe, thereby contributing to the maximization of financial resources.

The microcomputer can also assist in maximizing faculty resources because extensive computer expertise is not necessary. To become microcomputer literate requires little time and energy.

If used effectively, the microcomputer can assist in maximizing resources. In nursing education, microcomputers are frequently used to run CAI programs. However, to use this teaching strategy effectively, it must be determined if CAI is the appropriate educational resource.

IS COMPUTER ASSISTED INSTRUCTION THE BEST SOLUTION?

Computer assisted instruction may be viewed as a solution to a specific problem. However, to determine if CAI is the best solution, several factors should be considered. The first factor to consider is the curriculum and conceptual framework. Operant conditioning is the basis for computer assisted instruction. Therefore support for a teaching strategy based on operant conditioning is essential. Generally, curricula that emphasize self-paced, individualized learning support computer assisted instruction.

Another factor to consider is the presentation of the content. The rate of content presentation should correlate with the students' learning rate. For example, a CAI unit that is used to transfer information can present the content faster than a program that focuses on critical thinking skills.

Other significant factors include the target behaviors and the principles of educational psychology. It should be ascertained if the specific program will promote the desired behavior change. In making this decision, it is important to decide if CAI will convey the necessary content. The CAI program should also reflect the principles of educational psychology. The program should include factors such as motivation, transfer, extension, and reinforcement of knowledge.

Next, the students' learning style should be examined. Some students benefit from visual approaches. However, others benefit from verbal teaching strategies. Therefore the program should provide for both verbal and visual presentations.

The fifth factor to be examined is the type of learning provided by the program. According to Bevis two types of teaching operations exist. They include passive and active learning. Passive learning occurs when the learner uses his senses to
Developing Computer Assisted Instructional Programs: Analysis of the Components

Currently in education there is an increasing interest in developing CAI programs. However, the process of development frequently lacks planning or direction. When faculty are given the task of deciding which curriculum content should be included in the program, usually two discriminating methods are used. Either the content that is the most tedious and time consuming to teach is selected, or the individual’s favorite content is chosen. Although these methods are producing CAI programs, a developmental strategy which incorporates the instructional design process can contribute to a higher quality program. Therefore, the first step in developing CAI programs is analysis of the instructional design process.

According to Kemp’s instructional design consists of eight components: a) the goals, b) the learner characteristics, c) the learning objectives, d) the subject content, e) the pre-assessment, f) the resources, g) the support services, and h) evaluation.

The first component of the instructional design process is describing the general purpose of the program. In doing so the desired goals of the program should be delineated. For example, a general purpose of the CAI program used to teach the process of calculating medication dosages to nursing students was to understand the reasons for giving the correct dosage.

The next component of the instructional design is to define the student characteristics. In this component, specific information that will affect the students’ learning should be described. For example, in developing the dosage calculation program, it was important to know the students’ previous clinical experience, reading level, math ability, motivation, and expectations of the course. This information was then used to build a tutorial or an exit into the program.

The third and one of the most difficult components of the instructional design is delineation of the learning objectives. The target behaviors should be incorporated into the learning objectives. These behaviors include expectations of the students following the program. For the dosage calculation program, a learning objective was the following: given the amount of medication ordered and the amount of medication available, the student will calculate the dosage correctly 80% of the time.

The next component is deciding on the subject content to be taught. This component also includes the procedures required to meet the objective. For example, in the dosage calculation program, it was necessary to teach the ratio of the amount of medication ordered to the amount of medication available. Therefore, basic algebra was included in the subject content.

The fifth component is pre-assessment of the students. For a successful program, it must be determined if each student has the same background knowledge. This component includes deciding if the student is already proficient in the skills or content being taught. Although this component is interrelated to the learner characteristics, it is important to determine specifically what prerequisites each student has acquired.

The next component is determining the teaching/learning activities and resources. Although CAI is considered a teaching strategy, other teaching/learning activities that will interface with the program should be evaluated. Successful completion of this component includes consideration of the instructional methods and resources that will accomplish each objective. The instructional methods that will be the most time efficient and cost effective should be evaluated. In making this decision, the strengths and weaknesses of alternative methods and various materials should be considered.

All instructional methods are related to either presentation to a group, teacher-student interaction, or individualized learning. However, CAI is most closely related to individualized learning. If you decide that the most appropriate instructional method for accomplishing the objectives is individualized instruction, then computer assisted instruction may be the solution.

The seventh component is the available support services. The support services include budget, facilities, equipment, time, schedules, and personnel. In looking at CAI programs you need to consider equipment, release time for faculty, facilities, and personnel needed to run the program. Furthermore, a program must coordinate with other activities.

Finally, the last component included in the instructional design process is evaluation. Measuring the students’ learning outcomes is essential to this component. If well written, the objectives will indicate the learning outcomes. Measuring these
learning outcomes is usually accomplished by a final exam. However, a pretest-posttest design may be used. Prior to developing a successful lecture, one would consider the instructional design. Similarly, writing a successful CAI program requires evaluation of the instruction design process.

Following evaluation of the instructional design, the decision to implement computer assisted instruction can be made. If CAI is the best solution to a teaching problem, then software development may begin. Because software development requires a set of accurate directions, two techniques may be used to develop the program.

One technique is the algorithm. This is a set of logical steps that carry out specific tasks, operations, or transformations of data. Figure 2 displays a simple algorithm that could be used for the dosage calculation exercise.

Another technique that may be used to develop software is the flowchart. A flowchart is a graphic representation of the logical sequence of the execution of a program. Figure 3 exemplifies the flowchart for the dosage calculation exercise. The final step in software development is the evaluation and revision process.

**EVALUATION OF NURSING SOFTWARE**

According to Scriven, evaluation can be either formative or summative. Formative evaluation is a review of materials used during the process of development. Formative evaluation provides feedback during the developmental process. This feedback may be used to change the product during the developmental period. In contrast, summative evaluation is the collection of data about the completed product, or its outcomes. Summative evaluation provides information concerning the effectiveness of the product but does not change the course of development. Generally, members want to know if the program teaches what it is supposed to teach. Therefore, the summative approach is frequently used.

Two manuals for evaluating software in general are available. Although these guides are excellent, they refer to general evaluation of software and do not specifically refer to nursing. Therefore other factors specific to nursing should be considered.

---

**FIGURE 2.** Algorithm example.

1. Read order
2. Determine amount available
3. Calculate dosage
4. Compare answer with correct answer
5. If incorrect, re-calculate

**FIGURE 3.** Flowchart example.
The first factor is the educational strategy. The teaching method used must be appropriate for the content and promote the target behaviors. The educational strategy must also be used appropriately. For example, if you wanted to teach assessment, diagnosis, and treatment of lung cancer, a simulation instead of a page turner program might be more appropriate.

The second factor specific to nursing is the content. It is important to identify the nursing theories that are being utilized. The theories should be appropriate to the content. Following identification of the theories it is essential to determine if the principles are congruent with the content. More importantly, the content should be applicable in clinical situations.

Equally important are the values concerning CAI. The CAI program must meet the teaching objectives; however, it should also satisfy the expectations about faculty. For example, the program must have relevance to individual and organizational effort. The effects on the philosophy, curriculum, and organizational setting should be considered. Furthermore, the continued use of the microcomputer and the accompanying software should be carefully evaluated.

In conclusion, this paper sought to present an overview of the applications and advantages of microcomputers and computer assisted instruction in nursing education. Although there is an increasing trend toward using the microcomputer in nursing education, the decision to incorporate this innovation into the curriculum should not be made hastily. Instead, the microcomputer should be viewed as an important educational tool. With further development and research the microcomputer enhanced by computer assisted instruction may significantly contribute to the education of efficient, well prepared nurses.
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GENERIC VIDEODISCS: AN EDUCATIONAL RESOURCE

John R. Bolles

Health Science: Center for Educational Resources, University of Washington, Seattle, Washington

During the late 1970s and early 1980s, the videodisc emerged from the laboratories. This new medium combined a storage capacity for 54,000 frames or 30 minutes of motion, a search time of 1-3 seconds, durability that far exceeded film or videotape, low cost of reproduction, and a high degree of computer compatibility. With these characteristics, the videodisc was touted as the ultimate in cost-effective, interactive educational technology. Since that time, however, economic factors and familiarity coupled with a profound absence of educational software and a singular and perhaps excessively rigid approach to the production and application of the medium have led many educators to regard the videodisc as an expensive toy instead of a viable educational medium.

Both industry and the military have recognized, explored, and exploited the videodisc's potential. In these environments training is the most common and successful application. The stable funding and centralized decision-making processes found in these institutions allow long-term commitments of resources to the exploration of technologies that promise to enhance the marketing of and support for a set of products or the completion of a specific set of missions. The videodisc has shown great strength in
these relatively homogeneous environments. Companies like DEC and Ford Motor Company that have a need to train thousands of employees in the maintenance of a particular piece of hardware can direct a portion of their training budget to a medium that promises (and delivers) highly successful, interactive, cost-effective training.

Individually, educational institutions are small and decentralized when compared to giant industrial corporations or the military. There are many separate fields of study in any given educational institution, each with a faculty that chooses its own instruction goals and techniques. This disperses both the funding and authority that are necessary to implement new technologies on a meaningful scale. Furthermore, the goals of an educational institution are far more diverse than those of either an industry or the military. As a result, there has been little broad-scale use of the videodisc at the university level. What use has been made of videodisc technology has been primarily exploratory and research oriented. Actual large-scale implementation of this technology in the curriculum is extremely rare.

Because the videodisc has been predominantly a tool of industry and the military, the field of videodisc production and applications has been dominated by an approach that meets the needs of those institutions. As a result, it is often assumed (or taught) that the videodisc must be an integral part of a well-planned and financed endeavor. This endeavor adheres to a classic instructional design process and includes a well-defined and specific set of educational goals and objectives; precise knowledge of the learner audience; a well-selected delivery system (often expensive and sophisticated); flowchart-based scripting; a complicated production effort; and evaluation, revision, and implementation phases. The products of such rigor are generally attractive and effective. However, they are also single-purposed and expensive.

It is extremely difficult for an educational institution to justify the commitment of finances and personnel implied by such a program, especially when the final product is so specifically directed to a limited set of instructional goals.

**GENERIC VIDEODISCS**

There is an alternative to the one-videodisc-per-program design that disperses the costs of production and allows users to develop programs that are tailored to their unique needs. Given the enormous variations in instructional goals and styles among institutions and instructors, this approach may be more acceptable to educators. The approach depends upon the creation and distribution of multi-use or "generic" videodiscs. Generic videodiscs are those that contain a sufficient quantity of visual and/or audio information to provide complete or near-complete coverage of a defined field of study. If highly-quality collections can be made readily available, the decisions on the choice of playback equipment and the design and production of programs that utilize the resources of the videodiscs and the capabilities of the chosen delivery system to meet the unique needs of the institution may be deferred to the end-user.⁵ ⁶

Examples of such videodiscs that are now available in the life sciences include two videodiscs by Videodiscovey Inc., that together contain over 10,000 slides and numerous short film clips and sequences to support general biology education; and four videodiscs by the University of Washington—two of which contain a variety of materials (over 6000 slides, one film, and a total of over 45 min of high-quality videotaped microscopy) to allow instruction in hematology with particular emphasis on the acute leukemias—two others provide a base for the development of instruction in neurology with emphasis on motor disorders and mentalation deficits. There is also a videodisc that was produced by Rush-Presbyterian Medical Center. Although this disc contains approximately 10,000 pathology slides and is used for the development of computer-based education at that center, the disc has not been released for use at other sites. Generic discs that are currently being produced for widespread dissemination include a disc in veterinary pathology from the University of Georgia, a videodisc in basic hematology from the University of Washington, and an atlas of infectious disease from Miles Laboratories.

The videodiscs mentioned above are used in a variety of ways at a number of different institutions. They are used in a stand-alone mode to support lectures and discussions, with syllabi or catalogs as self-study or reference materials, and with a variety of computers and microcomputers as the visual elements in didactic presentations, simulations, or tests.

**CHARACTERISTICS**

Ideally a generic disc should contain the following: material of the best available quality; multiple examples of each major classification; the common and normal as well as the rare and exotic (In the biomedical sciences, demonstrations of the most common presentations of a disease are often far more valuable than a rare but spectacular presentation. Similarly, it is extremely important to be able to recognize variations of normal); short motion sequences when the event or process to be demonstrated is dynamic (eg, a reflex or tremor); a complete, understandable, cross-referenced catalog of all entries. This catalog provides a reference both for those who are browsing through the subject matter and for those who want to create instructional programs. When possible, sample programs, syllabi, and other materials should be provided with the discs as models or stimuli for instructors who wish to develop programs using the videodiscs.

A generic videodisc should also be designed to be as machine-indepen-
dent as possible. It should play on any brand of player, and the end-user should be free to make all microcomputer, interface, and special peripheral choices.

APPLICATIONS IN THE BIOSCIENCES

In training applications the analysis of the problem can often be readily broken down into a simple algorithmic format. Once the analysis is complete, the solutions to the problem are often quite straightforward. For example, there is only a limited number of paths involved in the analysis of a printer breakdown, and once a given path has proven merit, there is only a single fixed repair process that must be taught.

However, as problem-solving becomes more complex, it is usually the case in the life sciences, decisions are often based on the relative values of bits of data. Experience with a data base that far exceeds that provided in any one training program becomes the basis of judgments regarding the value of various data. For example in the biomedical sciences, the development of clinical judgment requires the ability to recognize various audio and visual cues and to interpret their relative meaning in light of the entire patient milieu.

The generic videodisc, through its ability to present multiple examples of the same phenomenon (therefore showing a number of different ways that a phenomenon may appear) as well as examples of related or contrasting phenomena, can offer a portion of the experience necessary for the development of clinical judgment.

The videodisc may be used in conjunction with a computer (or microcomputer) to create patient simulations that challenge students' problem solving abilities. If the instructor determines that a straightforward didactic approach is necessary, the videodisc is flexible and diverse enough to provide the basis for many didactic sessions. The multiplicity of examples also allows testing based on frames that were not used during the didactic sessions. This helps ensure that the student is not merely remembering given images but that concepts are being understood.

A number of sites have produced a variety of materials using videodiscs. At these sites people who have had no formal training or previous experience with the medium have reviewed the information available on the videodiscs, selected appropriate segments, and integrated these segments into instructional programs that meet the educational goals of their particular institution. Some sites have encouraged students to develop programs that take advantage of the resources available to them on generic videodiscs. University of Washington undergraduates have produced a number of programs in pathology, hematology, and medical technology while learning the basics of computer programming and educational design.

PRODUCTION

The basics of videodisc production and equipment and format capabilities were reviewed in an earlier issue of this publication. There are, however, particular points that should be emphasized regarding the process of identifying, collecting, and cataloging appropriate materials for generic videodiscs. This is by far the most costly and time-consuming phase of generic videodisc production. Consider, for example, the effort and cost to collect 10,000 high-quality still visuals and 24 min of short motion segments and to catalog and cross reference all of the above.

Producers often plan videodiscs to utilize both existing collections (films, slides, videotapes, and original art) and material produced exclusively for the videodisc. Using existing collections has certain obvious advantages, yet there are also several potential problems that must be considered.

- Copyright. Often collections are bound by copyright restrictions or, particularly in the case of private instructional collections, include materials that have been duplicated from copyrighted sources within the "fair use" allowances. Obviously, all copyright restrictions must be cleared up before materials can be used on videodisc.

- Quality. Even the best of collections may contain a large percentage of materials that, due to poor storage or aging technology, are of inferior quality. Furthermore, images of marginal quality may degrade to unacceptable levels during transfer to the videotape master unless expensive electronic enhancement techniques are used.

- Scope. Many collections are extremely specific. Thus they may have more examples than necessary in one content area yet be deficient in many other desired areas. It is particularly common in the biomedical sciences to find that there are few or no examples of common disease states or findings.

- Format. The videodisc is limited to the format and resolution offered by television. Thus slides shot in a vertical format or illustrations that are particularly long will not fit conveniently on a video screen. Fine print or extreme detail is lost when subjected to the resolution of television.

Successful videodiscs that have been produced using existing collections include the Bio Sci Videodiscs produced by Videodiscovery, Inc., and the Medical Applications Videodisc and the Disorders of the Nervous System series produced by the University of Washington.

CONCLUSION

The videodisc medium is presently the most cost-effective and interactive means of storing large collections of visual material. Educators who want to use this powerful interactive educational tool may explore the medium through the use of generic videodiscs. These versatile
videodiscs may be adapted to many educational purposes (testing, reference, didactic instruction, or simulations); a variety of educational environments (classroom, library, or self-learning laboratory); and may be used with numerous different equipment configurations (ranging from player and monitor only to computer-controlled systems with graphic overlay and voice recognition).

Several existing videodiscs provide high-quality collections or atlases in given areas of bioscience. More are being produced as universities, professional associations, and private businesses recognize the educational potential of these large, easily-stored, readily accessible collections. As such collections become more readily available, inexpensive generic videodiscs should enhance instruction worldwide at sites that do not have the resources to collect, catalog, and disseminate collections of their own.7
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SIMULATED LABORATORY EXPERIMENTS

M. E. Jones, J. W. Mann, and M. Aucone
CAI Laboratory, The School of Medicine, The Flinders University of South Australia. Bedford Park, South Australia

The idea of the simulated practical (laboratory experiment) is not new. Real practicals are often messy, tedious, dangerous, expensive in terms of time and space, and frequently of little educational value. The alternative of having a computer simulate the essentials of the practical can be very appealing, but it too has its drawbacks. One option is to precede the real practical by a computer simulation. To see the advantages of this, consider first a comparison of the ideal practical with the way it usually runs in practice.

Ideally, the student would research the subject in advance, formulate precisely the question to be asked, and design his experiment accordingly. Data would be gathered in full knowledge of how it would be analyzed. Reality, however, is quite different. Students rarely read the topic in advance of the practical and are in no position to propose either the aim or method of a relevant experiment. Constraints of time, space, and staffing in undergraduate laboratories often dictate that experiments be run on a tight schedule, and the only way to reconcile these conflicting factors is to present the student with a recipe for conducting the experiment. Even this usually requires the students to work in small groups, within which a bright extrovert often runs the experiment while the remainder look on in passive confusion. Only later, during the write-up phase of the practical as the data are analyzed and discussed, does the full significance of the experiment reveal itself to the average student. By then it is too late to remedy the occasional pipetting error or recheck the obviously wild result. Rarely are there facilities to repeat or add to the observations. Widespread disenchantment with this system and well-founded doubts as to its educational value have contributed to a significant move away from laboratory practicals. This is unfortunate because experimental validation is the cornerstone of life sciences. The
Simulations are not constrained to lead-up to an existing real practical, for several incubations to determine their proposal for the real practical, to which they simulate for some weeks be incubated. Students have access to the computer and the incubation time. The program responds by giving the students familiarity with the conceptual, particularly the numerical, aspects of a practical well in advance of the scheduled real practical.

The simulation allows the student to choose temperature, pH, enzyme concentration, substrate concentration, the concentration of two inhibitors (competitive and noncompetitive), and the incubation time. The program responds by giving the change in optical density for that incubation. Students have access to the simulation for some weeks before the real practical, to which they are expected to bring their proposal for several incubations to determine $V_{max}$ and $K_m$ for $\beta$-galactosidase.

Although the original impetus for such a simulation was to act as a lead-up to an existing real practical, simulations are not constrained to such a role. They can, of course, be used in any situation where the real thing is too difficult, time-consuming, expensive, small, or rapid (there are some nice simulations of enzymes undergoing conformational change, something that we can scarcely see in real life). Even in the context of a simulated introduction to a real practical, the computer can add a degree of complexity that in a real-life practical would be too time-consuming to encompass. This gives scope for the more motivated students to go beyond the minimal requirements of the curriculum. In a heterogeneous class, the better students can achieve their potential while using the same simulation that the class as a whole uses in performing the required exercise.

Using the enzyme simulation as an example, we have the facility to introduce competitive and noncompetitive inhibitors. Students can determine which is which and the binding constant determining the interaction of each with the enzyme. Variation of $V_{max}$ with temperature follows the Arrhenius equation, so the activation energy can be estimated from experimental series run at different temperatures. The noncompetitive inhibitor increases this energy barrier. Above $45^\circ C$, the enzyme deatures at a rate depending on $(T - 45^\circ C)$. Such a simulation not only allows for heterogeneous classes, in which both motivation and ability will vary from student to student, but it also allows for the inevitable change in curriculum content and educational philosophy that turn last year's successful tutorial style CAI lesson into this year's anachronism.

Simulations, provided they are suitably realistic, are relatively robust when faced with curricular changes and iterations in educational philosophy. For instance, in the enzyme practical, once inhibitors and temperature-dependent behavior have been programmed into the simulation, they can remain, regardless of the requirements of a changing curriculum. Equally, the simulation can be used with copious notes as to how to proceed, or alternatively, as a problem-solving exercise in which the students are told to go to the library and research the literature and then to investigate the simulated experiment.

Such simulations have come replete with graphics, and for some few applications this might be almost essential. For enzymes, a plot of $V_{max}$ against substrate concentration, together with one or more reciprocal transforms might be offered. Such graphics, appealing as they may be superficially, often limit the usefulness of a simulation. They tie the simulation to a single type of monitor and present the results in a way quite different from the raw data of a real practical.

Even when the educational philosophy is such that the graphic presentation of results seems appropriate, the generation of such graphs is usually trivial if there is an adequate simulation algorithm to compute the numbers from the experimental conditions. It therefore follows that the crux of such a simulation is the few lines of computer code that do the numerical computation. Such algorithms can be used across a wide spectrum of educational levels independently of whether the underlying educational philosophy tends towards didactic teaching, problem solving, or discovery learning. The exchange of simulations between institutions is usually prevented only by the associated graphics routines (which are often heavily hardware dependent) and by the algorithm's being embedded in a lesson that reflects the curriculum and educational style of the originating institution. Yet these impediments to exchange are only the frills that a recipient institution can easily tailor to its own needs.

The skill and expertise behind writing a good simulation lies in the writing of the algorithm. These should be catalogued, documented, and exchanged freely.
THE TRANSFER OF VIDEO IMAGES TO MICROCOMPUTERS

James W. Eckblad
Luther College, Decorah, Iowa

In this brief report, I want to consider some of the options currently available to let users transfer video images to their microcomputers. I will focus on our experience with an inexpensive slow-scan device but also will suggest some other options that are commonly known as digital image processors. In general these devices take any standard video signal, such as that from a video tape recorder and convert the picture to a black and white digitized display on the hi-res graphics screen of a microcomputer. This technique, until recently available only with very sophisticated large computers, lets the microcomputer take snapshots of whatever appears on the video tape or video camera. A paper copy of the image can be obtained using a standard dot matrix printer.

Our department has been using the ComputerEyes system from Digital Vision, Inc., and an Apple II +. A similar version is available for the Commodore 64, and versions are under development for the IBM-PC and Atari 800. ComputerEyes is a small (4" x 4" x 1.75") black box that connects to the Apple 16-pin game I/O socket.

After ComputerEyes is connected to the Apple I/O socket, the RCA-type jack on the back of the box connects to the output from a video source. We had ours connected to a Pansonic video camera and began capturing images about 20 minutes after opening the package.

The software disk included with ComputerEyes is not copy-protected, and a menu program, written in BASIC, gives users access to a variety of features. These include options to acquire high-contrast and grey-scale images; view the last acquired image; save images and retrieve them from disk in both packed and unpacked formats; catalog the disk; and run a demo program. There is on-line help available so that one doesn't have to keep referencing the 27-page owner's manual.

The first menu option selected would normally be ADJUST SYNC, which lets you use the "Sync" knob on the ComputerEyes box to make adjustments according to the signal being received from your video source. After that you can CAPTURE an image as the ComputerEyes system performs a scan of the video signal. The machine language software records 192 samples during every vertical scan, storing one column of pixels in about 16.6 msec. (The smallest element of a display that can be controlled individually is called a picture element, or pixel.) The point in time during each horizontal scan period at which samples are taken is delayed from the horizontal sync by an amount that is very slowly increased as the ComputerEyes scan progresses across the screen from left to right. The result is that successive columns of pixels are acquired, with 280 columns being acquired in 280 x 16.6 msec, or a little under five sec. The user controls the background brightness with the second knob on the ComputerEyes box.

One of the nice features of this system is that images can be saved to a disk in a packed format, thereby saving space on the disk. When images have large areas of either all white or all black, the packed format can save them on the disk in as few as four sectors each. We've used this feature to make up a slide-show of over 40 images on a single disk for the Apple II. This greatly facilitates the addition of high-quality graphics to any computer-assisted instruction software you may develop.

The biologist seeing image (Fig. 1) was created with ComputerEyes and printed on an Epson dot matrix printer. It used the normal 34 sectors when saved to a disk without being packed, six sectors when packed, and eight sectors when saved to a disk without packing after lettering was added. It usually works best to add lettering after an image has been captured; in Figure 1 the Beagle Bros. program Apple Mechanic was used to add lettering to the hi-res screen.

The resolution of our Apple II + version of ComputerEyes is limited to the standard 280 x 192 pixel hi-res screen. If you have an APPLE //e with an extended 80-column board installed (128K), an additional ComputerEyes disk can be purchased (for $15) to take advantage of double hi-res. This gives a display with twice as many pixels per area, or a 560 x 192 pixel screen.

ComputerEyes images can also be made compatible with Broderbund's Print Shop program by using a special disk (available for another $15). You can personalize posters, etc. by using your custom images. This disk also has a more generally useful program that takes any previously saved hi-res image and lets you make it compatible with Print Shop.

Thus far we've used ComputerEyes primarily to generate some...
**TABLE 1.** Some digital image processors for microcomputers

<table>
<thead>
<tr>
<th>Product</th>
<th>Manufacturer</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>ComputerEyes ($130)</td>
<td>Digital Vision, Inc.</td>
<td>Apple II</td>
</tr>
<tr>
<td>Diplomat ($295)</td>
<td>Computech Systems</td>
<td>Apple II</td>
</tr>
<tr>
<td>DS-88 Digisector ($350)</td>
<td>The Micro Works</td>
<td>Apple II</td>
</tr>
<tr>
<td>FAX640 ($1595)</td>
<td>Secon Corp.</td>
<td>IBM</td>
</tr>
<tr>
<td>Graphicom ($200)</td>
<td>Computize</td>
<td>Tandy Color</td>
</tr>
<tr>
<td>Image Capture ($1295)</td>
<td>AT &amp; T Consumer Products</td>
<td>IBM</td>
</tr>
<tr>
<td>MacVision ($399)</td>
<td>Koala Technologies</td>
<td>Macintosh</td>
</tr>
<tr>
<td>Magic ($350)</td>
<td>New Image Technology</td>
<td>Macintosh</td>
</tr>
<tr>
<td>MicronEye Bullet ($295)</td>
<td>Micron Technology</td>
<td>Macintosh, IBM</td>
</tr>
<tr>
<td>Micro-Imager ($350)</td>
<td>Servidyne Systems</td>
<td>Macintosh</td>
</tr>
<tr>
<td>PC-Eye ($1495)</td>
<td>Chorus Data Systems</td>
<td>IBM</td>
</tr>
<tr>
<td>PCvision Frame Grabber ($2995)</td>
<td>Imaging Technology</td>
<td>IBM</td>
</tr>
<tr>
<td>Pl-101 PhotoImager ($995)</td>
<td>Commssoft</td>
<td>Apple II</td>
</tr>
<tr>
<td>Private Eye ($595)</td>
<td>I/O Video</td>
<td>Macintosh</td>
</tr>
<tr>
<td>ThunderScan ($229)</td>
<td>Thunderware Inc.</td>
<td>Macintosh</td>
</tr>
</tbody>
</table>

There are some other options available for obtaining video images, and 15 different systems were recently reviewed by Linzmayer. These range in price from $130 for ComputerEyes to $2995 for the PCvision Frame Grabber from Imaging Technology (Table 1). The mean price for the 15 systems was $777. Five systems have versions that run on the Apple II, six on the IBM-PC, six on the Macintosh, four on the Tandy color computer, and two on the Commodore 64. If you've been convinced of the value of graphics, I suggest you consider a digital image processor.

**REFERENCE**

Three years ago we were faced with the necessity of updating our physiology equipment and needed new polygraphs as well as at least one storage oscilloscope. Several advertisements led us to consider Apple computers as substitutes, and we eventually purchased eight Apple //e systems plus associated hardware and software to give us the capabilities of both storage oscilloscopes and polygraph recorders.

We were interested in a storage oscilloscope in order to demonstrate human reflex responses as well as the nerve action potential. Two channels were necessary—one to show the stimulus, the other, the response. The storage capacity was needed so that students could calculate time intervals from the oscilloscope screen. We became intrigued with an ad for COMPUTERSCOPE by RC Electronics (Santa Barbara, CA 93111) and decided to try it with the one Apple computer already in the department. The package included an A/D board that fit into two of the Apple's slots, as well as software to allow collection of data. We were impressed with the program and subsequently purchased four Apple //e computers and three more COMPUTERSCOPE packages to provide four workstations per lab. The sec-
Table 1. Equipment for a Workstation

<table>
<thead>
<tr>
<th>Equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple //e computer</td>
</tr>
<tr>
<td>One disc drive</td>
</tr>
<tr>
<td>COMPUTERSCOPE A/D board plus software</td>
</tr>
<tr>
<td>Grass stimulator</td>
</tr>
<tr>
<td>Nerve chamber</td>
</tr>
<tr>
<td>Two Grass amplifiers (connected to common power supply)</td>
</tr>
<tr>
<td>Imagewriter printer plus switch box to allow sharing with 1 other station</td>
</tr>
</tbody>
</table>

Second year we planned for and purchased four more Apples with COMPUTERSCOPE plus four Imagewriter printers. The components of each workstation are listed in Table 1. Three or four students work together at each station depending on the level of the course. Although four is not an ideal number of students, it has worked out satisfactorily so far. In the remainder of this report, I am going to describe the components of a single setup, the capabilities of the system, and some of the experiments in which the system is used.

MEASURING NERVE CONDUCTION VELOCITY

We particularly wanted to have the students in introductory biology classes perform a comparison of nerve conduction velocities in human and frog nerves. The Apple computer with the COMPUTERSCOPE board and program acted as the storage oscilloscope, but we needed to amplify the signal from the nerves. To do this we used two power supplies (Grass RPS107) and eight AC amplifiers (Grass P511). For the frog nerve experiment, we used available nerve chambers (home made) and Grass stimulators (Grass SD9).

The stimulator was connected to channel A (upper channel) of the A/D board as well as to the nerve chamber (see Fig. 1). Channel A records the electrical pulse. The output from the nerve chamber (recording electrodes) was connected to the second input on the A/D board (channel B—lower channel). Therefore, the response of the nerve to the stimulus would be recorded on the lower channel (see Fig. 2(A)). The time between the beginning of the stimulus (channel A) and the nerve response (channel B) is the length of time it takes the action potential to travel from the site of stimulation on the nerve to the recording electrodes. The time interval can be read easily from the screen. By looking at TIME on the third line of text under the graphics in Figure 2, you can see that each horizontal division on the screen equals 0.001 seconds or 1 millisecond. Therefore the approximate time interval between the initiation of the stimulus shown in channel A and the peak of the action potential passing over the first recording electrode is about 0.8 msec. One of the advantages of this program is that two movable vertical lines can be called up, which will allow the user to accurately determine either time intervals (along the horizontal) or voltage differences (along the vertical).

Figure 2(B) shows a similar recording of a frog nerve action potential with the two vertical cursors positioned on the beginning of the stimulus (one on the left) and the peak of the action potential. The second line of text below the graph displays the voltage on channel A (+ 0.923) and the time (0.0 μsec) at the leftmost vertical line. The third line of text displays the voltage on channel A (−0.0921) and the time (821.4 μsec) at the vertical line on the right. On the fourth line of text the numbers reflect the differences in voltage and time between the points where the two vertical lines are located. Therefore, in this recording the response time between stimulation and nerve response is 821.4 microseconds (0.8214 msec). This is much more accurate than the visual estimate that we took from Figure 2(A).

By taking several measurements and using this means of measurement, the students can see that the velocity of conduction remains fairly constant. After the students have measured the length of nerve between the stimulating electrode and the first recording electrode the speed of conduction in meters/second can be easily calculated. Any image on the screen can be immediately saved and/or dumped to the printer. The first year, when we only had one printer, the students saved the experimental data on the program disk and printed the graphics at the end of the lab period. We presently have one printer per two

---

**Figure 1.** Diagram of equipment for measuring the hiphase action potential produced by electrical stimulation of the frog sciatic nerve preparation.
FIGURE 2. Printout of the screen display, showing the stimulus (top channel A) and biphasic action potential (bottom channel B) in a frog sciatic nerve. A, standard screen, B, screen with vertical cursors for quantitation of voltage and time.

Computers with a switch box: this has worked very well.

OTHER PROGRAM FEATURES
Another feature of the software has been very useful in demonstrating the refractory period of the frog sciatic nerve. Figure 3 is a printout of an experiment in which twin stimulatory pulses were delivered with varying time intervals. Figure 3(A) shows the two stimulatory pulses in channel A. They are 4 msec apart. Channel B is the response of the nerve. (Note that there is a sizable stimulus artifact in this particular recording.) Some diminution in the biphasic action potential can be seen with the second pulse.

Figure 3(B) demonstrates two other features in the standard COMPUTERSCOPE program, that is, an expansion of the screen and the accumulation and display of repetitive experiments. The number “1” at the end of the third line of text indicates that the display has been expanded once. Therefore, two horizontal divisions are equal to 1 msec. Channel A shows the twin pulses for four experiments overlaid on each other. The longest delay between the twin pulses is about 3.5 msec, while the shortest is about 1 msec. Channel B displays the results of the four experiments, showing the results stacked on top of each other with the first one at the bottom. The refractory period is quite obvious in the third experiment where the delay interval has been decreased to 1.5 msec. Only the stimulus artifact is seen in the last experiment where the delay between pulses has been shortened to 1 msec. Being
able to print out the results of these four experiments simultaneously allows the student to understand the concept of relative and absolute refractory periods readily. Unlike a storage oscilloscope, the computer provides an immediate hardcopy of the data which can be labeled, annotated, and incorporated into laboratory reports.

The conduction velocity of human nerves is performed by the students on themselves using the Achilles tendon reflex and recording electrical activity in the gastrocnemius muscle. The equipment setup is shown in Figure 4. The construction of the reflex hammer and the experimental procedure are described in Oakley and Schafer's Experimental Neurobiology laboratory manual. This experiment used an additional feature of the hardware, i.e., an external trigger. In this case the computer waits for an external signal before it begins to collect data. When the reflex hammer strikes the Achilles tendon, the hammer circuit diagramed in Figure 4 is closed, the computer begins collecting data, and the event is recorded in channel A. Two recording electrodes on the skin surface above the gastrocnemius muscle pick up the reflex muscle
activity, and it appears on channel B. Figure 5 shows both responses. The time between stretching the Achilles tendon by a hammer blow and the reflex muscle contraction is about 33 msec. By measuring the distance from the tendon to the spinal cord and back to the gastrocnemius muscle on the experimental subject, the student can calculate the conduction velocity in meters/sec. This value is then evaluated and compared with that of the frog sciatic nerve.

OTHER APPLICATIONS
In another experiment, students measure respiration rate and cardiac electrical activity using a setup shown in Figure 6. In this case the students can obtain a "chart" recording of the data as shown in Figure 7. This type of printout provides a hardcopy of the 1024 bytes of data collected in the computer memory just before collection time is halted, even though only 256 bytes are displayed on the screen. At this slow rate of collection, the computer collects and displays the data continuously. (In the experiments described above, the computer is set to make a single collection that begins at time 0 and continues until the memory buffer [1024 bytes] is full.) The "chart" printout is very similar to the type of data obtained with a two channel polygraph. However, in this case any portion of this collection of data can be displayed on the computer screen, enlarged and expanded, and accurately measured with the vertical cursors. For example, the students can move, enlarge, and examine three ECG recordings, noting time intervals, identifying P, QRS and T waves, and determining voltages. They can then make a printout of their enlargement.

The experiments described above and the computers with accompanying electrical equipment have been used successfully in the introductory freshman biology laboratories for the past two years. Because many students still had little exposure to computers and electronic equipment, I wrote a computer-assisted program using Superpilot language for the Apple computer. This program described the equipment and tested the students on their understanding. This probably could have been done with printed material, but it forced the students to learn how to boot a disk and overcome their resistance to computers before entering the lab. In addition, we required that they also use the COMPUTERSCOPE program before coming to lab. They were given instructions on how to load a stored set of data and how to manipulate it on the screen so that they were familiar with the commands and potential of the program before using it to collect data. As expected, some jumped right in and loved it, others were not too excited. The required preparatory session made the labs run smoothly, and the students were able to help themselves out of most problems. We have found that investment in the computers and printers has given us the ability to perform many more sophisticated experiments than would have been possible with standard physiology equipment. In addition, the students, rather than the instructor, are doing the experiments.

There is an additional sophisticated software package that comes with the COMPUTERSCOPE that
THE USE OF DRIVERS IN COMPUTER-ASSISTED INSTRUCTION

M.E. Jones, J.W. Mann, and M. Aucone
C.A.I. Laboratory, The School of Medicine, The Flinders University of South Australia, Bedford Park, South Australia

Most computer lessons are either simulations or tutorials. In a simulation, the student asks the questions of the computer, which answers by displaying, either graphically or numerically, the result of the conditions set by the student. Conversely, in the tutorial it is the computer which asks the question and the student who gives the answer. There is no compelling educational reason why a given computer-assisted instruction (CAI) presentation should not be a mixture of these two, but for practical reasons, most presentations are either one or the other; they generally involve quite different programming requirements.

Tutorial material, which includes multiple choice questions and true/false drill, is usually predominately textual. The options that can be followed in mounting such material include authoring systems, authoring languages, and universal high level languages such as PASCAL, FORTRAN, and BASIC. ¹ ²

Despite the obvious benefits to be had from the use of authoring facilities, a large amount of CAI is written in universal languages. Disadvantages of authoring facilities may include limitation to particular hardware and a constraint on question format and lesson structure. In the tertiary environment, many people using CAI have two motives. One is to use the currently available facilities to the best advantage of their students. The second is a genuine interest in improving those facilities. By the very nature of tertiary institutions, such interest is almost inevitable. It follows that very few academics will follow a course of action that constrains the question format, the program sequencing, or indeed any significant variable. For those with an experimental approach to CAI, universal programming languages are usually the medium of choice.

The choice, however, is fraught with danger. On average it takes 200 hr to produce an hour of CAI. To produce good CAI, this option requires not only a grasp of the subject being taught and of some educational basics, but also of computer programming. Few are expert in all three fields, so lesson production becomes a joint effort of a programmer with the computing knowledge and an academic who understands the subject being taught.

Educational expertise resides with either or neither. Programming is so slow that it requires only a few simultaneous projects to produce a bottleneck with unacceptable delays between conception and execution of the lesson. Academic enthusiasm dies in the interim, and many projects never come to completion.

Those projects that are completed are "hard-coded"; each lesson is a separate computer program and must usually be rewritten if it is to run on another machine. Update and modification require the computer code to be modified, frequently a difficult task where program structure and documentation are inadequate.

By using a "driver" program, we can enjoy the best of both worlds. The concept is not new, and several drivers are currently in use. They facilitate lesson production and exchange, but are "open-ended" in the sense that any new format or facility can be incorporated into a driver. Perhaps because they facilitate the exchange of lessons between institutions with dissimilar hardware, they have not been widely promoted commercially.

A driver is something that a moderately proficient programmer can write for his institution's hardware. It is a single program, written once for any computer, which then accepts all lessons in a common format. Consider the simplest of tasks, the presentation of a lesson comprised of multiple choice questions. Instead of using a driver, one could write a computer program in which each line of each question was a "write" statement followed by a "read" statement for student answers and then code for marking and deciding which multiple choice question to ask next. That would be "hard-coded."

Alternatively one could put all the multiple choice questions in a
text file, following each by the correct answers, and then write a separate “driver” program that puts the first question on the screen, accepts the student’s answer, compares it to the correct answer, adds a score, and decides which question to ask next. A new lesson would then require only a file of questions and answers; the lesson and the computer program have been separated, and a new lesson requires no new programming. If a second, different, computer is bought, the driver needs to be rewritten only once to be able to run all currently available lessons. To introduce some new facility (a new scoring system, diagnostics if a meaningless answer is given, statistics recording student use) there is only one program, the driver, to change. The driver then applies the changes to every file of questions that it runs.

The driver as described would have only one mode of action, multiple choice questions. To extend this it is necessary only to precede each question by some code, indicating whether it is multiple choice, true/false, etc. The driver then calls up the procedure appropriate to that mode of question. We found that all the tutorial and patient management material accumulated in “hard-coded” BASIC at Flinders, encompassing some hundred lessons written over five years, could be coded as sequences of six formats. Our driver has six “modes” corresponding to these, but it could be extended indefinitely by adding procedures for other modes. Two of the six modes allow for writing text on the screen, followed by the prompt “Press RETURN to continue.” One writes in the top two thirds of the screen, the other in the bottom third. This allows us to erase and use the bottom while leaving text above and is useful when responding to a student’s incorrect answer. Often the student has simply misread the question and if this has been erased, the ensuing explanation makes sense. When the student suspects he has misread the question, it is best that it still be available for re-reading.

Questions often invite an answer that can be right or wrong. Such questions will be followed by a binary branch in the lesson, coded for in one mode of the driver. Because there is no logical reason why the two options should be right and wrong, we use the term “target.” In this mode, the target can be defined as letters, numbers (plus or minus a percentage), or as a set of words. The prompt will be “answer with a single letter,” “answer with a single digit,” “give your answer as a decimal to 3 sig. fig.,” or “give a single word answer,” as appropriate. Answers are classified as being either off or on target, and the program branches accordingly.

With numerical problems requiring calculation, students often “help” each other by swapping the answer without swapping the mechanism by which the answer is derived. To overcome this, we introduced a mode which we call “dynamic target.” This involves choosing some parameters randomly from a range and adjusting the answer accordingly. Students get structurally identical problems with different answers. Thus, they can swap methods of solution but not “right answers.”

Some questions permit a variety of answers and demand branching to more than two locations. We limit this to single digit or single character answers (within a predefined range). The lesson branches multiply according to the answer.

We have found it useful to have the driver keep two independent scores as the student progresses. For example, these might represent “knowledge” and “judgement” or “time in hospital” and “expenses” depending on the whim of the author.

There are several benefits to be had from the use of such a driver. It maintains virtually all the freedom of hard-coding in a universal language; new question formats and new facilities can be added to the driver at any time. The writing of new lessons using the driver is a “same day” task; typing in all the text, and even right and left margin justification can be carried out by a typist using the computer’s editing or word processing facilities. Typographical errors and ambiguities can be eliminated at this stage, before any computing staff are involved. Once the author of the lesson has checked the text file, it remains only to add the “control” information specifying question formats, answers, scores, and branching. This may be specified on a separate file or incorporated in the text file. We follow the former strategy, but the practice is not universal. The lesson will then run on any machine which has the driver.

The use of drivers will facilitate lesson exchange if there are a few widely distributed drivers. Obviously a multiplicity of drivers would create a situation worse than no drivers at all, in which CAI libraries contained nearly as many drivers as lessons. Ideally, institutions contemplating writing their own material would use one of the current drivers, adding one or more new question formats as demanded by their own educational philosophy.

REFERENCES
EDITORIAL COMMENT: REFLECTIONS AND FUTURE DIRECTIONS

Harold I. Modell
Virginia Mason Research Center, Seattle, Washington

This issue of CLSE marks the completion of two years of effort. It seems an appropriate time to evaluate the progress of the newsletter and think about its continued development. To do this, it is best to first review the goals of the project at its inception and then to address how well the articles met those goals.

HISTORICAL PERSPECTIVE

The project began as a means of addressing several concerns associated with the microcomputer explosion and the promotion of computers in education by the computer industry. An atmosphere reminiscent of the late 1960s was developing. It was during the late 1960s and early 1970s when interactive computing was in its infancy that claims were being made that the computer was going to make instruction more efficient, free up instructors' time, promote independent study, and provide a multitude of educational benefits not yet realized by man.

Unfortunately, events did not support the claims. Most software took a "programmed learning" approach and presented material in a question and answer format. Much of the software was not well-designed, and life science educators dismissed the computer as an expensive, time-consuming fad rather than considering it a valuable teaching tool. It was clear several years ago that the same fate was in store for the microcomputer unless the novice was able to benefit from the experi-
ence of educators who found the computer an asset. The first goal of CLSE, then, was to provide a communicative vehicle through which the novice could benefit from colleagues who had found the computer a useful educational tool.

The second goal was to promote communication among life science educators living in different academic environments. The rationale behind this goal stems from the belief that faculty living and working in a predominantly research-oriented environment (eg, medical school) can benefit substantially from the experience of faculty primarily engaged in teaching (eg, a four-year undergraduate college) and that materials designed with a specific student population in mind can often serve several diverse student populations.

The newsletter format was chosen over a journal format because, in a peer-reviewed medium, it allows sharing of anecdotal “tidbits” that often make the difference between success and failure when applying new technology.

MEETING GOALS IN VOLUME 1
The primary goal of volume 1 was to provide an overview of the diversity of computer applications in life science curricula. The inaugural issue set the tone for ensuing issues. In that issue, the diversity of applications was introduced with a caution that when using the computer as an educational tool, it is extremely important to keep in mind the educational goals of the application, the setting in which the computer is to be used, and the level of sophistication of the intended audience.

Schottelius explored the use of mathematical simulations in a small group conference setting, and Novick and Michael discussed using computer lessons. Subsequent issues provided additional insight into using computers for tutorials and in small group conferences.

Computer use in the lecture hall was addressed from a number of standpoints. Mikiten expanded on Schottelius’ theme of using mathematical simulations in a group setting by discussing his experience in the lecture hall. His article provided insight into the importance of making the technology transparent to the student, and it noted the positive impact of this experience on student and instructor attitudes.

Levine took a different approach to using the computer in the lecture hall. By using graphics to generate “slides” during the lecture, he was able to build complex slides one step at a time and incorporate animation into the process. Both authors make the software used in class available to students for review and further study. An important issue related to using computers in a group setting is the type and quality of video monitor used. Vincenz addressed this issue when he reviewed two video projectors and their applicability to the lecture hall.

Another area in which the computer has proved beneficial is in the student laboratory. Barr and Sten used a minicomputer system to replace physiological recorders in student laboratories in a medical school environment. Heidcamp, on the other hand, incorporated microcomputers into undergraduate comparative physiology laboratories. Both authors indicated that use of the computer in these settings helped students gain a better understanding of the experiments being run, in part because of the ability to analyze data easily. Students can focus on the science involved rather than on details of the analysis.

The breadth of articles in volume 1 supported the hypothesis that communication among colleagues with students at differing educational levels is important because similar approaches are applicable in multiple educational environments. Articles from the community college and four-year undergraduate levels described similar approaches to problems as those from medical, graduate, and postgraduate settings.

MEETING GOALS IN VOLUME 2
Having sampled the spectrum of applications of computers in life science education currently used, the next step was to begin to provide more information of a “how-to” nature. Hence the primary goal of volume 2 was to delve into some applications in more depth and provide some of the “pearls of knowledge” harvested by colleagues experienced in using computers in the curriculum.

This process actually began in volume 1 with an article intended to provide ammunition for the battle with the dean’s office for hardware support and space acquisition and with a discussion of factors to consider when designing input/output schemes for different educational settings.

The process continued with discussions of authoring systems, software evaluation, the “culture shock” experienced by health science students when dealing with computerize, instructional design issues to consider when using graphics, interfacing the computer to analog devices for student labs, and the practical details of using the computer in the lecture hall.

Articles by Holliday and Meyers and Parsons provided an interesting contrast in applying the same software in an undergraduate setting. Holliday discussed his use of HUMAN, a physiological simulation, as it is supplied by the authors. Meyers and Parsons, on the other hand, modified the same software to fit their curricular needs. The key elements in this process, of course, are having access to the software’s source code, and having software...
that is designed in a modular format, or at least with provision for understanding the logic behind the programming.

Other articles provided insight into the copyright laws that pertain to software, hardware acquisition for educational development,\(^{10}\) a number of articles related to traditional computer-assisted instruction,\(^{14,15,16}\) and use of generic videodiscs.\(^{3}\)

In another area of concern, Johnson\(^{13}\) provided valuable information for software seekers in a survey that resulted in a listing of computer-based instructional materials from over 40 vendors.

Although this brief review of material in volumes 1 and 2 of CLSE has not included all articles and features, it suggests that we have made progress in achieving our initial overall goals.

**WHAT DOES THE FUTURE HOLD?**

Perhaps the single most significant event to impact CLSE will occur next month as the newsletter becomes the communication arm of the National Resource for Computers in Life Science Education. In making the transition, publication responsibility will be taken over by the National Resource, and Elsevier will no longer be involved with CLSE publication. The editorial board will remain essentially intact, and the aims and scope of the newsletter, as stated on the back page will not change. The subscription rate will change, however, to better match the funding status of the readership.

The National Resource for Computers in Life Science Education is a newly formed nonprofit organization aimed at cultivating collaborative efforts among faculty with expertise in using computers in life science education. The broad goal of this effort is fourfold: 1) to educate faculty in effective uses of computers in the curriculum; 2) to initiate research aimed at evaluating new applications of the computer to life science education; 3) to develop a critical mass of high-quality, versatile software; and 4) to serve in a consultant capacity for life science faculty currently active or interested in becoming active in this area.

Volume 3 of CLSE will begin with a full description of the National Resource and a discussion of philosophy behind the overall goal of the organization. Because the purpose of the Resource is service to the life science education community, your input will help shape the growth of the organization. If you have ideas, comments, or suggestions regarding development of the Resource, please send them to Harold Modell, PhD, Division of Nuclear Medicine, Mail Stop RC-70, University of Washington, Seattle, WA 98195.

**REFERENCES**
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THE TIME PROJECT

This opportunity is the basis for the TIME (Technological Innovations in Medical Education) project at LHNCBC. The project involves the development of a series of interactive case studies, which utilize voice recognition technology, microprocessors, and interactive laser discs to facilitate the process of learning in medicine.

The first of these is a developmental model to define the characteristics of the interactive simulation; to develop techniques for dramatic presentation and effective interactivity; and to establish a multiple-disc player, voice-driven, microprocessor-controlled TIME delivery system.

The developmental model portrays a simulated patient named Frank Hall, who is played by a professional actor. Frank Hall is a 46-yr-old who comes to the emergency room complaining of weakness and abdominal pain after an episode of vomiting blood two days earlier. The Frank Hall case requires two videodiscs. Each disc contains a variety of scenes depicting the patient’s current experience in the hospital and, through flashbacks, significant past experiences which are related to his present illness. Other scenes depict elements of the physical examination and relevant diagnostic tests and procedures. All scenes are available to the student in any order, on command.
In effect, the student may do any of the following. 1) conduct an interview with the simulated patient, taking a complete medical history and gathering relevant sociological and psychological information in the process; 2) request diagnostic procedures and perform a simulated physical examination; 3) admit the patient to the hospital and, after ordering diagnostic procedures and specifying a hospital management plan, observe the various hospital experiences the patient has; 4) be faced with a crisis (ie, rebleed, MI, DTs) determined by the system; 5) discharge the patient and observe the outcome.

Six characteristics are an integral part in the design of the Frank Hall interactive case study and distinguish the TIME model as a unique resource in medical education.

1. Uncued interaction allows the learner to use his or her natural spoken language while dealing with the patient.
2. Multiple health problems require multiple diagnoses for appropriate management.
3. A full range of medical, social, and clinical information available to the learner in dynamic visual and audio form portrays the drama of the patient's condition and life situation.
4. Probability-based occurrences and outcomes reflect the real clinical environment.
5. A dynamic, time-related management process responds to the learner's independent, uncued interventions.
6. Algorithms provide the learner with formative feedback: by immediately portraying the impact of his or her clinical interventions and summative feedback which conveys his or her overall performance as a physician with the situation at hand.

The second and third TIME case studies will be created using the knowledgeand experience gained from the developmental model. Both will be placed in an academic setting with an experimental design and appropriate evaluation instruments to determine the effectiveness of this educational approach. It is hoped by the TIME staff that these prototypical interactive case studies will demonstrate to the medical academic community that new, highly desirable approaches to the education of medical students is possible through the effective use of these technologies.

EDUCATIONAL CONSIDERATIONS

The Frank Hall case demonstrates the possibility for implementing effective, patient centered, problem oriented learning strategies by providing the student with a believable, engaging clinical scenario which encourages participation and requires that the student make independent decisions about the patient's situation. Several attempts have been made to implement similar experiential learning strategies over the past few years. Role playing, simulations by actors, and a variety of computer-aided simulations are among the noble efforts which have only partially succeeded in their attempts to provide patient centered, cost-effective learning in the medical school setting. The new technology, if properly designed, can succeed where others have failed in the effort to ground medical education in clinical experiences.

In addition, instruction can be offered concerning relevant medical and scientific concepts, physical examination techniques, and diagnostic procedures within the context of that medical problem. For example, an adequate program design within the Frank Hall case will permit the student to receive instruction in performing a neurological exam, examining the abdomen, taking vital signs, or starting an intravenous infusion. These tutorials are initiated by the student using the control word "instruction." Such contextual instruction can also be offered by the professor controlling the interactive case study in the classroom. He or she may determine a "teachable moment" in the course of the case, freeze the action with the command "stop," and then lecture or answer questions. This efficient, effective process of "contextual instruction" can resolve many of the contemporary problems of information overload and student time constraints discussed in the recent GPEP report of the AAMC.

Finally, in professional education it is essential that those being trained are helped to grow in their understanding of situations and their sensitivities to the human condition from the perspective of the profession they represent. Such consciousness raising is a specific goal of the TIME model. Implementation is accomplished through effective drama of the patient's experience designed to promote incidental insights about the patient's illness and revelations concerning the human condition. Also, the command word "thoughts" is available at any time to the student, which will cause the unspoken thoughts of the patient to be heard. The student may, in this way, stay aware of the psychological complexities of the patient's situation while he or she deals with the medical condition of the patient.

TECHNOLOGICAL CONSIDERATIONS

The TIME delivery system consists of an IBM PC/XT, Votan voice system (VPC-2000), Red Max videodisc interface, three LDV-6000 Pioneer videodisc players, and a Sony color monitor. The capabilities of the new technology for random access of high quality video and multiple audio tracks, coupled with the intelligence capacity of the computer, make possible the creation of an effective interactive case study which encompasses sophisticated
educational strategies while supporting engaging dramatic situations. Specifically, the purposes of the three component parts of the TIME delivery system are as follows:

- **Voice Recognition**
  - To make the technology invisible to the user.
  - To allow uncued, natural language interaction.

- **Microprocessor**
  - To control the voice driven, multiple videodisc system.
  - To support an intelligent interface between the user and the system.
  - To support a dynamic, time-related simulation.
  - To accomplish the tracking necessary to evaluate performance.

- **Videodisc**
  - To allow believable dramatization of the medical situation being simulated.
  - To allow immediate access to a variety of dynamic video and audio material depicting clinical information about the patient (eg, endoscopic views, physiologic sounds, radiographs).

**SUMMARY**
The TIME staff has been successful in producing a working prototype of a simulation which embodies the following characteristics: 1) uncued interaction with the system through voice recognition; 2) a patient with multiple diagnoses; 3) a full range of medical, social, and clinical data concerning that patient's condition and situation; 4) a dynamic time-related management intervention capability; 5) a model that provides summative, individual evaluation for any learner who interacts with the simulated patient.

The prototype in its current stage of development has been presented to a variety of medical educators, professional groups, and organizations; and immediate plans call for its use in the introduction to clinical medicine classroom of several medical schools for field testing and evaluation.

Currently the TIME staff is working to complete the creation of two additional TIME interactive case studies which will also be field tested. Efforts are underway to track precisely the costs of development and to develop more effective procedures for producing high quality, low cost interactive case studies.
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AIMS AND SCOPE

The goal of Computers in Life Science Education is to provide a means of communication among life science educators who anticipate or are currently employing the computer as an educational tool. The range of content includes, but is not limited to, articles focusing on computer applications and their underlying philosophy, reports on faculty-student experiences with computers in teaching environments, and software/hardware reviews in both basic science and clinical education settings.

INVITATION TO CONTRIBUTORS

Articles consistent with the goals of Computers in Life Science Education are invited for possible publication in the newsletter. For information on preparation and submission of material, write to Dr. Harold Modell, Virginia Mason Research Center, 1000 Seneca Street, Seattle, WA 98101.
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The development of the microcomputer has focused new attention on the computer as an educational tool. Low cost, relatively portable computers offering high resolution graphics coupled with technological advances in video projection and recording devices have created new opportunities for advancement in life science education. In addition to the role that the computer has played in independent study settings through traditional computer-assisted-instruction, this new technology offers the promise of revolutionizing classroom instruction, transforming the traditional passive learning milieu into an environment in which active learning predominates. Consider, for example, a physiology class "performing" experiments using mathematical simulations, a biochemistry class studying structure by "manipulating" portions of molecules using three dimensional computer graphics techniques, or an introduction to clinical medicine class "interviewing" a patient through a videodisc based, unqued inquiry, clinical simulation.

When compared to the activity that
would result in the life science community from a scientific development offering the same magnitude of potential impact, advancement in this area has been minimal. The reward system in the life science community and availability of funding are two factors which have contributed to this slow rate of progress.

The reward system in the life science community is, for the most part, directed toward scientific research productivity. The recent GPEP report of the Association of American Medical Colleges summarized the problem with respect to the medical school subgroup of this community, "Despite frequent assertions that the general professional education of medical students is the basic mission of medical schools, it often occupies last place in the competition for faculty time and attention. Graduate students, residents, research, and patient care are accorded higher priorities."

Because external funding, one measure of productivity, supporting personnel involved in educational research and development efforts in the life sciences is difficult, at best, to identify, and because educational research and development efforts in this area are labor intensive, few faculty are willing to make the time commitment necessary to pursue these activities at the expense of their scientific research efforts. Yet it is precisely these faculty whose content expertise is essential to development of high quality materials for use in the educational arena.

Although a nationally coordinated program does not exist currently, progress is being made in this area by a relatively small group of individuals in a variety of disciplines and institutions. Interest in symposia and workshops focused on computer based education held at national meetings of societies representing the life science community (e.g., AIBS, FASEB), however, demonstrates a growing interest by other faculty to use this technology. Attendees have repeatedly voiced the need for direction in effective use of computers in teaching as well as a critical mass of quality software versatile enough to allow tailoring to a variety of curricula. A collaborative effort among faculty with expertise in this area would represent a major step toward fulfilling these needs.

THE NATIONAL RESOURCE

The recently established National Resource for Computers in Life Science Education (NRCLSE) is a non-profit organization aimed at cultivating collaborative efforts among faculty with expertise in using computers in life science education. The broad goal of the Resource is fourfold:
1) to educate faculty in effective uses of computers in the curriculum;
2) to initiate research aimed at evaluating new applications of the computer to life science education;
3) to develop a critical mass of high quality, versatile software;
4) to serve in a consultant capacity for life science faculty currently active or interested in becoming active in this area.

Educating Faculty

Educating faculty will be accomplished through several mechanisms. The first will be through Computers in Life Science Education. The goal of the newsletter will continue to be to provide a means of communication among life science educators interested in using computers in their teaching efforts.

Through publication of tutorial and review articles, faculty will have access to a regular source of information related to a variety of applications of computers in teaching.

A series of workshops and symposia to be conducted in conjunction with national meetings of the life sciences community and at other times on a regional basis will provide a second vehicle for faculty education. The focus of these workshops will, in some cases, be broad based and, in other instances, be directed toward applications in specific curriculum areas represented by Resource affiliates. For example, the first workshop in this effort will be broad based and deal with using the computer and video projector in the lecture hall. It will be presented in February at the annual meeting of the Association for the Development of Computer-based Instructional Systems (ADCIS) and repeated in the fall at the annual meeting of the American Institute of Biological Sciences (AIBS).

In addition to the workshop format, the Resource will sponsor in-depth short courses (1-2 weeks) at affiliated sites in which 'student' faculty can gain experience in applying computers to teaching their area of expertise.

It is anticipated that the Resource will also establish a visiting faculty program in which faculty interested in learning specific techniques associated with software development or presentation can work intimately with investigators active in the area.

Research and Development

Traditionally, the most extensive use of computers in education has been in the area of independent study. Applications have, for the most part, been limited to presentation of material through text and simple graphics (and, more recently, pictorials using videodisc). Advances in technology and computer techniques within the industrial complex (e.g., computer-aided design, graphics simulations of terrain for flight simulators) offer considerable potential for application in the educational realm.

The research and development effort of the Resource will be to instigate and coordinate a program-project approach to investigating innovative, cost-effective applications of this emerging technology to teaching in the life sciences. Emphasis on evaluating the impact of these applications on student understanding will be stressed.

Software Development

Because software development is a time-intensive effort and one that is not viewed consistently as 'scholarly' by promotion criteria, limited high quality software is available, and most available software was developed with one
application in mind. As a result, software potentially applicable to a given topic, regardless of the curricular approach, is limited to curricula sharing the presentation philosophy of the author. An early task of the Resource in this area is to establish a set of guidelines for software development aimed at making software versatile enough to fit into a variety of curricular applications. Because Resource collaborators will represent many life science disciplines, the software development effort will result in a critical mass of materials adhering to a common set of conventions.

Software developed will be viewed in the same light as scientific data and, hence, will be disseminated on a non-profit basis with both executable and source code available. The dissemination scheme will also give permission for purchasers to make copies of the software so that it can be utilized within the curriculum at a reasonable cost.

Consultation Services
NRCLSE will provide consultation services in several ways. In addition to the usual mode of personal contact (e.g., telephone or correspondence), the Resource will staff exhibits at national meetings attended by life science educators. The purpose of the exhibits will be to make faculty aware of the Resource and to provide consultation services. Also included in this goal is development of a mechanism whereby life science educators engaged in independent software development projects can have their work critiqued by peers.

Impact
The potential impact of the Resource on life science education is substantial. NRCLSE represents a coordinated, interdisciplinary effort involving life science faculty distributed across the country. With establishment of this active communication vehicle, applications found to be effective in one discipline will be available for trial in other disciplines in a timely manner. In addition, by promoting development of versatile software adhering to a common set of design and implementation conventions, a broad spectrum of student populations can be served, perhaps as broad as high school to post graduate medical training.

FIRST PROJECTS
Having reviewed the overall goals and potential impact of NRCLSE, it is appropriate to address the issue of how these goals will be met. The key factor in achieving the goals of the Resource is establishment of a network of collaborators within the life sciences. The first priority of the Resource will be indentifying colleagues who have a common interest in using the computer in their educational efforts. The first step in this process will be a mailing to chairmen of the nearly 2700 academic departments making up the life science community in the United States. The mailing will consist of this issue of CLSE to provide a description of the Resource, and a letter encouraging all faculty with interests in this area to complete and return the questionnaire that appears on page 7 of this issue. The response will form the basis of several activities.

Through responses to the questionnaire and a polling of professional organizations (e.g., American Association of Medical Colleges, American Institute of Biological Sciences, National Association of Biology Teachers, Society for College Science Teachers), common interest areas will be identified, and those people falling into each interest area will be made aware of colleagues in other institutions with similar interests. In this way, a person-to-person communication network will be initiated.

The questionnaire will also provide a base from which to identify expertise in various applications of computers in the curriculum. From this information, potential faculty for Resource sponsored workshops will be recruited, and a group willing to act as informal consultants for peers will be established.

A peer critique mechanism for reviewing software will also be initiated. The review process for software requires consideration of a number of factors including instructional design and relevance to curriculum philosophy in addition to content. For this reason, the concept of peer review as it normally applies to scientific journal articles, implying acceptance or rejection, is not directly applicable to all software review. The purpose of this review mechanism will be to provide constructive critique for colleagues developing educational software. However, it is also important that faculty be made aware of existing software and be given some information so that they can judge whether it will be helpful in their environment. Hence, in addition to the periodic "Where's the Software" feature that has appeared in Volumes 1 and 2, reviews of selected software will be published in CLSE.

Software Identification and Dissemination
One serious problem facing faculty wishing to use the computer as a teaching tool is identification and procurement of quality software at a reasonable price. Many individuals have developed software specific to their content area but not broad enough to warrant attention by commercial vendors. Because many authors view their software in the same light as their scientific data, that is, a scholarly effort to be shared with peers rather than commercialized, they do not wish to deal with publishers that establish high prices and impose severe restrictions on copying.

NRCLSE will attempt to identify this group of individuals and offer to provide a means of disseminating their software. The dissemination scheme will include a pricing schedule designed to recover duplicating costs and, in some cases, developmental costs for the author. Because the intent is to disseminate rather than distribute software, all software distributed by the Resource will not be copy protected and will include permission for purchasers to make enough copies to provide the soft-
ware to appropriate students. Authors will be responsible for supporting their software.

The first package to be made available through this mechanism is a series of simulations in respiratory physiology. An earlier version of these programs was distributed by the American Thoracic Society from 1975-1981. This revision, currently only available for the Apple II family of computers, includes one or more pictorial representations as part of the output of each program. These are designed to provide a conceptual aid to understanding the physiology involved, an indication of where values are measured, or a description of the model and how it is solved. The simulations were designed originally to be used as laboratory exercises, but this revision has also been used in group settings. A student laboratory manual accompanies the series. The material covered by the series of 12 programs is summarized in Table 1. The materials are priced as follows.

- The executable (compiled) version of the programs (3 disks), documentation, and one copy of the student laboratory manual is $100.

- The source code (1 disk), documentation, and one copy of the student laboratory manual is $100.

- Student laboratory manuals are available in quantities of 1-25 for $10.00 each and $8.50 each for quantities above 25.

FUNDING
Funding for NRCLSE will be sought in three phases. Phase 1 funding will be sought for the starting projects outlined above. Phase 2 will represent initiation of research and development projects. Phase 3 will build on phase 2 funding to provide continued viability for the Resource. It is assumed that subscriptions to *Computers in Life Science Education* will fund production of the newsletter.

<table>
<thead>
<tr>
<th>PROGRAM TITLE</th>
<th>MATERIAL COVERED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static Relationships</td>
<td>Elastic properties of the lung, chest wall, and total respiratory system</td>
</tr>
<tr>
<td>Dynamic Relationships I</td>
<td>Effects of lung compliance and airway resistance on development of a tidal volume</td>
</tr>
<tr>
<td>Work of Breathing</td>
<td>Oxygen cost of elastic, resistive, and total work during inspiration</td>
</tr>
<tr>
<td>Dynamic Relationships II</td>
<td>Respiratory dynamics in terms of the total respiratory system (lung and chest wall)</td>
</tr>
<tr>
<td>Alveolar Gas Exchange</td>
<td>Gas exchange between the atmosphere and the alveolar compartment</td>
</tr>
<tr>
<td>Chemoregulation of Respiration</td>
<td>Oxygen and carbon dioxide response curves</td>
</tr>
<tr>
<td>O₂ and CO₂ Dissociation Curves</td>
<td>Interrelationships between the O₂ and CO₂ dissociation curves</td>
</tr>
<tr>
<td>Exchange from Atmosphere to Tissues</td>
<td>Influence of alveolar ventilation, cardiac output, and anatomic shunt flow on arterial blood composition and gas exchange at the tissues</td>
</tr>
<tr>
<td>Gas Exchange in a Single Alveolus</td>
<td>Influence of ventilation-perfusion ratio and inspired gas on gas exchange in a single gas exchange unit</td>
</tr>
<tr>
<td>The Non-Uniform Lung</td>
<td>Gas exchange from atmosphere to tissues with a lung having high and low ventilation-perfusion ratio areas</td>
</tr>
<tr>
<td>Overall Gas Exchange</td>
<td>G exchange from atmosphere to issues with a lung having high and low ventilation-perfusion ratio areas and an anatomic shunt</td>
</tr>
<tr>
<td>Acid Base Balance: Fundamental Relationships</td>
<td>Acid-base balance from a Base Excess point of view</td>
</tr>
</tbody>
</table>
work is established, colleagues will be solicited for preproposals for research and development projects that they would like to undertake. The Resource will then serve in a coordination and facilitation capacity to organize a series of program-project type grant proposals. The preproposals will be grouped into theme areas, and investigators with similar interests will be encouraged to develop joint projects. Formal program-project proposals will then be developed for submission to government agencies and private foundations. Each of the component projects in the program-project will be subcontracted to the institutions housing each of the respective investigators. The role of the Resource in this effort is two-fold: First, to promote research and development activity in this area, and second, to provide a national focus to such efforts in an attempt to educate funding agencies with regard to the importance of this activity.

By the end of this funding phase, the communication network will be well established, a group of active colleagues with sufficient experience to provide meaningful consultation will have been organized, and a critical mass of versatile, transportable, computer-based educational materials should be available in several curriculum areas to serve as a basis for developing Phase 3 funding.

Phase 3
Continued funding for the Resource will be based on a continuation of Phase 2 efforts and on institutions subscribing to NRCLSE. Each subscriber would contribute a fixed amount (e.g., 1/2 FTE) to the Resource. In return, each member institution would gain access to services and software outlined above. In addition, contributions for a critical mass of member institutions would allow the Resource to serve as a funding source for a limited number of peer reviewed proposals for research and development projects from member institutions.

CONCLUSION
The Resource can only function if it provides valuable support for that segment of the life science community interested in using the computer as a tool in educational programs. It is crucial, therefore, that the Resource has input from that segment of the community (you). Please take time to complete the questionnaire on page 7 and return it along with any suggestions, comments, criticism, etc. concerning NRCLSE to Harold Modell, NRCLSE, Mail Stop RC-70, University of Washington, Seattle, WA 98195.

REFERENCES
THE BULLETIN BOARD

The Bulletin Board is published periodically to inform readers of upcoming meetings of interest. If you know of meetings, symposia, continuing education courses, etc., of interest to life science educators that do not appear in THE BULLETIN BOARD, please let us know. Send pertinent information to Dr. Harold Modell, NRCLSE, RC-70, University of Washington, Seattle, WA 98195.

March 31-April 1, 1986 Third National Symposium on Microcomputers in Medical Education. Omaha, Nebraska.

Contact:
Robert S. Wigton, MD
Department of Internal Medicine
University of Nebraska Medical Center
42nd and Dewey Avenue
Omaha, N. 68105


Contact:
Mary Beth Strauss, PhD, RN
Director
Continuing Education
The Ohio State University
College of Nursing
1585 Neil Avenue
Columbus, OH 43210
(614) 422-5371


Contact:
Jim Barrett
Center for Educational Resources, SB-56
University of Washington
Seattle, WA 98195
(206) 545-1156

or:
Lionelle Elsesser
Executive Director, HeSCA
6105 Lindell Blvd
St. Louis, MO 63112


Contact:
Ben T. Williams, MD
Director of Laboratories
Mercy Hospital
1400 West Park Avenue
Urbana, IL 61801
(217) 337-2175


Contact:

Peter Sinninghe Damste
c/o Twente University of Technology
C.O.I.
PO Box 217
NL-7500 AE Enschede
The Netherlands


A symposium and workshop on computer-based education in physiology are scheduled for July 16.

Contact:
Dr. K.E. Cooper
Department of Medical Physiology
University of Calgary
Calgary, Alberta
Canada T2N 4N1

October 26-30, 1986. 5th World Congress on Medical Informatics. Washington, D.C.

Contact:
MEDINFO 86 Organizing Committee
Secretariat:
c/o George Washington University
Medical Center
Office of Continuing Medical Education
2300 K Street NW
Washington, D.C. 20037
(202) 675-8929
NATIONAL RESOURCE FOR COMPUTERS IN LIFE SCIENCE EDUCATION QUESTIONNAIRE

To be effective in the effort to establish a communication network among life science educators interested in using computers in their educational efforts, we need your help. Please take a few moments to complete the questionnaire below and return it to:

Harold Modell, PhD  
NRCLSE  
Mail Stop RC-70  
University of Washington  
Seattle, WA 98195

Name: ____________________________
Address: ____________________________  
State ______ Zip ______
Phone: ____________________________

What content areas do you teach? ____________________________________________

What student population(s) do you serve? (Please check the appropriate categories)

_____ Undergraduate  _____ Graduate  _____ Nursing  _____ Medical
_____ Allied Health  _____ Dental  _____ Veterinary
_____ Other (please specify) ____________________________

Are you currently using the educational tool?  _____ Yes  _____ No

If yes:
How many years have you used the computer in this way? ______

What kind of equipment are you using (please check appropriate categories)

_____ Apple II family  _____ IBM or IBM compatible
_____ MacIntosh  _____ Minicomputer, (please specify) ____________________________
_____ Mainframe, (please specify) ____________________________

Have you written any software for use in your teaching efforts?  _____ Yes  _____ No

Would you be willing to help critique software for peers?  _____ Yes  _____ No

Suggested workshop topics, Additional comments or suggestions concerning NRCLSE:
An entry-level approach to interactive video program development

John F. Moore

Learning Resource Center, Virginia Polytechnic Institute and State University, Blackburg, Virginia

An upsurge in interest in interactive video (IV) technology is occurring. In many institutions, though, some hesitation exists about experimenting with interactive video because it is thought to be too expensive, and not much software is available. Yet the desire to experiment with this new medium continues and, indeed, projects as one reads about more and more projects getting underway. I think we can agree that in many instances it would be desirable to demonstrate the concept of interactive video in some practical way. Because of the lack of videodiscs in many subject areas, interactive videotape (IVT) has proven to be a successful strategy.

Applying the medium to a real problem (not just creating a demonstration program) is part of this strategy.

PROJECT PLANNING

The first step in planning an IV project is to acknowledge why you want to use IV. Determine what problems you are trying to solve. Set some project goals, and try to reach agreement on the purpose of the project. Be sure to agree on the criteria for success. As is most often true in microcomputers, good software and appropriate applications should drive the selection of hardware. Choose your application wisely. Ensure that the problem you are trying to solve...
is appropriate for this medium. Interactive video has many exciting uses, but most may be categorized as tutorial, simulation, or as an information access tool. Often, applications will involve some combination of the three general program types.

Try to bill your first IV project as a "learning experience" for the development staff. Go into the experience expecting to make a few mistakes and to learn from them. It would be a good idea to plan for a virtual revision of the pilot program after it is evaluated. Starting the project with evaluation and revision in mind will let your program-development group capitalize quickly on what was learned from working through the process and testing the results.

There are basically two approaches to developing interactive video. You can either create an original program or else adapt ("repurpose") an existing videotape. Taking the first approach may result in a program that is better matched to your specific needs. Some unique design and production problems will be encountered, though. Even if you have access to a video production, there are substantive differences between producing traditional linear and interactive video programs.

It may be easier and quicker to adapt an existing "linear" program. Doing this will let you explore the design and learning features of interactive video without getting involved in creating original video programming. For many beginners, this method is preferable. It lets the novice designer concentrate on those issues which differentiate IV from traditional programming (ie, the design and use issues) rather than video production. After learning the basics of interactive program design, perhaps, for a second project, an original production can be undertaken. This approach will probably produce a testable first program in the shortest time while also teaching the design and production staff progression on the learning curve.

HARDWARE
It's important to look carefully at your existing resources. Does your institution have video production capabilities? Is there a programmer available who can lend assistance when needed? Are there any personal computers that can be assigned to your interactive video project? If so, will there be enough other uses of the computers so that users of your interactive video program will have to compete for time on the equipment? Depending on your project goals, this may or may not be acceptable. Is there going to be a problem if you introduce a "new" brand of computer into your organization? Similarly, are there relatively new industrial-grade videocassette players already available that can be allocated to your project? Although most interactive video computer interface cards work with three videotape formats (3/4 inch, VHS, and Beta), only certain players are acceptable. The VCRs need to be industrial grade and have a connector which communicates control track pulse information and directional control to the interfaced computer. Most industrial Sony Beta-I VCRs and most Panasonic industrial VHS VCRs will work. Check with the interface manufacturers for compatibility. Although it is possible to use a 3/4 inch U-matic player, such as a Sony VP-5000, keep in mind that the advantages of the smaller Beta and VHS formats are faster search times and lower tape costs.

It is wise to select an interface that can write an "address code" on the videotape. This will insure frame accurate search and retrieval of video segments. The control pulse-counting method is less accurate. This lack of accuracy gets worse during successive tape searches and can become a serious problem if your program gets heavy use. The frame address code is well worth any extra cost.

PROGRAM DESIGN
Remember that interactive video is an "omnibus" medium which can provide targeted media treatments for specific needs. This profusion of information organization and delivery options is fundamental to the medium's power. Yet juggling these options can make designing an interactive program frustrating. There are almost too many options. Television is especially good for showing processes and dramatizing interpersonal relationships. Program ideas which are difficult to visualize may not be best suited for your first interactive video project. A reasonable approach is to use video footage when there is a definite need, not when there would be only a cosmetic enhancement to the program's goals. Flash and glitter probably will not wear well in repeated viewings of the program.

Suppose either a series of text frames or a short video segment might suffice in one portion of a program. Which option would be a better design choice? I do not believe that the content itself should be the sole basis for this type of decision. Other factors, including the following, should be weighed.

1) audience characteristics such as attention span;
2) the lesson duration;
3) the relative location of this segment within the overall lesson;
4) the number of interactions which have already occurred; and
5) the overall style of the presentation.

It's important to consider the program in a global fashion and put yourself in the student's place. For example, if five or six contiguous frames of text are needed, you should ask whether a short video segment might convey the same information in a more appealing manner. In such cases the design decisions are made according to the situation, considering the learner and what has likely already occurred while studying the program. There are no easy answers except to urge consideration of the user as you seek to meet the program's goals. Vary the presentation modes to build visual power and learner interest.

DEVELOPMENT PROCESS
Most instructional development literature refers to the benefits of using a team approach. These teams consist of subject matter expert(s), instructional...
designer(s), and specialists in the production of software and video. Especially in a pilot project, try to familiarize the group’s members with a basic understanding of the IV information delivery process. Show them samples of other programs.

The instructional designer may function as project leader. As soon as possible, the leader should work to help the group achieve a fairly cohesive and solid grasp of the project’s purposes and goals. With these goals in mind, devote group time to brainstorming. Don’t reject ideas as infeasible or impossible to achieve on your budget or with your equipment. Get each person on the team to describe how they envision the program’s style and structure. Make it safe for different approaches to be explored by the group. Perhaps an exciting program structure or stylistic device will develop from this process, and the group can become more cohesive and willing to commit even more creative energy.

A next step would be to match these brainstorming ideas with information that is routinely generated in the instructional design process. This might include audience characteristics, learning goals, and utilization constraints. Be careful that these factors are kept perspective and not allowed to overwhelm the ideas generated earlier.

The group also needs to understand and agree on quality standards, budget, and target dates. It is helpful if the project team can meet frequently during the planning and design stage so that creative momentum can be maintained.

PLANNING TREATMENTS

During the development of each unit, it is helpful first to outline in narrative form what a student will see and do during each section or module of the program. As this outline is created, an overall program flowchart should be sketched. Flowcharts can quickly illustrate a program’s structure as well as indicate where gaps exist in treatment or logic. Since flowcharts are tedious to create and will frequently change during the project, using some way to streamline the process is advisable. You might consider using a “flowchart generator” such as “Interactive Easyflow” from HavenTree Software Limited (RR 1, Seeley’s Bay, Ontario, Canada, [613] 542-7270). Look for elements that can be given common screen and/or graphic treatments, such as menu layouts, to help streamline production. Individual program frames are then developed, using planning cards or storyboards. A more detailed flowchart can also be developed virtually simultaneously. Together, these planning tools carry information about each frame’s screen layout, branch destinations, scene lengths, and other variables and factors that affect the dynamics of the presentation. This information becomes the basis for the production stage of the project.

As new ideas are added and earlier treatments modified, note the changes on the storyboards and flowcharts. Documenting the program structure in this way is essential to insure efficient use of time during the initial tryout and debugging of the software. Try to keep the flowchart up to date; otherwise, it will have little value during debugging when you are likely to need it most.

SOFTWARE PRODUCTION

The computer software can be created using several different approaches. Examples include a general purpose language like BASIC or PASCAL, a CAI language like SuperPILOT or PC-PILOT, or an authoring system like "The Instructor" or QUEST. There are many tradeoffs involved in this decision. Due consideration should be given factors such as the availability and amount of programming expertise, projected ease of software maintenance, and the application’s need for the power and speed of each authoring alternative.

The scope and relative level of sophistication of the program(s) you are developing should, in large measure, point to the level of sophistication in the programming power you will need. Relatively simple tutorials and information-access programs can be produced adequately with either an authoring system or language. If you are creating a simulation or a program which interacts in real-time with other software (such as a database), a traditional computer language may be the least restrictive.

If limited programming skills are available, an authoring system may be the best alternative. In the past, many authoring systems have forced compromises in the design of the program. Many such systems continue to be template-oriented which tends to force information and delivery styles into a prescribed pattern. Newer authoring systems show improvements in this regard, as they take a less prescribed, more "blank screen" approach. For example, a popular, but relatively older authoring system, requires questions to consist only of text; no graphics can be shown during a question. Similarly, questions cannot be posed during a video segment, for the keyboard is essentially locked to student input except for a program interrupt command. If using this authoring system, the design team must deal with these limitations and develop alternatives, such as putting illustrations in a workbook for reference when answering questions. A newer authoring system does not have these limitations.

The development team should be well aware of these kinds of limitations in whatever software is used. However, it is better to start designing the program as if there were no such limitations and then alter the design to fit the authoring software. This approach will help by not limiting the initial creative thinking, and it will often produce innovative ways to circumvent such software limitations.

In choosing an authoring system, careful attention should be given to several factors. For example, does the publisher require a run-time license for each machine on which your programs are run? If you decide to market your programs, is a license fee required? What is the publisher’s record for supporting customers after the sale? Are software updates issued regularly, and is there a charge for them? Can you get knowledgeable help by telephone?
to get a list of current users from the publisher so that you can determine their level of satisfaction with the product. Compare systems carefully, and insist on an adequate evaluation period before making a commitment.

**PROGRAM MANAGEMENT**

Using a team approach will pay dividends in project management. Each team member is assured a better, deeper understanding of the purpose of each lesson component, frame, and scene. Doing this also helps generate a better range of ideas in designing the program.

The project manager should develop a critical events timeline to help manage deadlines. Meeting this schedule can be partially assured by arranging for simultaneous activities during the production phase. Events need not be sequential during production; it is more efficient if a variety of related activities can be underway at the same time.

A point critical to a successful project is to insist on time for adequate try-out and revision of the materials. This is doubly important with a new technology such as interactive video since the design and production of the programs involves more than the usual number of unknowns. Project schedules should allow for several rounds of formative evaluation and subsequent revision.

**CONCLUSION**

Exploring how to produce and use interactive video programs can be a challenging yet rewarding experience. Educators need to seek practical applications that will bear on significant problems to help justify the time and expense of production. While we all have a great deal to learn about the usefulness of interactive video in various settings, we must be careful to plan well and try to implement projects that can make a difference in our institutions.

---

**VIDEO SIGNALS AND DEVICES IN INTERACTIVE VIDEO SYSTEMS**

Eric Halsey  
Center for Instructional Development and Research, University of Washington, Seattle, Washington

In this decade, microcomputers have put large-scale computing power into the hands of the individual, while at the same time, advancements in video technology have made it possible to generate, store, and instantly retrieve large amounts of high quality visual information. The marriage of these two technologies into interactive video presentations and teaching systems is ripe with promise for the future.

Microcomputer technology springs from a tradition of intense specialization and individualism where manufacturers have encouraged closed, small-scale systems and where the barriers of noncompatibility have been conscious policies as often as not. Computer users have expected good resolution but not very quick response times from their presentation systems, and they have not been concerned with the long-distance transmission of images. All this is now changing.

Video technology, on the other hand, comes from a tradition of public broadcast, where the need for compatibility with older technologies and with the emission and reception equipment of a whole nation have been a principal driver. Producers and consumers have been concerned with the transmission of good quality motion images over noisy channels and have not been overly concerned with high resolution. This, too, is changing.

This article will discuss video presentation technologies from each of these converging traditions. The purpose is not to turn the reader into a television engineer, but to provide basic qualitative information about devices and specifications needed when building systems for interactive video presentations. Incompatibilities must be overcome, but this can be done, and it has been done with gratifying results.

**TYPES OF VIDEO SIGNAL**

Color video production is based on the generation of varying combinations of red, green, and blue light on the surface of a television tube. The signals controlling the three colors can be kept separate (RGB), combined into a single signal (composite), or further modulated onto a radio frequency carrier wave (VHF wave).

In a typical conversion chain for a video signal, a television camera or signal generating device such as a computer graphics board, generates separate red, green, and blue signals. An encoder combines these three signals together with a fourth synchronization (synch) signal that matches the variations in color to the sweep of an electron beam reading or writing the video image. This is the "composite" signal. For long-distance transmission, the composite signal is combined with an audio signal and then modulated onto a radio frequency (Very High Frequency) carrier wave that can then be broadcast or carried through cable.

At the receiving end, a tuner (demodulator) selects the VHF signal from a spectrum of similar signals and converts it back into separate composite and audio signals. Any display device (such as a television set) that contains a tuner is called a receiver.

A decoder can further separate the composite signal into its separate red,
green, blue, and synch signals. Display devices that accept composite or RGB inputs directly are generally called monitors. Monitors usually have RCA (stereo cable) connectors on the back for composite input or multi-pin connectors for RGB input. Not all monitors have speakers. Those that do have connectors for one or two channels of audio input as well. Another type of video display device, the color video projector, is available in composite and RGB versions. Some video projectors, however, include the provision of accepting either type of input signal.

Devices such as videodisc players usually provide VHF output (VHF out) or composite output (video out), and they can be used with either receivers or monitors. Note that in the VHF signal, the audio and video signals are combined, but in the composite signal, there is no audio. If a videodisc or videotape player is connected to a composite monitor with a built-in speaker, separate audio connections to the monitor must be made. The particular application will determine whether two audio leads (stereo) or only one (with a Y-connector at the player) are sent to the monitor.

Many computer graphics boards provide both RGB (multi-pin) and composite (RCA plug) output and thus, can be used with either RGB or composite monitors. There are, however, significant deficiencies in most computer-generated composite outputs, and these will be discussed below.

SIGNAL PROCESSING AND RESOLUTION

The conversion path from the original RGB source to the final display can avoid the VHF stage, the composite stage, or both. To gain the highest display resolution, it is always desirable to take the shortest path from source to display since both encoding RGB-to-composite and modulating composite-to-VHF are band-limiting processes, and signal information is lost at each conversion.

In order to avoid bandwidth limitations, computer color displays should have the RGB output of the computer connected directly to the input of an RGB monitor or projector. This arrangement produces good quality 80-column text in color. If, however, the computer graphics board is connected to a composite monitor or projector, 80-column text is no longer readable in color. The qualification "in color" is necessary because the color portion of the composite signal is the most degraded. Composite devices will, however, display readable 80-column text in monochrome.

At a lower level of demand for resolution, composite monitors or projectors display good quality 40-column text in color. At the lowest level, television receivers will display (via VHF) readable 40-column text in black-and-white but not in color.

HOW AN IMAGE IS DISPLAYED

Once the RGB signal has been received and decoded, the image being carried must be displayed on the face of a picture tube. In the case of a video projector, the image on the face of the tube is further projected onto a viewing surface such as a wall screen.

The image is painted by glowing phosphors that coat the inside of the viewing surface of the tube. In a monochrome display, there is only one color of phosphor activated by a beam of electrons from a single electron gun. In a color display, there are three guns whose beams pass through a mask to strike red, green, and blue phosphors arranged in tiny triads on the face of the tube.

In either case, an electron beam scans the surface of the tube in a raster, a sequence of horizontal sweeps covering the viewing surface of the tube just as lines of printed text cover a page. In American (NTSC) television, there are 525 horizontal lines in a raster, scanned from left to right and from top to bottom once every one-thirty-sixth of a second, creating one video frame.

A picture that is refreshed only every one-thirty-sixth of a second, however, has a visible flickering appearance, so the video image is actually refreshed twice as frequently by means of interlacing. The "odd" lines of the raster are scanned first to create a complete image (field 1) in one sixtieth of a second. The "even" lines (field 2) are scanned a sixtieth of a second later (see Figure 1). In order to complete all 525 lines in one sixtieth of a second, the electron beam must

![Diagram of interlacing](https://example.com/interlace.png)

**FIGURE 1.** Schematic representation of how the raster is scanned with interlacing to form a broadcast video frame (top) and without interlacing forming a computer video frame (bottom).
scan at the rate of 15750 Hz.

Computer displays use a similar scanning technique, but with some differences. In the IBM color display, for example, a 262-line field is scanned once every sixtieth of a second. There is no interlacing in the computer image. The single field is repeated over and over each sixtieth of a second. Because some of the scan lines in the computer display lie in the "border" area, and some are used up as the electron beam jumps back to the top of the screen, only 200 lines are left for an active computer display area. These generate 25 lines of characters with 8 scan lines per line of characters.

The 525 scan lines in the raster should not be confused with the nominal resolution of the picture tube, which is also measured in horizontal lines. The nominal resolution is an empirical measurement of how well the picture tube reproduces a test pattern composed of alternating horizontal black and white stripes, and, in theory, it can range up to about 480 lines (340 lines is a more realistic maximum for typical video images).

THE COMPOSITE (NTSC) SIGNAL

Composite video is a combination of red, green, blue, and synch signals into a single signal. In the United States and Japan, this is accomplished according to the National Television Standards Committee (NTSC) standard. Europe uses a different standard, called the PAL standard, while Mexico and Russia use the SECAM standard. As far as American and Japanese equipment are concerned, NTSC can be considered a synonym for composite.

In a typical NTSC waveform (Figure 2), each cluster of pulses corresponds to one sweep of the electron beam in the raster that paints a video picture on the face of the picture tube. The video portion of the signal has an amplitude of .7 volts, and the horizontal synchronization pulses have an amplitude of -.3 volts and a frequency of 15750 Hz. This frequency corresponds to the horizontal sweep rate of the beam. Each pulse tells the beam to jump back to the left side of the raster.

A vertical synchronization pulse occurs every sixtieth of a second (after 262.5 lines have been scanned), and it tells the beam when to begin its downward sweep. If the vertical synch pulse is a half-line late, the vertical sweep is a half line late, and the horizontal lines will be in the offset (interlaced) position required by field 2 of each video frame.

The amplitude (luminance) of the video signal controls the intensity of the electron beam as it sweeps across the surface of the picture tube, a high intensity producing bright colors and a low intensity producing dark during the sweep. The luminance information must be sent to the right color guns, and this distribution is controlled by the phase (chrominance) of each video pulse. The luminance and chrominance of the signal are sometimes called lum and chroma. They are measured relative to the average voltage level and phase of a color burst reference signal placed within the waveform (Figure 3).

USING NTSC DEVICES

The NTSC standard is just that. Any two "NTSC/composite" devices should, in theory, be able to communicate with each other. In practice, however, several difficulties arise. First, NTSC calls for a certain phase relationship between the color and synch signals. Most microcomputer graphics boards do not respect this part of the standard, while some video devices (such as 1-inch broadcast-type videotape recorders) require it.

The NTSC synch signal itself is somewhat complex. It consists of vertical and horizontal synch pulses along with equalizing pulses to align them. Although computer graphics boards produce the vertical and horizontal synch pulses, they may or may not produce an "industrial quality" signal, or they may not mix it in a standard way with the video signal. On the other hand, all videotape recorders rely on the synch pulses and correct mixing for head control. Thus, computer graphics or text can seldom be connected directly to any kind of tape recorder.

The NTSC standard establishes a specific mixing technique for the color burst reference signal. Some computer graphics boards (including all IBM boards) ignore this part of the standard and simply superimpose the color burst on top of another portion of the video waveform (Figure 3). This results in a color signal with an elevated black-level which can only be captured by composite monitors with an exceptionally wide tuning range. The IBM color graphics boards, when used with most composite
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video monitors, will only produce a black-and-white display or a display in which only one color has been captured.

Videodisc and videotape players are electromechanical devices, and as such, they lack the 3-nanosecond accuracy required by the NTSC standard for a stable video image. An electronic box that mediates such an "imperfect" mechanical device and a "perfect" external NTSC signal is called a time-base corrector (TBC). Most TBCs, like the videotape recorders themselves, will not respond to any composite video signal whose sync portion has been oversimplified. Specifically, TBCs expect alternate vertical sync pulses to be delayed in a manner consistent with interlacing.

Many computer/video overlay boards use a "genlock" circuit that solves this problem by keeping the composite output signal of the computer locked-in with the variations of the attached videotape or videodisc player. Genlock circuits only work, however, when they are receiving an active signal from the player. After a pause or search, they must relock, which may cause a momentary disturbance in the video display.

An informal distinction is often made between "computer" and "broadcast" composite monitors. However, NTSC is NTSC. Such monitors are, theoretically, indistinguishable, and in practice, they differ only in superficial details. "Computer" composite monitors are set to underscan (the video image does not fill up the whole face of the tube); they have built-in RCA connectors for input; and they have relatively wide tuning ranges. On the other hand, "broadcast" composite monitors are set to overscan; they are provided with BNC (push-twist) or UHF coaxial (screw-on) connectors, and they have relatively narrow tuning ranges.

**RGB SIGNALS**

Although the various forms of composite signal are all more or less accurate approximations of the NTSC standard, there are two fundamentally different types of RGB signal, analog RGB and digital RGB. Both types of RGB keep

The red, green, blue, and sync signals separate, and they require multi-pin connectors. There is one exception. A digital RGB signal can have a signal that combines the sync with the green color signal (sync-in-green).

As the names suggest, analog RGB allows a continuous variation in the intensity of the color signals, while digital RGB allows only certain discrete levels. Analog RGB is the more expensive of the two technologies and, in some sense, is the "best." It produces an infinite variety of colors at high resolution. It is produced by some graphics boards (which therefore require "analog RGB" monitors), and it is used in some closed-circuit TV applications.

Digital RGB is usually called TTL RGB (TTL is an acronym for the phrase, Transistor-Transistor-Logic, but it has come to refer more broadly to any video signal with an amplitude of roughly 5 volts). The simplest form of TTL RGB allows each of the three primary colors to be "on" or "off," and thus, it can carry eight colors altogether. A variation on TTL RGB has three levels of luminance information coded into the color pulses. For example, the IBM color graphics board allows off, low, or high intensity, so that it provides 16 colors. L-pads with 16 levels of intensity (4096 colors) are widely available. Multilevel TTL signals provide so many colors that they are distinguishable from analog RGB primarily by their voltage levels.

Analog and TTL RGB monitors are not compatible, but there are monitors which switch between the two modes. Most RGB monitors will accept sync-in-green RGB. Special sync-in-green monitors can be used as green monochrome monitors for high-resolution applications. Finally, there are monitors that are switchable between the composite and RGB modes. The switching may be accomplished by a hardware switch on the monitor itself or by software drivers from a computer.

**CONCLUSION**

It is obvious from the foregoing discussion that many computer manufacturers have created their own "standards" with respect to the way in which their equipment deals with video signals. As a result, they have been able to provide a number of features (eg, higher resolution) not commonly available in the broadcast medium. However, because of the variety of ways in which these signals are handled, one cannot assume that the images that one sees with a given computer and monitor (or projector) will appear the same when used with a different monitor (or projector).

Hence, before using such devices for teaching purposes, it is always advisable to test outputs on the specific computer-monitor combination to be used.
COMPUTER-ASSISTED INSTRUCTION IN A FAMILY PRACTICE CURRICULUM: TWO YEARS LATER
Joseph A. Troncale

Department of Family Practice
University of South Alabama, Mobile, Alabama

The American Association of Medical Colleges (AAMC) has identified several problem areas in medical education that are amenable to correction by the use of computer-assisted instruction (CAI). These include the following:

- There is a need to help students become independent learners and problem solvers.
- Students are required to memorize a vast amount of factual detail without learning concepts necessary to organize them.
- There is a need for faculty to identify concepts and principles rather than present only data.
- There is a need to promote independent study and reduce formal lecture time.
- There is a need to increase small group interaction.
Based on these concerns, we obtained a grant to begin implementing a CAI program in the 6 week family practice preceptorship of the 3rd year medical school curriculum. The details of this program have been described elsewhere. Ten Apple //e computers were purchased for use by students. Software covering case studies of the most frequent diagnoses seen in a family practice setting was developed by this department or purchased from outside sources. Topics included otitis media, diabetes, acute pyelonephritis, vaginitis, and upper respiratory tract infections.

IMPLEMENTATION

Based on the intended role of the exercise, a distinction has been made between two major types of CAI. The first, Adjunct CAI, merely supplements the learning situation and is meant to facilitate learning with the traditional methods of teaching. By contrast, Primary CAI is CAI that presumes to be a stand-alone instructional tool in which, for instance, a whole course is "taught" by the computer. Adjunct CAI is the type of instruction used in the Family Practice Project and will be the focus of this discussion.

The first stage in the development of this project was acquisition of appropriate software. This was done in two phases. One phase was the development of cases by faculty here at the University of South Alabama using MED-CAPS, a computer-assisted instructional system that simulated a diagnostic patient work-up. This system was licensed by the Health Sciences Consortium in Carrboro, North Carolina. It required that various cases be authored at the University of South Alabama and sent back to the Health Sciences Consortium for configuration onto computer disks. This created certain formidable problems. Corrections of errors and text changes could not be made directly but rather had to be made through long distance correspondence. It required several months of writing, rewriting, and field testing to develop the Family Practice Problem Set which is now published by the Health Sciences Consortium. Also, despite corrections and field testing, there remain a few minor but noticeable errors in some of the programs which hopefully will be corrected in the near future.

In a parallel phase, a search was begun for vendors of other software that would be valuable in doing the same sorts of clinical problem solving using computer-assisted instruction. Other computer-assisted instruction software that were subsequently purchased came from CME, Inc.; Cyberlog, published by Cardinal Health Systems, Inc.; and programs on alcoholism made available through Downstate Medical Center at Cornell University.

A number of problems emerged as soon as the computers were purchased and the software was acquired.

First, we had no experience with students carrying hardware into rural locations, transporting the machines in their cars, and leaving them in motel rooms and hospital call rooms. Also funds were not available to put the machines under any sort of extended warranty. An initial concern was how long the machines would hold up given the type of wear and tear. A similar concern existed for the software, in that the software would be transported from place to place with no control over the environment in which it would be used.

The second problem was the logistics of having 10 computers with all their attendant cords, power supplies and software, as well as the security for this equipment, when it was not in use by students.

The third concern was teaching the students how to be comfortable with the machines for those who had never used a personal computer.

The fourth and perhaps the most important concern was exactly how to incorporate computer-assisted instruction into the curriculum to maximize the learning experience for the students while getting the student's preceptors to accept the computers and the concept of CAI.

With these concerns in mind implementation was begun. This included educating the preceptors, who would have students at their locations, on the value of CAI. An evening dinner meeting was called with the various preceptors, and a presentation was made concerning the computer-assisted instruction project. After the presentation, the preceptors had the opportunity to have hands-on experience with the computers and to examine a few of the cases for themselves. Local television coverage was arranged for this meeting, and the response was basically favorable.

With the stage now set, the computers were sent out with the students to their rural locations. At the beginning of the student's rotation, a one hour lecture and demonstration was inserted into the curriculum. During this hour, students were given a very brief overview of the concepts of CAI, and a small amount of computer theory was presented. This session included topics such as basic instructions in computer operation, problems that might be encountered with the computer, basic troubleshooting, and how to handle the software. The end of this hour session was again a hands-on experience, so that the students themselves could use the computer before actually taking it out. One of the offshoots of this tutorial experience was an observation that small group interaction could be facilitated using the computer. Having two or three students around a computer working the same problem rather than one student per computer could be a valuable learning experience.

The students were then assigned their own computer and software to take to their rural family practice preceptorship sites. They were asked as part of the course curriculum to go through each of the ten MED-CAPS cases as well as the various other CAI exercises.

PROBLEM AREAS

A basic problem became apparent with this mode of computer use. From feedback given by some of the students, it was apparent that the CAI as a stand-alone tool became another tool very similar to the textbook. The same material could be gleaned by reading
rater than by going through a case and having the computer interaction. Also, the material contained in the CAI programs were ubiquitous to medicine in general, and it was difficult to test whether specific knowledge had resulted from a computer-assisted instruction case per se, from a student's previous exposure to the problem or from merely reading about a particular topic.

Over time, it became obvious that group interaction would be helpful if the computer-assisted instruction programs were going to gain wide acceptance from the students. So, in response to this perception, a schedule was given to the students in which they were expected to go over a certain CAI case (eg acute pyelonephritis) by a certain date in the rotation. On that date the students, having done the case on their own, met with one of the faculty members in a small group setting to go over the particular case. At that time the case was discussed, didactic material was presented, and group interaction ensued. Since beginning the group interaction, the response to the computer-assisted instruction has become overwhelmingly favorable.

I believe that the favorable response is a function of two things. First, a definite structure is given to the use of the computer rather than merely assigning the students a number of cases without personal feedback. Second, the group interaction is stimulated and structured by a faculty facilitator.

FUTURE DIRECTIONS

Current plans call for a continuation of the computer-assisted instruction in the curriculum. It is hoped that new CAI cases will be generated so that the software library will continue to expand. Some students have been interested in using other available software including logic games or word processing. Printers have been made available to the students, and some students with previous computer training have written programs of their own.

The department has become able to purchase some reconditioned videodisc players recently, and interactive video is beginning to be used as another learning modality within the department. Interactive video programs on primary care Radiology and Dermatology have been acquired from the National Library of Medicine with the help of Dr. Jim Woods. Several authoring systems for interactive video have been acquired and should allow the faculty and students to use existing videodisc technology to author our own educational materials. It is also hoped that the advanced cardiac life support and chest pain cases course developed by Dr. Abdullah M. Abdullah from the Medical College of Georgia will be acquired sometime in the near future.
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MAKING CBE PROGRAMS "SMART":
ONE GOAL OF ARTIFICIAL INTELLIGENCE RESEARCH

Joel A. Michael
Department of Physiology, Rush Medical College, Chicago, Illinois

Currently available Computer-Based Education (CBE) programs, even the best of them, are "dumb". Your favorite piece of teaching software - however interactive it may seem to the student user and however much it appears to offer each user an individualized experience - suffers from two significant limitations that must reduce its effectiveness as a learning resource.

Today's CBE programs are interactive only in a restricted sense. They can ask a question of the user and branch to different responses determined, possibly in complex ways, by the answers provided. The user, however, cannot ask a question of the program if he or she does not understand a concept being developed or the explanation just presented; the dialogue is essentially unidirectional. A human tutor behaving in such a fashion would not receive very high marks as a teacher!

As a consequence, at least in part because of this very limited form of interaction, current CBE software actually does a very poor job of individualizing the teaching experience obtained by different students. Regardless of the nature of the error in a student's problem solving processes or in his or her knowledge base, each wrong answer elicits exactly the same feedback!

Artificial intelligence researchers are attempting to remedy these limitations through the creation of "intelligent" CAI (ICAI) programs, often called smart tutors. This work is exciting for a number of reasons. It promises more
effective teaching programs in the future; it is generating "tools" of great usefulness in current "conventional" CBE programs; and it is beginning to provide us with important insights about the teaching/learning process.

A program that can tutor a student successfully in some subject matter domain must have the ability to do the following:

1) "converse" in natural language, understanding the text entered at the keyboard by the user and, in turn, generating appropriate replies;
2) solve problems in the domain that it is designed to teach so that it, too, knows the "right" answer and how to arrive at it;
3) be able to create a "model" of the student learning that is underway;
4) be able to generate a tutoring strategy likely to correct the "bugs" that it detects in the student's thinking.

This is no small order! Frankly, progress towards the development of smart tutors has been slow.

One of the chief difficulties has been the implementation of an interface for user-computer communications. The usual multiple choice format employed in most CBE programs is severely limited as a response mode, and it is of no use as a means of querying the tutor. Newer software tools such as multiple windowed menus may offer a different approach to a form of two-way communications between the program and the user that is sufficiently flexible for use in ICAI programs. In spite of the great difficulty involved, however, most workers in this field have attempted to create a natural language environment in which the user can "talk to" the computer, and the computer can generate (not store) appropriate responses to us inputs. Even if such capabilities exist only in narrowly defined subject matter domains and usually employ an artificially limited language (minimal vocabulary, stereotyped syntax, etc), natural language is seen as essential for a smart tutor by most workers.

CHARACTERISTICS OF A SMART TUTOR
A truly smart tutor will also have to be an "expert system" in the domain in which it is tutoring. This means that it must possess the ability to solve the problems that the student is attempting to solve. This expertise can then serve as the basis for examining the students' attempt at a solution, the comparison revealing errors in process or knowledge. The development of expert systems is proceeding at a rapid rate, with each issue of any computer magazine containing ads for new, commercially available programs. While most of these have limited applicability to the kinds of problems in the life sciences that we want our students to solve, there are several programs whose performance rivals that of human "experts" on quite sophisticated problems.

For an ICAI program to "understand" the inputs provided by a student, it will be necessary for the program to be able to model the learning that is occurring. Such a model of student learning will be based in part on external knowledge gained from studies and experiments in cognitive psychology and in part from an internal analysis of the inputs provided by the user. This program module will then compare the pattern of student responses to other some "idealized" model of student learning or to the problem-solving process generated by the internal expert system. In either case, the differences will point to "bugs" in those aspects of the student's performance that need correction. Successful student models have been generated for simple, stereotyped processes, such as subtracting two or three digit numbers, or for problem-solving in circumscribed problem domains such as fault-finding in electronic power supplies.

Once detected, student bugs must be remedied by computer-directed intervention carefully designed to ensure continued active learning and maintained interest. Tutoring strategies vary with the nature of the domain, the type of process being learned, the age of the students, and their degree of prior sophistication in problem solving. Here too, successful tutoring has been limited to carefully constrained situations.

EXISTING SMART TUTORS
A modest number of smart tutors have been developed, fully or in part, dealing with such topics (domains) as: subtraction (Debuggy), geometry proofs, algebra, addition of fractions, symbolic integration, solution of quadratic equations, logic and set theory (Excheck), Lisp and FORTRAN programming, a maze exploration game (Wumpus), an arithmetic game (How the West Was Won), physical geography (the causes of rainfall - Why), equipment servicing, the interpretation of NMR spectra, medical diagnosis (infectious disease - GUIDON), and circuit testing of power supplies (Sophie).

While the above list is not exhaustive, it is evident that nearly half of these smart tutors deal with arithmetic or mathematics, domains in which the procedures are fully describable, even if the problem-solving process itself remains much less obvious. All of the remaining domains are ones in which the procedures are also moderately small in number and are more or less completely describable.

To fully appreciate the complexity of the task facing the developer of a smart tutor, let us examine in some detail two of the smart tutors listed above.1 We will first look at Debuggy, a program that deals with a seemingly simple process, subtraction of two numbers. We will then examine Sophie, a smart tutor that deals with diagnosis, a class of problems common to many biomedical science disciplines.

Debuggy
Subtracting two numbers is a seemingly simple task, although mastery of it takes much practice by learners. The developers of Debuggy point out that "subtraction is simple enough that it is possible to diagnose real students [more than a thousand students over several years] in a natural setting [real class-
Sophie is a much more complex program. First, the cognitive problem that it deals with is a more complex one, diagnosing faults in an electronic power supply. The development of an expert system needed to solve these problems was itself a major challenge, unlike the previous case in which the problem-solver is just a "calculator". Student interaction with the tutor required a modest natural language capability with which the user instructs the system to carry out certain diagnostic tests it wishes performed. The relatively narrow domain being dealt with here made this feasible: the number of components, parameter values, kinds of measurements, and the relationships between the numbers being measured was limited, thus permitting a relatively simple approach to language handling. Finally, the model of student behavior is complex, as it must evolve over time. The novice first becomes "competent" and then "expert." Let's look first at some of the problems associated with allowing the users of Sophie to communicate with the program through natural language text entered at the keyboard. In the absence of a general-purpose language processor (certainly not available when Sophie was developed, and not yet available at the beginning of 1986), the developers of Sophie were successful with a modest effort because of two characteristics of the problem they confronted: "...(a) limited domain and (b) limited activity within that domain." That is, they could predict with a high degree of accuracy what the users were like: to say what a verbal output "meant" (what action the user wanted taken, what output was being requested, etc.). Neverless, the language interface had to be able to deal with such traits of human communicators as the use of pro-nominal reference ("...what's its value..."), anaphora (use of the same repeated word, usually a pronoun, in a sequence of communications), and ellipsis (the omission of words needed for correct syntax but not needed for meaning). Here too, the limits to the domain being referred to made it possible to deal with these problems.

The expert problem-solver built into Sophie is based on a simulation of the particular power supply whose faults are to be diagnosed. To this we added a "trouble-shooter" capable of utilizing a knowledge of the circuit and its operation to deduce its faults from the "symptoms" that are present. This, then, is essentially a model of a problem-solver, one that is capable of both strategic thinking (how to approach the solution to the problem at hand) as well as planning the tactics to be employed (what specific measurements to request and in which sequence). This is clearly a more complex simulation than is required for the circuit itself.

The "coach", the program module responsible for assisting the student to master the problem-solving process, is the least developed component of Sophie, reflecting the inherent difficulty of this process in the absence of a good model for the cognitive processes used by the learner and the particular priorities of the developers.

Sophie is one of the most sophisticated smart tutors to have been developed. The general domain in which it works, diagnosis of system faults, is a broad one, and every life science discipline contains similar kinds of problems to be solved. To that extent, Sophie represents a useful model for thinking about the creation of other smart tutors.

**CONCLUSION**

Before those of us involved in life science education can hope to contribute to the development of ICAI programs, we must confront the difficult task of determining what it is we want our students to be able to do, deciding what problems we want them to be able to solve. We then need to confront the equally difficult task of determining what constitutes a solution to such problems (certainly not as trivial an issue as it is in the case of subtraction, or even electronic fault finding) and how acceptable solutions are determined. Only then can we turn to our artificial intelligence (AI) colleagues and begin...
the collaborative work that will be needed to actually implement our ideas in a piece of software. Even if we do not succeed in writing a smart tutor, however, we will still have learned a good deal about the process of life science education.

Additional information on topics relevant to smart tutors can be found in the following references:

**General topics in artificial intelligence that are germane to the ICAI effort and that are presented at a more or less "lay" level:**


**An introduction to general AI applications in teaching:**


**Technical discussions of ICAI programs requiring some prior background or considerable study:**


**Technical discussions of expert systems:**


**Technical discussions of natural language processing:**
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MICROCOMPUTER-LED CLINICAL CASE TUTORIALS IN BASIC SCIENCE EDUCATION

M.C. Blanchaer and F.C. Stevens
Department of Biochemistry, University of Manitoba, Winnipeg, Manitoba, Canada

For the past four years this faculty has included microcomputer-based clinical case studies in the first year medical curriculum. These were designed to help individual students evaluate their mastery of some major biochemical and physiological concepts and to test their problem solving skills in clinical situations they perceive as relevant to their future professional roles. Although students are expected, 25 part of the Human Biochemistry course, to complete only three of the five case studies available in the medical library, some work voluntarily through the remainder during free time.

The 98 class members used the programs 434 times in the 1984 session. However, during the first two years the case simulations were available, they were not used as actively as they are currently. Consequently, it was possible at that time to compare the performance of non-users with the remainder of...
the class. In multiple choice examinations two to six months after the biochemistry course ended, recall of certain items of course content by simulation users was significantly better. In questions requiring written answers, these students were able to deal with an unfamiliar case by selectively applying information and concepts encountered some months earlier in a simulation.

While comments have been mainly supportive of this style of learning, some students indicate a degree of disorientation when they first attempt this new mode of learning. In part it seems to stem from not having mastered the appropriate course material before working on the simulation. However, others clearly are unaccustomed and/or unskilled in the hypothetico-deductive approach to problem solving favored in the simulated cases. If permitted, they bring along an experienced classmate to help, thus negating the educational objectives of the exercise. To address this problem it was decided that, before the simulations were made available for individual use, all students should have an opportunity to participate in a student-centered, small-group tutorial which was "led" by one of the case simulations. If permitted, a second tutorial of this type was introduced in 1984, and a third is being added this year.

TUTORIALS

Twelve students seated in a semicircle face the tutor who is at the keyboard of a microcomputer connected to two suitably placed 20" video monitors. The tutor informs the group they are about to encounter a clinical case on the computer. The students are then told that the tutor's role is then explained to be that of a typist, communicating the students' decisions to the computer but offering no comment or advice while the group is working on the case. However, it may be desirable for the tutor to ask the occasional question to help hypothesis formulation. At the end of the session, the group is reminded that the simulation is available in the medical library for those who wish to repeat it individually to clarify residual uncertainties and to consolidate their understanding of how such a problem is best approached. The structure and educational design of the simulations are similar to others in a set of seven.

Two of these have been described previously. At the beginning of the session, the student "doctors" are requested by the program to respond to multiple choice questions, a format with which our students are familiar and comfortable. However, because of the cues inherent in this type of interaction, it is gradually replaced as the case unfolds with enquiries that require a word or phrase to be typed in. Choosing these words for transmission to the tutor usually elicits a vigorous discussion as group members pool their knowledge and problem solving skills and thus share responsibility for the success or failure of the enterprise. Some students refrain from participating and elect to work through the simulation themselves at a later time. The number electing this route is usually small, and those students' reticence does not seem to interfere with the commitment of the others to the task. At the end of the session, the tutor may review with the group the adequacy of the knowledge exhibited and the strengths and weaknesses of its problem solving style. Remedial steps may be suggested for deficiencies.

TUTOR RESPONSE

To date, six instructors have presided over 32 such tutorial classes. Tutors are comfortable with the format since the simulation can be worked through beforehand as many times as necessary to master the subject matter and become familiar with the events that occur when the various branches available in the simulation are chosen. The clinical knowledge necessary to deal with the topic of the simulation is minimal and can be acquired from a textbook. Also, it will be noted that the tutor is not expected to act as the problem solver since that responsibility is assigned at the beginning of the session to the students. Furthermore, it soon becomes clear that, in spite of its clinical setting, the simulation is primarily an exercise in problem solving with basic science information. In other types of tutorials, an instructor, often encouraged by subtle student prompting, may be tempted to deliver a mini-lecture, thus negating the purpose of the session which is student-centered problem solving. Such intervention is largely precluded here as students are aware that they, rather than the tutor, are responsible for completion of the case simulation in the hour scheduled for the task.

Some members of the student group may feel frustrated by what they see as an inappropriate group consensus being relayed to the tutor-typist. These concerns are usually modified when they note the program responding appropriately to almost any typed input and, through hints and good-humored persistence, guiding the group to the correct decisions. Nevertheless, some would prefer alternate routes at a number of branch points. They can satisfy their curiosity and also consolidate their knowledge and understanding by repeating the simulation privately during free time scheduled for this purpose.

SUMMARY

Computer-based clinical case studies are useful for reinforcing basic science concepts, allowing medical students to test and consolidate their newly acquired knowledge while engaged in problem solving situations they perceive as being relevant to their future role. Such simulations are effective when
students work through them individually. However, they are particularly useful in a tutorial setting designed to introduce students to this learning medium in a non-threatening, cooperative atmosphere in which they can pool their knowledge and skills to solve the problem(s) of a "patient".
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CONVERSION OF INSTRUCTIONAL VIDEOTAPES TO COMPUTER CONTROLLED FORMATS FOR CONTINUING MEDICAL EDUCATION

Janet W. Azbell
Department of Curriculum and Instruction, Illinois State University, Normal, Illinois

Instructional videotapes have been produced for several decades; produced and then stored in libraries across the country and around the world. Common complaints related to the use of conventional videotape include the length of time needed to view an entire tape, the non-relevance of many sections to particular viewers, and the incorporation of content not well suited to the medium. The problem of resolution becomes that of converting a stored videotape into a useable and instructionally useful media design.

Two relatively new instructional technologies, computers and video, have been combined to form an even newer instructional medium that can resolve some major problems associated with video or computer technology alone. Computer aided video instructional materials using videotape can be prepared by using existing tapes, producing new tapes, or integrating existing tapes with new ones. Because making videotapes is a time-consuming process, one of the most efficient ways to develop CAIV courseware is to modify or combine existing tapes and add "personalized" introductions, comments, and conclusions made especially for the materials being developed. By converting existing videotapes to CAIV formats using a computer/video recorder interface, an unused instructional resource may gain new value as a learning tool.

BACKGROUND
Effective CAIV is not simply video with a computer program built around it as is often assumed. Because there are differences between CAIV instruction and instruction provided by conventional videotape, it is necessary as part of the conversion process to analyze the instructional format of the linear tape before a CAIV design can be formulated. CAIV design procedures can then be used to modify and adapt the instructional format to the needs of specific users.

The process of converting conventional videotapes to an interactive video format can be illustrated by the initial development phase of a cooperative effort between the Methodist Medical Center of Illinois in Peoria, Illinois and faculty members of Illinois State University. Although content experts may have favorite video materials they wish to adapt to CAIV, they may not have a good grasp of the many ways in which the adaptations can be made. For this reason, instructional design specialists from the University work with content experts from the Medical Center to achieve effective CAIV designs.

The conversion process for videotapes of continuing medical education (CME) presentations has been implemented in two steps:

1) formalizing a tape format analysis that identifies tape segments to be used and defines the roles to be
played by the instructional designer and content specialist;
2) creating an instructional design specific to the learning approach familiar to physicians in CME applications.

The continuing professional development of practicing physicians in this era of rapid technological change and medical advancement is a difficult task but one of great importance. Continuing professional education programs are expected to have some impact on the professional by producing a variety of new knowledge, skills, values, and attitudes. Those responsible for continuing medical education at Methodist Medical Center have found that most of the taped lectures of visiting specialists and expensive, commercially produced videotapes stored in the medical center library are not used frequently.

Physicians are acutely aware of the time pressures under which they work. They do not like to spend their time unprofitably regardless of whether their goal is more time for patient care, consultation, or staying current with the latest research. The current situation is neither time nor cost efficient from anyone's perspective. One form of computer aided video instruction that we have implemented directly addresses the problem of time efficiency.

THE COMPUTER AS AN INDEXING DEVICE

This form of CAIV uses the microcomputer simply as a device to allow users quick access to relevant portions of an existing videotape. It serves much the same function as an automated table of contents or index to a book. The instructional designer and physician content expert identify relevant segments of the tape. An electronic signal is then dubbed or the second audio track of the tape. This signal permits the computer program to determine precisely the video segment to be displayed on the screen. The entire computer program consists of a series of menus listing video segments that can be displayed on the monitor. The physician-user may then control the sequence and content of the instructional presentation through the selection of various menu choices.

An existing videotape on the clinical diagnosis of dysplastic nevi was converted to this format. The converted tape will be used in several different settings. In one setting, a Methodist Medical Center pathologist will use the courseware during formal lecture presentations to residents. Another planned use of the tape is in local presentations to the general public for the American Cancer Society. The presenter will no longer find it necessary to search through the entire tape to locate relevant sections for display. The computer will automatically search for and display selected segments in the order determined by the presenter. The user will determine the segments appropriate to the learning need of the audience, select those segments, and sequence them accordingly.

OTHER APPLICATIONS

We are also concerned with developing a learning system for practicing physicians as part of the medical center's program in continuing medical education. Education is a formal structure within which learning is supposed to occur. Learning, however, is a process resulting in some modification of the behavior, way of thinking, feeling, or doing of the individual learner. The aim of professional development for physicians should be continuing medical learning rather than continuing medical education. While significant learning may occur within education, much of the control over the experience resides outside of the individual in most traditional and hospital-based CME activity, the teaching/learning process is one of instruction that is directed primarily externally. Because learning is an internal, largely self-directed process, the tapes we converted contain many design features that allow the physician-users to direct and control their own learning. This type of computer aided video instruction makes full use of the microcomputer's ability to perform complex branching operations to control the display of video segments and provide feedback to the user. Unlike conventional video, user-directed programs allow users to stop and start the program whenever and wherever they wish.

Time for notetaking, glossaries of unfamiliar terms, and the give-and-take of questions and answers can also be easily provided.

Four existing videotapes were converted to CAIV formats. A variety of design features were implemented in these four tapes. Various combinations of these design features are presently being evaluated within the CME program. The features being tested include using on-line instructional resources to enhance learning capabilities, using a video camera to aid physicians in self-assessment of skill mastery, and using influential colleagues to introduce content and establish its relevance to the learning needs of physician peers.

Providing access to on-line databases

The three most significant aids to physicians' learning and practice changes are reading, formal and informal interaction with colleagues, and attendance at organized CME activities. Of these three, reading is the most important. With this in mind, several features were incorporated into CAIV learning systems to capitalize on this well-established learning pattern.

CAIV courseware was developed using a videotape of a standard slide lecture presentation on toxic shock syndrome. At various points during the computer aided video instruction, menus are presented that allow the physician to use a modem to do on-line data searches using a medical database. Literature
abstracts on user-determined areas of inquiry are immediately available. After consulting relevant data sources, the physician is free to return to the CAIV courseware and continue with the presentation. Using this approach in other settings, provision could be made for the user to obtain information from any one of the ...iner specialized medical databases now becoming available. With the additional CD-ROM databases now available, this option becomes much more cost effective for librarians concerned about inefficient searching of online databases by untrained users. This same design can also be used to enable physicians to access a word processor so that notes about possible follow-up can be recorded during the presentation. All can be controlled from the computer keyboard.

Use with a physical model and videocamera
A CAIV program was also developed from an existing tape on the use of the fiberoptic sigmoidoscope. It has been estimated that a physician requires forty attempts at passing the instrument using an anatomically correct model before a level of competence is reached that would allow practice in an actual clinical situation. In previous training situations, a twenty minute linear videotape was presented to illustrate the proper procedure. A trainer would then coach physicians in the actual use of the instrument in a simulated clinical situation. This was a time-consuming process for the physicians involved as well as the trainer.

One of the reasons often mentioned by physicians, as well as other adult learners, for self-directed learning is that arranging time for group meetings is inconvenient to their already very busy schedules. By using the CAIV learning system, the physician can, in effect, train himself in the use of the fiberoptic sigmoidoscope, thus eliminating the need for a group training exercise. The CAIV program developed makes use of segments of the training video but allows the physician to review relevant sections on the use and manipulation of the instrument at will. This was impossible in the group viewing situation. After viewing animated and live-action video segments on the clinical procedure, the physician is instructed to practice the procedure with the instrument and model provided. This practice is automatically recorded by a video camera controlled by the computer interface. This videotaped practice session is then available for immediate self-assessment by the physician. The tape may be viewed and reviewed to assess areas of weakness. Using the program, the physician may then review segments of the instructional tape before attempting the procedure again. The physician continues this process of trial, tape, assessment, and review until he is confident of his skill in maneuvering the instrument. The final videotaped practice may then be evaluated by the trainer before the physician participates in actual clinical practice.

Making use of local colleagues
Influential colleagues are important agents in the acquisition of new information and in the adoption of possible changes in actual physician practice. A CAIV design which capitalizes on the recommendations and knowledge of peers was developed using the same videotape on dysplastic nevi mentioned previously. A medical center pathologist who was also a professor at the University of Illinois School of Medicine at Peoria videotaped a brief introduction and conclusion to the tape along with a short segment on the objectives of the courseware. This visual and vocal identification with a locally accepted expert in the field appears to have made a favorable impression on the physicians using the courseware.

An exciting design feature combining several of the options mentioned previously uses slides from a commercially available videodisc. The hematology disc prepared by the University of Washington contains some excellent photomicrographs of dysplastic nevi in various stages of development. The existing videotape that we used for the conversion process did not include the same high quality video images. In order to take advantage of the videodisc images, it was necessary to combine the still-frames of the videotape with the action of the actual clinical exam on the videotape. The computer program was designed to allow the interface to control either machine on command. A further refinement of this procedure was developed by Dent Rhodes of Illinois State. The audio track of the videotape (no video is shown) is played to narrate the slide from the videodisc as it is displayed on the computer monitor. Both the videodisc player and the videotape player are controlled by the computer to play at the same time. This process allows efficient still-frame audio which can be easily changed and updated. It also allowed us to use the voice of our local expert to narrate the important features of the videodisc slide. This opens up many possibilities for the conversion of generic videodisc image repositories to true interactive programs combining the longer action segments available on videotape.

CONCLUSION
Each of these courseware designs is in the process of being evaluated in the medical center setting. The feedback received thus far has been very favorable, with requests for future development in a variety of content areas. The design is by far the most difficult and time-consuming aspect of CAIV courseware development. Using an authoring system, effective courseware can be developed easily from existing videotapes within a two week period, excluding instructional design time. The development of CAIV materials has become so simple technologically that the real task
now becomes designing courseware that takes full advantage of the sophisticated options available.
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Educational theorists have attempted to describe the relationship between formal schooling and learning. Webster's dictionary defines education as the process of training and developing the knowledge, skill, mind and character, especially by formal schooling. The strictest interpretations of this definition limit the educational experience to the classrooms of our schools and universities. Education is, however, not confined by dictionary definitions nor to formal institutions. Education is a continuum; it begins at birth and for most of us does not end until death.

In 1956, B.S. Bloom defined a taxonomy of the cognitive domain. He described learning as an hierarchical process with acquisition of knowledge as prerequisite to comprehension, application, analysis, synthesis, and evaluation. The acquisition of knowledge,
We are currently experiencing a knowledge explosion that is overwhelming the information worker. Scientists who are publishing scientific articles are writing each day. An informational society is emerging which is clearly impossible to categorize laborers by skills. Modern society is described as an informational society. He documents that between 6,000 and 7,000 scientific articles are written each day. Scientific and technical information, which has been doubling at the rate of once every 5.5 years is now approaching a doubling rate of once every 20 months. Naisbit claims that "this level of information is clearly impossible to handle by present means. Uncontrolled and unorganized information is no longer a resource in an information society. ... it becomes the enemy of the information worker. Scientists who are overwhelmed with technical data complain of information pollution and charge that it takes less time to do an experiment than to find out whether or not it has already been done." The information relevant to veterinary medicine is documented by the totally explicit curriculum at the College of Veterinary Medicine at Mississippi State University. Over a period of eight years, the faculty at the college have published explicit course syllabi containing each behavioral objective the students were expected to learn or master. These syllabi represent the best estimate of the faculty at defining the knowledge base and skills required of a veterinarian. The syllabi have undergone extensive evaluation. Each year, faculty with the appropriate species, discipline, and/or system expertise review and modify the syllabi. In addition, the syllabi are reviewed by external examiners whose primary goal has been to certify the quality of the Mississippi State program. In 1983, a complete audit of his curriculum was conducted. Each objective was analyzed qualitatively and quantitatively. The qualitative analysis consisted of determining the type of learning (acquisition of knowledge, use of knowledge, psychomotor skills, or behavioral characteristics) and the level of learning required (memory, comprehension, application, analysis, synthesis or evaluation). The quantitative analysis consisted of counting the number of items and the number of actions within each objective. The syllabi representing the courses in the first three years of the DVM curriculum contain 215,492 requirements of the students. This equates to a requirement for the student to master one new thing every 6 minutes, 2 hours a day, 7 days a week for each of the 30 months of the first three years of the curriculum; a virtually impossible task for even the most talented student. With the rapid expansion of knowledge over the past few decades, the nature of veterinary medical education has changed. Training in psychomotor skills, opportunities for development of problem solving capabilities, and the reinforcement of desirable behavioral characteristics have diminished in...
veterinary medical curricula to accommodate the study of the prerequisite knowledge base. An overwhelming majority of examination questions used in veterinary medical education are Bloom Level one; testing memorization of factual information. Analysis of the National Board and other veterinary examinations reveal that few required higher levels of learning, the use of psychomotor skills, or encouraged the refinement of the desirable behaviors. Knowledge acquisition is disproportionally emphasized at the expense of the other components of education.

Educators have been struggling with the knowledge explosion dilemma for the past two decades. Various approaches at solving this problem have failed to improve the quality of education or the quality of veterinary medicine practice significantly. The emphasis on educational innovation has, until recently, focused on improving the efficiency of instruction. The autotutorial emphasis of the 1970s, the introduction of learning by the use of specific behavioral objectives encompassed in the mastery concept, the increased use of audiovisuals in the classroom, and certain concepts in computer-aided instruction have all failed to deal effectively with the problem currently confronting education. The approaches of the past have failed to take into account the fact that cerebral capabilities are not expanding along with the expansion in information. The assumption that one can learn, in a four year veterinary curriculum, all information necessary to successfully practice veterinary medicine for a full career is erroneous. Educators will admit that their intent is not to teach all relevant veterinary information to their students. Many perceive that their role is to distill the vast quantities of veterinary literature to provide the student with only the most essential information. This approach, while in part diminishing the effect of the knowledge explosion, leads to superficiality and is contrary to the promotion of life long learning. Students need to develop the skills of analyzing the literature and the skills of processing information. The content of the curriculum and the approach to teaching often prove contradictory to the long range goals of education. The classrooms, laboratories, clinics, and examinations emphasize what the student knows or does not know rather than expanding the students' abilities to use various information resources. Certification and licensure in most states are based upon evaluations of knowledge. Yet the practitioner who hires a new graduate rarely complains that the new graduate doesn't know enough information. Dissatisfaction focuses upon the lack of problem solving skills, inefficiency of psychomotor skills, inability to deal with clients, lack of "business sense," and less than desirable behaviors. Veterinary training needs to be refocused. The emphasis on knowledge acquisition, knowledge utilization, psychomotor skills, and behavioral characteristics must be balanced within veterinary curricula.

ROLE OF COMPUTERS

We have seen tremendous advances in computer technology within the last two decades. Computers, once considered to be nothing more than powerful calculators, are now used as information managers. The functions of the computer to store, retrieve, and manipulate information can be used to facilitate the practice of veterinary medicine if the profession will allow the use of the computer as a tool to expand the power of the human mind. The computer is beginning to assume importance in the information management systems of veterinary practice. To date, most of the emphasis has been on financial management and medical records, but systems dealing with reminder systems, inventory control, and other information management tools are being promoted. There is, however, a reluctance to venture into the broader field of computerized information management in terms of veterinary medical information.

Database management systems with the capability of providing the veterinarian with rapid and accurate scientific information are currently available. The Problem Knowledge Coupler System was formally introduced to the veterinary community in October, 1982 at the Second Symposium on Computer Applications in Veterinary Medicine and received significant attention at the Second Symposium on Computer Applications in Veterinary Medicine. This system provides information in a problem oriented fashion, expanding the ability of the veterinarian to diagnose and manage medical problems. The power of programs such as the Problem Knowledge Coupler far exceed the power of the human mind in recalling information accurately, integrating information, and dealing with multiple variables simultaneously. Programs such as this will free the student or graduate from the burden of attempting to become an encyclopedia of veterinary medical information, and they will open opportunities for expansion of training in the utilization of information, enhancement of psychomotor skills, and reinforcement of desirable behavioral characteristics.

Educators should begin to acquaint themselves with the information management capabilities of the computer. Naisbitt describes the various stages of the development and use of technology. The first stage is the development itself. The second is the application of the technology to improve previous systems. The last is the innovative use of new technology to move in new directions. The use of computerized veterinary information systems to assist in the solutions of health related problems fits into this third stage. The systems are available; they are merely waiting for additional development and for acceptance. "The problem is that our thinking, our attitudes, and consequently our decision making have not caught up with ...reality..." Veterinary education is facing a major challenge. We can use the computer for drill and practice, for simulations of patients and laboratory situations, or we can go
much further. We can choose to ignore the information explosion and choose to ignore the potential of the computer for information management or choose to use the computer as a tool to expand the power of the human mind.

In 1984, the College of Veterinary Medicine at Mississippi State University began a project unique in veterinary medical education. All incoming veterinary students were required to purchase a Macintosh microcomputer. The goals of the project were to graduate "computer literate" graduates in 1986, and to begin to develop veterinary medical information systems that would begin to supplant veterinary medical "knowledge acquisition" components of the curriculum. The project, now in its second year, will unquestionably meet the first goal of producing computer literate graduates. The development of veterinary medical information systems is occurring, and the Mississippi State student is receiving exposure to and developing expertise in using information systems. Serious consideration is being given to significant curricular modifications which would reduce the classroom/laboratory component of the curriculum by one year and increase the "practical work related" aspects of the curriculum by one year.

Rapid progression towards the second goal is hindered by the natural resistance to change which occurs within a faculty and a profession. For the computer to assume its full potential within the veterinary medical curriculum and veterinary medical practice, many of the current knowledge-based systems will require serious review and modification. The nature of student evaluation, examination procedures for veterinary medical licensure, and the criteria for accreditation of veterinary medical programs will have to be altered if we are to use the full potential of computerized information systems.
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**PILOT: THE LANGUAGE OF CHOICE FOR COMPUTER-ASSISTED LEARNING ON MICROCOMPUTERS**

Marcel C. Blanchaer

Department of Biochemistry, University of Manitoba, Winnipeg, Manitoba, Canada

As its name indicates, PILOT (Programmed Instruction Learning Or Teaching) is a computer language developed specifically for programming interactive computer-assisted learning lessons. It is especially useful when students are expected to respond to questions by typing words or phrases that must be recognized (matched), evaluated, and acted upon by the program. Standard computer languages such as BASIC, Pascal and C can, of course, be programmed to do the same tasks, but PILOT comes with the necessary built-in sophisticated machine language routines.

The different versions of PILOT currently available for the Apple II family, IBM PC and compatibles, Macintosh, and other microcomputers were all developed from the original PILOT language devised by J. Starkweather in the late 1960s. To a limited extent, lessons programmed with one version of PILOT can be moved to computers that normally use another version. If the lesson consists only of text-based interactions between the user and program, it can be transported to another computer relatively easily. However, it is usually more difficult to move a lesson that utilizes version-specific commands for features such as graphics, sound, and viewports. Considerable rewriting may be necessary before the lesson will run in the new environment.
Because of space limitations, this article will present only a superficial overview of the features of PILOT which, in its more recent versions, approaches the versatility of high level languages such as BASIC and Pascal. The reader should consult the additional information references at the end of the article for further, more detailed information.

FEATURES OF PILOT

Only 20-25 commands are used in PILOT. These are easily remembered as they consist of one or two letter mnemonics. Thus, to program a paragraph of text, the first line is begun with the type command, T:, and each following line is started with a colon. Commands are available to produce multiple text and graphic screens which can be addressed independently and, if desired, can be made to respond to student input.

Perhaps the most sophisticated and useful features of PILOT are the two commands, Accept (A:) and Match (M:). The A: command accepts the answer typed by the student and, if desired, edits it in various ways to facilitate the function of the M: command that follows. M: is used to match text in the input with expected student responses previously stored in the lesson by the author. In these accept-match sequences, the user's input may be a match of one or more of the words, phrases, or character sets present in whatever the student has entered. Thus, the statement, M:heart@liver, designates that all three words in the expression must be present in the student's entry. The mechanics of interaction ignores anything irrelevant in the student's response provided it is not imbedded in one of the words to be matched.

A successful match can be followed by commands to produce an appropriate action such as displaying a textual or graphics response on the screen or branching the student to another section containing a remedial tutorial. These along with other commands that alter line spacing, call various fonts and character sizes, create new sets of characters, or call bold or plain text, facilitate the design and programming of effective interactive lessons.

In addition to being faced with new commands, the beginning PILOT programmer finds that the line numbers of BASIC and its most often used statements are missing. Instead of GOTO a line number, PILOT jumps (J:) to a specified label that begins with an asterisk. Instead of a GOSUB, PILOT uses (U:) a subroutine. Thus, the statement, J:review, will produce a jump to label *review. U:cont will call the subroutine *cont and then return to the program line after U:cont. An unusual feature of PILOT is that execution of most commands can be made conditional upon the contents of a variable or expression imbedded in the command. For example, the most recent user input accepted by an A: is always stored in the system variable, %b. Therefore, if the author wishes a line of text to appear on the screen only after the student has entered an integer between 20 and 40, the desired text would begin with T(%b>=20&%b<=40): as a command. Most commands also can be controlled by evaluating an imbedded expression. Thus if a numeric variable, C, has been used to count the number of times a student has attempted a question, the command, J(C>4):help, can be used to jump the student to a remedial section (*help) after four attempts.

File protection is available but differs in its effectiveness among versions of the language. Unauthorized access to the source code of Apple and SuperPILOT lessons and to student activity records is moderately difficult since the files can be read only with the SuperPILOT or Apple Pascal Editor utilities. PCPILOT and MacPILOT lessons are protected by having only binary encrypted files available to users. Although its use is not yet extensive, most current versions of PILOT allow control of a videodisc or videocassette player.

DISADVANTAGES OF PILOT

Lessons in PILOT may run relatively slowly, as do those of other authoring languages that use a runtime interpreter. However, interaction is usually not perceived as slow by the user when the response to the computer's question requires some time for thought before entering the answer. Mathematical calculations can be handled, but responses may be unacceptably slow with complex or repetitive operations. The response of Apple PILOT and SuperPILOT lessons is particularly sluggish because the lesson file is first interpreted to Pascal p-code and then converted into machine language before action is seen on the screen.

It is ironic that the most serious disadvantage of PILOT as an educational tool is its ease of use. The effortless way in which endless pages of text can be programmed, interspersed with multiple choice questions trivialized by the micro-step, snail's pace advised by the behaviorist school, can produce lessons that seem deadly to all except their author. Such bad examples denigrate PILOT's true educational potential. The problem, however, is not with the language but with poor educational design.

VERSIONS OF PILOT

Two important considerations in comparing the merits of different versions of PILOT are the ease and speed of using the authoring utilities and the "transparency" of the interface that deals with the student. Presumably, the student is concerned with the substantive content of the lesson and wishes to access it with as little interaction with the computer's operating system as possible. The mechanics of interaction
are best reduced to a minimum. A student should be able to start working on a lesson by simply inserting a diskette and pressing a switch. Apple PILOT, SuperPILOT, and PC/PILOT allow such direct access, but MacPILOT currently does not.

Apple and Super PILOT

SuperPILOT was released in 1982 and is a superset of Apple PILOT, first released in 1980. User support has slowed almost to the vanishing point but is compensated by excellent extensive manuals providing numerous examples that are readily adaptable to most instructors’ needs. The text editor, sed on the Pascal p-System editor, is versatile and responsive. The graphics, sound, and character set editors are pleasant and easy to use. Elaborate graphics resembling those produced by MacPaint on the Macintosh computer can be created with MousePaint on Apple II computers. However, to make these graphics usable by SuperPILOT lessons, they must be converted first from the ProDos to DOS 3.3 format and then, with the public domain utility, PUFFIN, to Apple Pascal files.

A serious defect of Apple and SuperPILOT is the slowness of the programming cycle. The source code is easily typed into a text file with the editor of the Author diskette, but it must then be saved on a lessor diskette before it can be tested. The lesson file and interpreter must be loaded into memory from separate diskettes to run the lesson. To make a correction, the editor must again be called from the Author diskette. The process is not at all interactive and is inefficient because of almost constant diskette activity. Masochists may argue that this enforces a more disciplined approach to programming. However, for all but the most patient and skilled, authoring soon becomes a tedious experience.

PC/PILOT

This version for the IBM PC and compatibles is a refinement of Common PILOT developed by G. Gerhold and L. Kheriaty from the original PILOT of J. Starkweather. After evolving over some years, it appears to be approaching its final form in version 2.1. The facilities available are more advanced than those of SuperPILOT. Programming with PC/PILOT is noticeably faster, and lessons run more quickly and respond more rapidly to student input. In contrast to the Apple products, the authoring utilities of PC/PILOT are not protected, so programming and testing can be speeded further by installing the necessary files on a hard disk. As mentioned earlier, lessons in their final form can be protected from unauthorized tampering by encryption.

The graphics editor of PC/PILOT is useful for creating simple shapes and pictures. For more elaborate pictures, other graphic creation products must be used. Files that use the BSAVE/LOAD format can be compressed to conserve diskette and memory space and can be called directly from lessons. Other formats, such as that produced by PC Paint, must be converted with a utility obtained on a separate diskette from the distributors of PC/PILOT. Version 2.1 is current and promises to be released in 1986. While it may be several years before lessons are available for all versions of the PC/PILOT language, new lessons and revisions are made with a text editor. Unfortunately, the "EZ" text editor provided with PC/PILOT lacks a replace command, and the default setting for text entry is to overwrite. Except when producing material for screen projection, it is better to use PC Write to author and edit lessons.

MacPILOT

MacPILOT, the version of the language for the Apple Macintosh computer, is a close relative of PC/PILOT and shares most of its strengths.

All the standard PILOT commands including those for generating sounds are available. Graphics are created with MacPaint. Also, photographs digitized with Thunder Scan can be transferred to MacPaint documents and called by MacPILOT, allowing lessons to be illustrated with half-tone images of biological specimens, radiologic films, or other visual aids. The standard Macintosh commands of Cut, Copy, and Paste are available for editing text, but a Find/Replace utility is not provided. It may therefore be necessary to transfer large lesson files to a text editor such as MacWrite for extensive changes and then back to MacPILOT for testing. The process is as tedious as working with Apple or SuperPILOT. However, the initial authoring and interactive response of the lessons are quite fast because of the speed of the Macintosh's
68000 processor.

Version 1.01 of MacPILOT permits programming of a few screen-oriented devices such as dialog boxes with buttons that can be clicked and windows. Most of these function like, but do not look like, the corresponding Macintosh features. This is no problem for students who are more concerned with the substantive content of a lesson rather than with using the machine in its standard “intuitive” mode.

MacPILOT communicates with the programmer through the standard Macintosh user interface. However, as noted above, the full interface is not yet available for the programmer to include in lessons. Consequently, the resulting product may seem primitive visually and operationally to those familiar with other applications on the Macintosh. This may not be a serious defect for the nonprofessional programmer who does not wish to learn the rather complex concepts involved in using advanced features such as the Macintosh window manager and the event manager.

Hopefully, in future revisions of MacPILOT, the programmer will be given control over the presence or absence of the mouse pointer on the screen. It would be desirable to allow the student user to start a lesson directly without first learning how to deal with the mouse, the desk-top, and other peculiarities of the Macintosh interface. Perhaps later versions will also permit the programmer to end the learning session with a command to eject the diskette and reset the machine.

Additional information about PILOT and its various versions can be found in the following references:

PILOT:
Merrill PF: The case against PILOT, the pros and cons of computer-assisted languages and authoring systems. Creative Computing 8:70-77, 1982.


Apple PILOT and SuperPILOT:

Weisman, SM: SuperPILOT. InCider 1:54-64, 1983.

IBM PC/PILOT:
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The range of applications of the computer in life science curricula is broad, extending from drill and practice multiple choice exercises to data management of student records and use of word processors for syllabus preparation. Within this spectrum lies a variety of uses for simulations to promote problem-solving and conceptualization of principles and interactions exhibited in living systems. Computer models have provided students with a greater opportunity to work with elements of a controlled system or systems. Unfortunately, however, a critical mass of simulations covering most biological systems does not exist currently. Thus, one is faced with three options; 1) do not include simulations in the curriculum, 2) use computer models in those portions of the curriculum for which software currently exists, or 3) develop a series of models covering all appropriate aspects of the systems being taught. The intent of this article is to provide some insight into issues to be considered and possible strategies for approaching simulations to be used in classroom settings. Specific examples will be drawn from the respiratory mechanics models in the series Simulations in Physiology - The Respiratory System.

SHOULD MODELS BE SIMPLE OR COMPLEX?
Establishing an overall philosophy governing the complexity of the models to be developed is an important first step. In the research realm, there is no question that the simulation should include as much of the system as is pos-
sible to account for all factors contributing to observed phenomena. When approaching simulations for teaching, the tendency is to take the same attitude. Although such models may provide an excellent tool for demonstrating the operation of the entire system, they may mask the contribution of individual components. Unlike the real world, the computer offers the opportunity to dissect the system into its various conceptual components, examine each component, and reassemble the system to gain a better understanding of how components contribute to the workings of the whole. Hence, to help students build a conceptual framework, models based on a limited number of principles should precede larger complex models.

The step-wise set of models may be approached from several avenues. The most obvious is to create a family of simulations of varying complexities. A second approach is to build a complex model initially and instruct the student to set a group of variables to constant values representing the simplifying assumptions. This avenue, however, does not allow the input/output scheme to be tailored to providing maximum insight into that portion of the system under investigation. A third avenue is to build a complex model initially, but make several versions of this model representing different levels of complexity available to the students. In this way, the input/output schemes, error messages, and procedures can be focused on relevant portions of the system.

The two programs dealing with respiratory dynamics in Simulations in Physiology provide a good example of this approach. Both programs are based on the same mathematical model, but different assumptions and choice of input/output values are used when the model is presented to the student.

A schematic representation of the general model is shown in Figure 1. Volume of the respiratory system, expressed as separate inspiration and expiration cosine functions, drives the simulation with inspiration representing 0.4 of the respiratory cycle.

Lung and chest wall compliances are assumed to contribute equally to the total respiratory compliance, and only the linear portions of the pressure-volume curves are considered. Functional Residual Capacity (FRC), the resting volume of the respiratory system, is determined from the pressure-volume curves of the lung and chest wall using the compliances provided by the student and fixed resting volumes of the lung and chest wall.

The tidal volume ($V_t$) and frequency define the characteristics of the cosine driving functions which determine volume changes ($\Delta V$) within each time increment. The FRC locates the position of the volume changes within the volume range of the respiratory system. This volume ($V$), in conjunction with the pressure-volume characteristics of the lung and chest wall, determine the pressure difference across each of these structures opposing elastic forces within the structure ($P_{eL}$ and $P_{eCW}$). Flow ($\dot{V}$) during each increment, determined

![Figure 1. Schematic representation of respiratory dynamics model. See text for description.](image-url)
by dividing the volume change by the time increment, is divided by the specific airway conductance \( G \) to yield the pressure difference across the airways responsible for the flow. Since pressure at the airway opening is assumed to be zero, this pressure represents alveolar pressure \( (P_{alv}) \). \( P_{elc} \) is subtracted from \( P_{alv} \) to yield intrapleural pressure \( (P_{pl}) \), and subtracting \( P_{elc} \) from \( P_{pl} \) provides a value for the effective pressure generated by the respiratory muscles \( (P_{mus}) \).

Specific airway conductance (conductance per unit lung volume) in the model depends upon airway resistance characteristics defined by the student through the input scheme.

When the student encounters the model as the first dynamics program, respiratory frequency is fixed, and chest wall characteristics are defined within the program. Input values pertain only to defining lung characteristics (compliance, airway resistance, and tidal volume), and the output includes values pertaining to the lung only (see Figure 2).

When encountered later in the series, the model appears quite differently to the student. Input values refer to the total respiratory system and provide a wider range of investigations. For example, respiratory frequency is now an input variable, and the ratio of airway resistance during expiration to that during inspiration can also be varied. The output scheme (see Figure 3) now provides information concerning the whole respiratory apparatus.

**DEVELOPING SIMULATIONS**

Having considered the complexity issue, the task of developing the actual simulations remains. For the novice, the key question becomes, "What is the best way to go about building a model?" Again, several avenues exist.

The respiratory dynamics model described above illustrates one approach. Based on a knowledge of the physiology of the system, mathematical equations were developed describing the various interactions. The equations in this model are primarily simple algebraic expressions that are not difficult to evaluate. Other simulations, however, may require solution of systems of differential equations, an apparently formidable task for one unfamiliar with numerical analysis techniques. The easiest way to approach such simulations is to determine reasonable initial values, integrate the appropriate equations using an Euler integration technique, and solve the system of equations through an iterative process. The Euler integration technique is an incremental summation process described in most mathematics books that include a section on numerical analysis. It does not provide the fastest solution, but it is easy to understand and implement and will suffice for many applications.

Using established models

The literature offers another source of
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**FIGURE 2.** Output of first student program based on the model shown in Figure 1. The student enters values for lung compliance \( (C) \), airway resistance \( (R) \), and tidal volume \( (VT) \). The output displays data related only to the lung.

**FIGURE 3.** Output of second student program based on the model shown in Figure 1. The student provides values for tidal volume \( (VT) \), respiratory rate, compliance of the total system \( (C_{tot}) \), airway resistance during inspiration \( (R_{insp}) \), and the ratio of airway resistance during expiration to that during inspiration \( (R_{exp}/R_{insp}) \). This output provides data for the whole respiratory apparatus.
simulations. Numerous mathematical descriptions of life science phenomena exist in the literature, and the task then becomes solving these established models with the computer. The work of breathing program in Simulations in Physiology provides an example of this approach.

The model deals with the work of breathing in terms of its oxygen cost and is based on an equation developed by Otis describing the rate of work of breathing during inspiration:

\[ W = \frac{1}{2C} fV^2 + \frac{K_1}{4} \pi^2 \rho V^2 + \frac{2K_2}{3} \pi^2 \beta V^3 \]

where \( C \) is the compliance of the respiratory system, \( f \) is the respiratory frequency, \( V \) is the tidal volume, and \( K_1 \) and \( K_2 \) are constants related to airway resistance. The first term in the above equation represents the rate of work done against elastic forces, while the remaining terms represent the rate of work done against resistive forces.

The relationship between constants \( K_1 \) and \( K_2 \) was derived from pressure-flow data fitted by Mead and Agostoni. \( K_1 \) is taken as the airway resistance value provided by the student, and \( K_2 \) is 1.32 times this value.

Using physiological units in the work equation yields data expressed as kg-m \( \times \) 100. To convert these values to oxygen consumption, it was assumed that 1 ml O\(_2\) is equivalent to 2 kg-m\(^2\) and that the respiratory muscles are 10% efficient. Experimental data have yielded mechanical efficiencies of the respiratory system ranging from 2 to over 20%.

The model calculates the oxygen cost of elastic, resistive, and total work of breathing during inspiration for a constant alveolar ventilation over a range of respiratory frequencies. The student defines the experimental conditions by providing values for the alveolar ventilation, airway resistance, and respiratory compliance.

Note that this model deals only with the inspiratory phase of breathing in a physiological system where the expiratory phase can make a significant contribution to the total work of breathing. In choosing to use a simulation with this limitation for educational purposes, one must ask whether the model can enhance the student's understanding of factors contributing to the work of breathing. We decided that it did if the student was made aware of the limitation.

Using function generators
A third approach to the problem of generating simulations is to employ graphical analyses. The literature is replete with graphical data describing relationships between variables. Models can be generated by associating these relationships in an appropriate manner. The problem then becomes one of translating the graphical data into a form suitable for computer analysis. This can be achieved through potentially complicated curve-fitting and regression analyses, or more simply, through the use of function generators.

To use a function generator, the data plot is approximated by a series of straight line segments. The coordinates of the segments are recorded in a data array accessed by the function generator routine. When a value for the independent variable is entered, the routine searches for the two coordinates that bound the input value. The dependent variable value is then calculated by a linear extrapolation between these two coordinates. An example of a function generator written in BASIC is shown in Figure 4.

Extensive use of a function generator is used in the first program in the Simulation in Physiology series. This model allows examination of the elastic characteristics of the lung and chest wall and how these interact to determine the static characteristics of the respiratory system. The model is based on pressure-volume curves of the lung and chest wall presented by Knowles, Hong, and Rahn. Total lung capacity is assumed to be 6 liters. The lung pressure-volume curve is defined in the program as a series of nine straight line segments, and the chest wall curve is represented by seven straight line segments (Figure 5).

In this program, the student furnishes data for the resting volumes of the lung and chest wall expressed as per cent of total lung capacity, the lung and chest wall compliance expressed as per cent normal, and the pressure to be applied across the respiratory system after the resting volume of the system has been determined. The resting volume of each structure is defined as the volume at which the pressure difference across the structure (Pin-Pout) is zero.

Based on the data provided by the student, the "standard" curves are scaled to match the conditions described. The pressure axis is compressed or expanded for each curve to match the desired compliance, and each curve is positioned on the volume axis such that the point at which the curve crosses this axis coincides with the desired resting volume.

An iterative process is used to determine 198
mine the resting volume of the respiratory system. An arbitrary pressure is chosen for the pressure difference across the lung. The lung volume corresponding to this distending pressure is obtained from the scaled lung pressure-volume curve and is used in conjunction with the chest wall pressure-volume curve to determine the corresponding pressure applied to the chest wall. The error between the absolute values of the pressures applied to the lung and chest wall is then used to determine a new pressure difference across the lung. This process continues until the magnitudes of the two applied pressures are within 0.01 cm H2O of each other. The corresponding volume is reported as the resting volume of the total system. A similar technique is used to determine the volume achieved when a specified pressure is applied to the respiratory system. In this case, the sum of pressures across the lung and chest wall must be within 0.03 cm H2O of the specified applied pressure.

Compliance of the lung is calculated by choosing an arbitrary transpulmonary pressure greater than the transpulmonary pressure at the resting volume of the system. The volume attained at this pressure is determined from the function generator. Changes in volume and the corresponding changes in pressure are thus determined from which compliance is calculated. Compliance of the chest wall is calculated using the same volume change as for the lung and determining the corresponding pressure change from the chest wall pressure-volume curve. Total system compliance is then calculated from the lung and chest wall compliances.

CONCLUSION
Simulations provide an excellent aid to understanding and organizing concepts in both research and educational settings. The literature contains many examples of models that can be used for educational purposes, and actual model building need not be a difficult task. However, a simulation that may be ideal in one setting may be far from ideal in the other.

In addition to the complexity issue, other criteria related to input/output design, handling of error messages, and the form and degree of direction provided to students must be addressed before successful use of simulations in an educational setting can be achieved.
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FIGURE 5. Straight line approximation of lung and chest wall pressure-volume curves presented by Knowles et al. The data are used with a function generator of the type illustrated in Figure 4.
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TRANSFERRING BASIC PROGRAMS FROM THE
APPLE II TO THE IBM-PC

James W. Eckblad

This article is written for the instructor who has access to software written in AppleSoft BASIC but would like to run the programs on an IBM-PC or compatible computer. It is assumed that the reader has some knowledge of the BASIC language and is familiar with either the Apple II or IBM-PC.

The Advanced BASIC (BASICA) on the IBM-PC has many more commands than those found in AppleSoft BASIC. For example, it would usually take at least a dozen AppleSoft lines to draw a circle of radius r with its center at screen coordinates x, y. The single BASICA command, CIRCLE(x, y), r, will accomplish the same thing on the IBM-PC. In this article, it is assumed that the conversion is from AppleSoft BASIC to IBM-PC BASICA. The additional commands available in BASICA may make your program more efficient, but they are probably not essential to the conversion process. It is advisable to have a good reference work on IBM BASICA handy. My personal
DIRECT FILE TRANSFER FROM APPLE TO IBM-PC

Because both computers use ASCII code, it is possible to transfer files between the Apple and IBM-PC. This is especially helpful with longer programs that would otherwise require typing the program lines on the IBM-PC. Apple files must first be converted to ASCII (text) files. There are several ways to accomplish this, but probably the simplest is to use the LIST command. When the LIST command is used with an Applesoft program in RAM, the program will normally be displayed on the monitor (slot 0). If, however, the output is redirected to slot 6 (the disk controller slot), the listing can be captured in an Apple TEXT file. The following 3 steps can be used to accomplish this:

1) Load the program into the Apple's RAM (suppose the program's name is MITOSIS).

2) Add the following line to the top of this program as line 0:

```
0 PRINT CHR$(4);"OPEN MITOSIS TEXT":PRINT CHR$(4);"WRITE MITOSIS TEXT":LIS:1-:PRINT CHR$(4);"CLOSE MITOSIS TEXT":END
```

3) After adding line 0 as shown above, RUN the program in memory.

After the program has run, you will see the newly created MITOSIS TEXT file when you CATALOG the disk. This newly created file is now suitable for transfer to the IBM-PC.

Some fairly common communications capabilities (i.e., a MODEM and appropriate software) with an Apple and an IBM-PC can be used to transfer an ASCII file. Place one system (the Apple) into the ORIGINATE mode and the other (IBM-PC) into the ANSWER mode. Use the Apple communications software to dial the IBM-PC (just as you would one of the bulletin boards like S-SOURCE or COMPUUSERVE). Put the Apple software in a file-send mode and the IBM-PC software in a file-receive mode. Transmit the Apple file to the IBM-PC, and close the IBM PC file. Another way to do this for subscribers to services like COMPUSERVE or SOURCE is to upload your text file into the service using your Apple, call the service using an IBM-PC, and download the file. Both procedures require the same communications hardware and software, but in the latter procedure, you don't need simultaneous access to both an Apple and an IBM-PC.

Assume we decide to name our transferred file MITOSIS.BAS. The file extension .BAS, designates a BASIC program on the IBM-PC. We can use the DOS TYPE command to see the program scroll on the screen. To obtain a print out of the listing rather than reading it from the screen, type COPY MITOSIS.BAS LPT1:<enter>. If file transfer was successful, it should look like the original file on the Apple. Because the built-in editing features of the IBM-PC are much better than those of the Apple, it is most convenient to make changes in BASIC dialects after the file has been transferred.

TRANSFER TROUBLESHOOTING

The first time you try to transfer files, you may find that things are not perfect. Refer to your communications software documentation for assistance. You can repeat the transfer process again, or you might check for conformity of transmission speed (usually 300 or 1200 baud) and ASCII character structure (e.g., both seven data bits, even parity). Parameters in the communications program should be set so that a carriage return and line feed are present at the end of each transmitted line. If there are some strange characters in the captured file, you may have had a noisy phone line.

RUNNING A BASIC PROGRAM ON 7.1E IBM-PC

When you boot software on the Apple II, the Applesoft BASIC interpreter is present in ROM, and a program can be run as soon as DOS has been loaded from the disk. With the IBM-PC, it is necessary to first load the BASIC interpreter (usually BASICA), then load and run a program. This additional step can be made invisible to the user by using a batch file. For example, a batch file with the statement, BASICA A: MITOSIS.BAS,R, would first load BASICA from the floppy disk, then load and run the basic program, MITOSIS.BAS, from the disk in drive A. The BASICA that comes with an IBM-PC uses portions of the code stored in ROM that are not present in the ROM of compatibles. Hence, if you want your program to run on one of the IBM-PC clones, you will need to have all of BASICA on the disk so it can be loaded into RAM. Version 2.0 of GW-BASIC (from Microsoft Corporation) is like BASICA, and it will run programs on both the IBM-PC and compatibles. Of course, without proper licensing, it is illegal to sell or distribute disks with a copyrighted version of BASIC on the disk.

There is a special batch file on the IBM-PC and compatible computers using MS-DOS called AUTOEXEC.BAT that will run automatically when a disk is booted. The following steps would create this file and cause the program MITOSIS.BAS to be run:

```
COPY CON AUTOEXEC.BAT<enter>
BASICA A:MITOSIS.BAS,P<enter>
<ctrl-Z><enter>
```

ADAPTING THE BASIC PROGRAM

If your Applesoft program is relatively short and limited to standard BASIC statements, a line-for-line translation can be attempted. However, if you note the presence of PEEKs, POKEs or CALLs, or if there is a major emphasis...
on graphics in the Applesoft program, you will probably need to rewrite at least some portions of the code. In either case, you will need to modify your Applesoft dialect of BASIC to conform to the BASICA dialect. Some of these dialect differences are listed in Table 1. For example, the Applesoft statements, VTAB 5:HTAB 10, positions the cursor on the screen at row 5, column 10. The BASICA statement to accomplish this is LOCATE 5,10.

Before you begin to rewrite portions of the Applesoft program, it will be helpful if you prepare a table of its variables. For each variable, describe what you think the variable does, and list the line numbers where it is found. There are several cross-reference utility programs that list line numbers where each variable is used. Make a similar list for your new BASICA version of the program. It is often helpful to append this list to your program with REM statements (this will assist someone who may want to modify the program in the future).

In Applesoft BASIC, only the first two letters of a variable are significant in distinguishing between variable names. However, in BASICA, variable names are significant to the first 40 letters. Thus, more descriptive variable names can be used. Another advantage of BASICA is the ability to designate double precision variables (16 significant figures compared to 6 significant figures in Applesoft). The variable, AA#, is designated as having double precision in BASICA by the inclusion of the # to the right of the name.

**PEEKs, POKEs, AND CALLs**

One of the major problems in converting an Applesoft program is handling PEEKs, POKEs, and CALLs. The Applesoft BASIC programmer's manual lists dozens of PEEKs, POKEs, and CALLs that control the Apple text screen, graphics, cursor movement, input and output, game port, and error handling. Additional useful ones are presented in many references on the Apple. Unfortunately, when you attempt to convert programs to IBM-PC BASICA, the PEEKs, POKEs, and CALLs will not have the same meanings. You will have to identify what each of these does and convert them to their equivalents in BASICA. Their equivalents are probably not IBM-PC POKEs, PEEKs, and CALLs, but most likely, part of the BASICA language.

For example, from Table 1 we see that PEEK(222) in Applesoft BASIC can be replaced by the ERR statement in BASICA.

The greater control provided by BASICA on the IBM-PC has usually resulted in less dependence on PEEKs,

| Table 1. Some language differences between Applesoft BASIC and BASICA on the IBM-PC. |
|----------------------------------------|----------------------------------------|
| **Applesoft commands**                 | **BASICA commands**                   |
| CATALOG                               | FILE (DIR in DOS only)                |
| CHRS(7)                               | BEEP                                  |
| CLEAR                                 | ERASE                                 |
| DEL 10,20                             | DELETE 10-20                          |
| EXEC                                  | Use a batch file                      |
| FLASH                                 | COLOR 16,7                            |
| GET AS (keyboard)                     | AS=INKEYS                             |
| GET AS (random file access)           | GET #                                 |
| Gk                                     | SCREEN1                               |
| HCOLOR                                | COLOR                                 |
| HGR                                    | SCREEN2                               |
| HIMEM                                  | CLEAR                                 |
| HOME                                   | CLS                                   |
| HTAB n                                 | LOCATE, n                             |
| INVERSE                                | COLOR 0,7                             |
| NORMAL                                 | COLOR 7,0                             |
| NOTRACE                                | TROFF                                 |
| ONERR GOTO n                          | ON ERROR GOTO n                       |
| PEEK(37)                               | CSRLIN (row number)                   |
| PEEK(218)+PEEK(219)*256               | ERL (error line number)               |
| PEEK(222)                             | ERR (error number)                    |
| PDL(n)                                 | STICK(n)                              |
| PLOT x,y                              | PSET(x,y)                             |
| PR#1:LIST:PR#0                        | LLIST (list to printer)               |
| VTAB n                                | LOCATE, n                             |
| SCRN(h,v)                             | POINT(h,v)                            |
| SPC(n)                                 | SPACES(n)                             |
| TEXT                                   | SCREEN 0,0                           |
| TRACE                                  | TRON                                  |
| T=S1:S1=S2:S2=T                       | SWAP S1,S2                           |
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POKEs, and CALLs. On the other hand, certain features of the hardware can be accessed only through PEEK and POKE statements or an assembly language program. For example, the statement POKE 1050, PEEK(1052) clears the keyboard buffer on the IBM-PC, and the size of RAM in kilobytes can be obtained with PEEK(1043)+256*PEEK(1044). These and other uses of PEEKs and POKEs on the IBM-PC are described in the two-part article by Schneider.4,5

GRAPHICS CONVERSION
There are enough hardware and software differences between the Apple and the IBM-PC that a one-for-one conversion of graphics portions of Applesoft BASIC programs is not realistic. BASICA has much more, powerful graphics features than Applesoft BASIC, but it will require some extra effort to become familiar with these features. If the program you are converting makes heavy use of graphics, it will be helpful to consult one of the many books that explains graphics programming on the IBM-PC. In general, the code for the redesigned graphics portion of the program will be more concise than that needed in the Applesoft version.

OTHER CONSIDERATIONS
There are a number of additional differences you will discover when you attempt to convert programs from the Apple to the IBM-PC. Disks for the IBM-PC must be "formatted" rather than "initialized"; sequential files are handled in a very similar fashion, but random access files are handled differently; and the DOS on the IBM-PC is more advanced, especially compared to DOS 3.3 on the Apple. Before you get too involved in program conversion, you may find it helpful to have easy access to the references by Crider,1 Helms,2 and especially the guide by Steck.6 After converting programs to BASICA, you may also wish to consider compiling your programs with the IBM-PC BASIC Compiler. Your programs will run faster (usually from two to five times), and you won’t have to load BASICA before programs can be run.
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MENTOR: A COMPUTER PROGRAM TO TEACH THE DIFFERENTIAL DIAGNOSIS PROCESS

John D. Macias and Roy H. Maffly
Department of Medicine, Stanford University School of Medicine, Stanford, California

Traditionally, medical students are taught to evaluate patients by taking long, exhaustive histories and performing extensive physical examinations leading to a large body of information that is then sifted through to develop a list of possible diagnoses. This often results in a large list of hypotheses with the student requesting expensive diagnostic tests to either rule in or rule out the diagnoses. Experienced clinicians, on the other hand, have been shown to use a more efficient approach to diagnosis.1 After obtaining a few pieces of critical information, the clinician formulates a short list of hypotheses, then pursues each hypothesis by asking good, discriminating questions, revising his hypothesis list as he questions and examines the patient.

"Mentor" is a computer program designed to give medical students the opportunity to practice this differential diagnosis approach on simulated patients while being offered guidance by a computerized tutor. Our aim is to teach medical students to refine their diagnoses in the history and physical examination by asking those questions that can best discriminate between the diagnoses under consideration. This is a more efficient and cost-effective approach and is intended to supplement, rather than replace, the traditional comprehensive approach that medical students are taught.
PILOT PROGRAM
In our pilot program, students are presented with any one of 13 patients taken from the records of the Stanford University and Palo Alto Veterans Administration hospitals. Each patient presents with the same cardinal finding, bilateral ankle edema, but may have any one of 11 possible disease entities (Table 1). Given only the patient's age, gender, and the duration of the edema, we ask the student for at least 3 possible causes of the edema (Figure 1). Mentor can offer assistance should the student need help.

Once the student has developed a short hypotheses list, each hypothesis is pursued individually in the history and physical examination. Student performance is rated according to the student's ability to select the best questions to rule in and rule out a specific diagnosis.

The student can question the patient in natural, conversational language (Figure 2). The physical examination is also done in free text, with students asking Mentor about specific findings. Because we are trying to get the student to use hypothesis driven questioning instead of a shotgun approach, we require the student to be specific in asking about the presence of abnormal findings rather than asking more general questions. For example, we want the student to ask whether a heart murmur is present rather than asking about abnormalities during auscultation of the heart. This also allows Mentor to evaluate the student's knowledge of what he or she expects to be present in a given disease state.

Mentor is capable of providing the student with many different types of advice and feedback on the selection of questions and the evaluation of diagnoses. The program may point out that a question is not relevant to the hypothesis under investigation (Figure 3) or that some critical information supporting a particular diagnosis has yet to be uncovered. At various points in the program, the student is required to rate the likelihood of his diagnoses, and Mentor

TABLE 1. Possible diagnoses for bilateral ankle edema.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Congestive Heart Failure</td>
<td>2. Constrictive Pericarditis</td>
</tr>
<tr>
<td>7. Acute Thrombophlebitis</td>
<td>8. Inferior Vena Cava Obstruction</td>
</tr>
<tr>
<td>9. Lymphatic Obstruction</td>
<td>10. Idiopathic Cyclic Edema</td>
</tr>
<tr>
<td>11. Chronic Venous Insufficiency</td>
<td></td>
</tr>
</tbody>
</table>

Your patient is Maxine Brown, a 54 year old woman who has come to you because of swelling of both her ankles on and off for the past year.

To begin with our approach, when challenged by a patient with bilateral ankle swelling, what disease entities do you wish to consider in your differential diagnosis? That is, what are the hypotheses you would consider in any such patient?

FIGURE 1. Example of a patient introduction.

??? How severe is the swelling?

Sometimes the swelling is so marked that I can't get my shoes on.

??? Does anything make the swelling better or worse?

Being on my feet makes the swelling worse. So does hot weather. Lying down with my feet up usually causes the swelling to go down some.

??? Have you recently felt short of breath?

Yes, I have had a lot of trouble getting my breath. It began about 5 years ago, and it's been getting steadily worse. Now I can barely walk up 3 or 4 steps without stopping to catch my breath.

FIGURE 2. Example of a student pursuing the diagnosis of congestive heart failure in Maxine Brown. The prompt, ???, indicates that Mentor is waiting for the student's question.
TABLE 3. Example of student questioning in the physical examination mode with tutorial feedback between the rows of asterisks.

**Are the patient’s palms red?**

**PE:** Palms are not reddened.

The presence or absence of palmar erythema on physical examination neither helps to rule-in nor rule-out the diagnosis of Congestive Heart Failure.

**FIGURE 3.** Example of student questioning in the Physical Exam mode with tutorial feedback between the rows of asterisks.

may agree or disagree, citing reasons for disagreement if appropriate (Figure 4).

**UNDERLYING ALGORITHM**
The tutorial system’s capabilities rely on the concept of pattern matching. Using this method of reasoning, the patient’s findings are best explained by the diagnosis that is most likely to present with those same findings. Our knowledge base consists of 141 symptoms and signs, each associated with 11 sensitivity values that relate the likelihood of that finding being present given the presence of each of the 11 disease states. These values are "best guess" estimates provided by Stanford faculty specialists and are employed in the absence of true probabilities. To this point, they have proven to be quite useful for our purposes. For example, we estimate that dyspnea on exertion is approximately three times more likely to be found in congestive heart failure than in cirrhosis of the liver (Figure 5). Our diagnostic algorithm uses this information in a number of ways to determine when a question is appropriate to evaluate a diagnosis and which diagnosis best explains the patient’s findings.

Mentor also generates a theoretical ideal patient for each of the disease states to compare the real patient to an ideal patient who only has those findings that are likely to be seen in each disease. The degree of overlap between the real patient and the ideal patient is both a measure of pattern fit and of confidence in the diagnosis. The strength of this diagnostic algorithm is the ease with which evaluations can be explained to the student and in the flexibility it affords in offering the student different types of guidance given variable amounts of information.

**OTHER APPLICATIONS**
Although we have chosen bilateral ankle edema for our pilot program, Mentor’s diagnostic algorithm and tutorial system are independent of the knowledge base and associated patients. We will, therefore, be able to substitute other cardinal findings, with their appropriate data files, and add new patients into the system without changes in Mentor’s program code. The program

Before changing the diagnosis you are pursuing, please rate the current diagnosis according to a scale of:

1 for Excellent Likelihood,
2 for Very Likely,
3 for Likely,
4 for Possible,
5 for Unlikely,
6 for Very Unlikely,
7 for Not Enough Information.

Please type the NUMBER, then RETURN.

**FIGURE 4.** Student evaluation of the diagnosis of congestive heart failure with tutorial feedback between the rows of asterisks.
is being developed on the StanMed computer facility of the Stanford University Medical School and is designed to run on Apple microcomputers for ease of transportability to other institutions.
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LETTER TO THE EDITOR: COMMENT ON PILOT

To the Editor: Referring to Computers in Life Science Education, Volume 3, Number 5 (May, 1986), the discussion of PILOT by Blanchard focuses only on some versions of PILOT currently available. When considering PILOT in more general terms, the following omissions and inaccuracies should be corrected:

1. In addition to the PILOT versions mentioned, also available are NEVADA PILOT and Lister Hill PILOT for CP/M machines, UTAH PILOT for MS-DOS machines, PILOT PLUS for Apple and MS-DOS machines, and C-PILOT for UNIX machines. PILOT PLUS, in particular, has a rich graphics syntax.

2. In addition to the text editors mentioned by the author, there is NEVADA EDIT, which, in my experience, is excellent for beginners. Further, it should have been called to the reader’s attention that, since PILOT source code amounts to an ASCII text file, any good text editor can be used to produce PILOT source code, no matter the screen width.

3. In discussing Features of PILOT, the article mentions the following commands or statements as if they were common to more than one dialect of PILOT: "MS:strl!str2!str3!str", "S", "@". They are not.

4. In the same section, the author states that "...the most recent user input is accepted by an A: is [always] stored in the system variable, %b. That is not always so.

5. Finally, to suggest that PILOT promotes, more than other languages, poor instructional strategy and design is specious. Over the years, I have seen more poorly designed lessons programmed in BASIC than any other language. I have also seen atrocious ones programmed in TUTOR, PASCAL, FORTRAN, and, yes, even in C.

James W. Woods
National Library of Medicine
Bethesda, MD
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SIMULATED EXPERIMENTS IN BIOLOGY CLASSES

Elizabeth H. Cooper
Biology Department, Glendale Community College, Glendale, Arizona

Members of the Biology Department at Glendale Community College are integrating computers into their teaching programs in a variety of ways including tutorial reviews, word-processing for lab reports, and simulations. I have developed several simulations for use in microbiology and genetics teaching.

In most introductory microbiology courses, students are asked to identify an unknown bacterium in a laboratory project that runs for several weeks. Because beginning students generally do not possess the skills necessary to handle pathogens safely, the bacteria used in the laboratory project are non-pathogenic. However, most, if not all, of the students in these courses are pre-nursing or pre-med students who have great interest in pathogenic bacteria. They would enjoy and benefit from a project that would enable them to identify pathogens. This prompted development of a simulation that allows beginning students to conduct experiments with pathogenic bacteria.

The pathogens program package was developed in BASIC for use on the Apple //e computer. The package consists of 2 graphics files and 7 text files including 2 random access files storing information for 17 species of...
bacteria and 14 tests. Unfortunately, the graphics are not in color.

The goals in designing this software were to simulate normal laboratory procedures as much as possible, to encourage students to follow a logical and systematic thought process, and to provide the user with as much flexibility and freedom as possible. I wanted the student to make choices and decisions and have as many choices to make as possible. As a result, the students decide which tests to run (Figure 1), observe test tubes as they appear before and after each test (Figure 2), and decide if the results are positive or negative. They determine whether identification of the bacterium is possible after each test and, if not, which bacteria can be eliminated from further consideration.

In a sense, the simulation provides more freedom than an actual laboratory project. In the lab, students run all the assigned tests in order to learn them. Some of those tests prove to be of value in identifying their specific unknown, while others prove to be of no value. On the computer, the students choose which tests to use and run only those necessary to make the identification. The number of tests run vary depending on the species being identified and the particular selections made by the student.

In the process of identifying their unknown, students observe the taxonomic process in action. Unfortunately, this observation is probably not made consciously or actively in most cases. Data collected during the experiment are recorded on data sheets to be handed in to the instructor. Beginning this fall semester, students will be asked to research their pathogen and write a brief summary of the infections and diseases that it causes. This will help to further integrate the computer experience with other course material.

GENETICS SIMULATION

The other simulations are intended for biology majors. Some biology majors wish to transfer to honors programs at the university level, but to graduate with honors, they must take several honors courses while attending community college. The number of honors students majoring in biology at Glendale is too small to justify separate honors sections. This means that the needs of honors biology majors must be met within the framework of the existing course. Honors work in biology should logically include additional experimentation. However, this could require considerable funds and space, both of which are limited.

Experimentation through computer simulations can circumvent these difficulties. I am in the process of designing a series of simulations packages to supplement the lab program and serve as the basis for additional reading and lab reports. These programs, too, are written in BASIC, but most are written for an IBM-PC compatible computer (AT&T) and employ color graphics.

One of these packages deals with genetics. The programs explore inheritance of traits, singly and in combination, and ultimately, will culminate in studies of crossing over and gene mapping. The programs utilize 14 different mutants of Drosophila selected randomly. Again, the experiments are designed to follow procedures that would be carried out in a real laboratory setting. Students must first learn to distinguish between male and female flies, then to recognize several mutants including their own. Two generations of crosses are made. The students identify phenotypes of the offspring and record the number of each type. Once initial data are obtained, as many as 50 additional crosses may be carried out. Ultimately, conclusions are drawn about the manner by which the alleles are inherited.

Rather than simply being told whether or not they are correct, a test cross is run so students can discover the answer for themselves. On the basis of their conclusions, students predict the offspring from a cross and compare those predictions with observed experimental results generated by the computer.

STUDENT RESPONSE

The simulations have been enthusiastically received by the great majority of students. There are a few each semester who are very uncomfortable with computers. Most of these are older students who have had little or no prior exposure to computers and approach them with great apprehension. An increasing number of the younger students have used computers at home or work and in other classes at school, and they are comfortable using them.

From student responses, it is clear
AT THE END OF THE TEST, THE BROTH APPEARED YELLOW WITH OR WITHOUT A BUBBLE

FIGURE 2. Example of computer screen showing the results of a test chosen by a student identifying a pathogen

that the microbiology students enjoy the pathogens program. They appreciate the questions incorporated into the program as an informal study aid for the lab quiz covering unknowns. They have also expressed pleasure with the identification process. Each student is required to identify one species on the computer. Twenty to thirty percent of the students go on to identify additional unknowns on their own "for the fun of it."

The genetics programs have not been used yet by honors students, but the first package has been tested by three biology classes. The majors who have used the program have responded with requests for more. Again, each student is asked to run one experiment, but most of the majors have run several out of curiosity. Certainly the stimulation of student curiosity is one of the most positive educational effects we can hope to achieve.

Even though there has been a very positive response by students to the simulations, it is difficult to judge how much they actually learn from the experience. I am currently attempting an analysis of quiz scores in microbiology to see if the computer experience raises scores. I doubt that statistics will reveal any significant difference in scores with and without benefit of the computer exercises.

SIMULATIONS AS A SUBSTITUTE FOR LABS
One serious limitation of computer simulations is that they do not give students the opportunity to develop manipulative skills necessary to conduct experiments in a real laboratory setting, and certainly, one of the major functions of a biology lab program is to train students in laboratory technique. This is one reason, among others, that computer experimentation is no substitute for laboratory experimentation. However, computer simulations can be very effective as an adjunct to lecture and laboratory programs, greatly enriching students' educational experience. Simulations permit students to carry out experiments that would be too risky, too expensive, or too time consuming to perform in the laboratory. They provide another learning device, one clearly enjoyed and actively sought by many students. Simulations provide an opportunity to review information learned in class, and even more important, they provide students with an opportunity to integrate ideas they have learned and to apply their knowledge creatively in new situations to solve new problems.

TEACHING CLINICAL MEDICINE USING COMPUTER ASSISTED INSTRUCTION

Michael E. Jones, John W. Mann, and Michael Aucone
C.A.I. Laboratory, The School of Medicine, The Flinders University of South Australia, Bedford Park, South Australia

Use of computers in teaching basic science subjects in medical schools is increasing. Those who teach subjects such as anatomy and physiology often spend most of their time in research, and the use of small computers in laboratory based research may well have eased the transition towards computer assisted instruction (CAI) in these disciplines. By comparison, those who teach more clinically oriented subjects frequently spend most of their non-teaching time in clinically oriented rather than laboratory oriented pursuits.

Accordingly, these teachers have often had less exposure to the microcomputer than have their pre-clinical colleagues and are less inclined to see the microcomputer as a useful teaching aid.

There are administrative reasons why the application of CAI to clinical teach-
ing should not be overlooked. The experienced clinician teaching the well prepared student at the bedside of a diagnostically interesting patient probably represents the most important part of a good medical education. Good clinicians who teach effectively are a scarce commodity, as are good teaching cases willing to tolerate students. If there are rate limiting processes in medical education, a major one is the confuence of the good clinical teacher, the appropriate patient, and the receptive student. Too often these potentially valuable sessions are less useful than they might be because the student fails to master elementary clinical skills. Many of these skills can be practiced in computer simulations. The role of CAI here is not to replace good bedside instruction, but to enable the student to benefit maximally from this scarce and valuable commodity.

It is important that CAI be seen in this light by clinicians because money is always short, and an important source of discretionary funds is the practice of clinical medicine. A medical school contemplating the purchase of microcomputers for teaching may well be financing them from funds generated by clinical departments. Not surprisingly, this can lead to some searching questions, raised by those who generated the funds, as to the usefulness of microcomputers in teaching clinical medicine.

POTENTIAL APPLICATIONS

Different branches of medicine require very different skills of their practitioners, but at the intern level, a common denominator is the early diagnosis and treatment of common diseases. This involves taking a history, performing a clinical examination, determining a differential diagnosis, and performing a series of supplementary tests to distinguish between plausible diagnoses. These, and the subsequent treatment, often require basic procedural skills such as the ability to perform a spinal tap. Superficially, there appears to be very little of this that can be simulated usefully on a microcomputer. Let us consider the process step by step.

The Clinical History

The clinical history is a basic series of questions asked of all (or most) patients, supplemented by further questions as the particular case requires. Difficulties that students have with history-taking fall into one of the following four categories.

1) The student forgets to ask a routine question.
2) The patient does not understand the questions but may randomly say 'yes' or 'no' anyway.
3) The student may not understand the patient's answer.
4) A patient's answer fails to prompt the student to ask supplementary questions because the student is concentrating so much on the act of questioning that he or she fails to appreciate the logical consequences of the answer.

Of these four common difficulties with the history, the computer can probably assist only with the last. The first problem may be difficult to tackle on some computers because 'free format' input is technically hard to interpret, so we have to prompt the student with a list of possible questions. Students do not forget to ask routine questions when prompted, so the simulation is unrealistic. The second and third problems are peculiar to human communication. Man-machine communication is, of course, often imperfect, but these difficulties are not a useful simulation of person-to-person communication difficulties. The first three problems are, in any case, best resolved by having the student practice taking a history from real patients.

The fourth problem with history-taking is by far the most difficult for students to overcome because it requires the student to sit down and think about the logical implications of an answer before phrasing the next question. It is much easier to ask a question than to analyse the possible implications of an answer. For the student, the problem is not simply one of logic, but one of social interaction. The student in the ward is usually at-ease with the patient, and a major concern is the maintenance of a professional image with all that it implies. To the student, it implies an easy flow of questions, smiles and reassurance, and above all, no embarrassing silences. Many students find it almost impossible to think analytically during the patient interview and are not prepared to interrupt the conversation to think in silence. Here, the simulated interview with the computer can be more useful than the real-life situation. There are no social disincentives to letting the microcomputer sit quietly while the student marshals his thoughts.

The Physical Examination

The second stage is the process of physically examining the patient. Here, the contribution of a computer simulation is very limited. The extent of chest movement, the presence of bowel sounds, the enlargement of liver or spleen, and the assessment of anal sphincter tone are representative of things that must be mastered at the bedside. The microcomputer is not an efficient tool leading to the mastery of these skills. Neither is the 'bells and whistles' approach of appending a plethora of peripheral devices to the computer such as tape recorders to present heart sounds and automated slide projectors to present visual information. These appendages may be mechanically unreliable and rarely present more than a small fraction of the necessary clinical information. A tape recording of heart sounds, for instance, give an imperfect idea of the extent to which a murmur radiates to the axilla and neck and trains the student to concentrate only on the sounds and not their relationship to the palpated carotid pulse or the visual clues in the neck veins. Many of these objections may carry less weight when microcomputers are reliably connected to a random-access video disc, but the...
principle will still be the same. Even in a predominantly visual field such as the differential diagnosis of rashes and skin lesions, the assessment of induration or skin temperature requires tactile information that audio-visual facilities cannot supply. It is a mistake to use computers in an increasingly expensive attempt to simulate patients unless the computer is intrinsically capable of being of more use as a teaching aid than a real patient. In general, the patient is far better at teaching physical examination than is a computer.

There is, however, one aspect of the physical examination in which the computer is better. It is analogous to the problem discussed earlier in history taking. When students perform a physical examination, the process often degenerates into something very similar to a dance routine in which ritual movements are performed with a minimum of cerebral input. Not only is the physical examination performed quite independently of the information obtained from the history, but pathological findings at one stage of the examination fail to alert the student to the possibility of abnormal findings elsewhere. A common example involves patients claiming to take beta-blockers as medication and the student failing to examine the fundi for hypertensive changes. Students often comment on the presence of ankle edema but fail to comment on the presence or absence of varicose veins.

The underlying problem, again, is that the student fails to recognize the significance of a physical finding and consequently fails to direct the physical examination accordingly. The reason for this, I believe, is not that students are universally stupid or lazy (as generations of attending physicians have unkindly assumed), but that they are too self-conscious to take time out to think while inconveniencing a patient with their presence. This is a major problem in teaching clinical skills, and it is one that persists well into postgraduate medical education. It is a problem that can be tackled effectively with CAI. The computerized patient management problem allows the student to digest the significance of one physical sign before seeking another. For example, if a simulated patient is hypertensive, the student needs to know the position of the apex beat and, if this is displaced, tracheal deviation and scoliosis should be sought. The value of the computer is not in teaching students how to take a blood pressure, palpate the precordium, or recognize a scoliosis, but to train them in the branching logical process that leads them to seek these physical signs. Commonly, when students demonstrate poor clinical skills, it is not because they are incapable of eliciting physical signs, but because they fail to seek them. That is the major unresolved problem in the teaching of clinical skills, and it is an area in which the computer simulation has much to contribute.

Differential Diagnosis
After taking an adequate history and performing the physical examination, the next step is the diagnosis, or failing that, listing a differential diagnosis. The extent to which the computer is seen to be useful here depends very much on how one believes a diagnosis is reached. As students, we often failed to progress from the data base of history and examination to the correct diagnosis until prompted by the attending or consultant physician. The consultant, impatient with our fumbling powers of deduction, would proceed to demonstrate how the application of elementary logic, together with a rudimentary grasp of anatomy and physiology, should lead even the feeblest mind to the correct diagnosis. Generations of medical students have come away from their ward exposure convinced of their total incapacity to think logically.

We all know that medical students are really quite bright and that doctors are past their intellectual peak by the time they reach consultant status. In fact, the arrival at a diagnosis is not so much an intellectual task as one of pattern recognition, rather akin to the process by which a three-year-old 'earns to distinguish between a cow and a horse. Humans are very good at pattern recognition. The clinician diagnoses heart failure not by a supreme intellectual effort but because one case looks very much like another. In a teaching hospital, one has no choice but to intellectualize this and explain to students the difference between right ventricular failure, left ventricular failure, asthma, and terminal emphysema. In much the same way, to continue the analogy above, one could devise a set of rules whereby someone unfamiliar with the countryside could distinguish between a cow and a horse (presence or absence of udder and horns, auditory data such as 'moo' or 'neigh'), but no one seriously imagines that a cowboy consciously applies such a set of rules when deciding which animal to saddle up in the morning. The experienced clinician makes common diagnoses by pattern recognition and intellectualizes this retrospectively for the benefit of students. It is a process of retrospective induction rather than one of deduction.

The implication of this for CAI is that the computer is unlikely to be able to simulate the diagnostic process because it cannot provide the spectrum of clues that contribute to the pattern, clues such as the cool, clammy palms and anxious look of the patient. These are things that the experienced clinician will note subconsciously.

Having said that, it is clear that neither the medical student nor the raw intern can hope to reach a diagnosis that way. Diagnosis by pattern recognition is only possible after a disease has been seen many times. Interns often have to diagnose correctly the first time they see some diseases, so they must be taught a method of diagnosis that is quite different from that which they will use later in their careers. Once it is accepted that the initial diagnostic process for students and interns is often qualitatively very different from that used by their seniors, the artificial scenarios created in computerized patient management problems begin to
look more attractive as a teaching aid. They encourage the student to maintain a differential diagnosis of plausible diseases and gather additional data in a manner that will maximize diagnostic information at minimal patient risk. The computerized patient management problem can quite realistically simulate, and teach, the optimal use of laboratory and other ancillary investigations to confirm or rule out diagnoses. Similarly, it can comment on response to treatment and the altered diagnostic probabilities that this implies. This is useful training, both for the initial diagnosis of uncommon diseases and for confirmation of diagnoses in common diseases. It is a mistake to assume that this simulates the process by which most common diseases are initially diagnosed in practice by senior clinicians. It is also a mistake, however, to imply that this seriously limits the usefulness of the computer in simulating the diagnostic process for trainees whose diagnostic processes are necessarily quite different from those of their senior colleagues.

WHERE'S THE SOFTWARE?

In the past, we have published several lists of life science software sources and programs or program areas available through them. The most notable, the result of a survey of 98 vendors by Beth Johnson, appeared in the July, 1985 issue. The following list is presented as the latest in a continuing effort to make colleagues aware of potential resources. As in the past, no attempt has been made by NRCLSE to review these materials. In future lists, after our planned peer critique mechanism is in place, indication of reviews will also be presented.

This month's software entries were presented at the 1986 meeting of the Federation of American Societies for Experimental Biology (April, 1986) or at the recent Congress of the International Union of Physiological Sciences (July, 1986). The content area is primarily physiology.

If you have found specific software helpful in your teaching efforts, please let us know about the program(s) and supplier(s) so that we can make this information available through future Where's the Software lists. Send pertinent information to Dr. Harold Modell, NRCLSE, Mail Stop RC-70, University of Washington, Seattle, WA 98195.

Drs. Joel Michael and Alan Rovick
Department of Physiology
Rush Medical College
1750 West Harrison Street
Chicago, IL 60612

CIRCSIM
Cardiovascular Physiology simulation
CIRCSYS
Cardiovascular Physiology lesson
REFLEX
Cardiovascular Physiology lesson
FLUID COMPARTMENTS
Physiology lesson
LENGTH-TENSION
Simulated Physiology laboratory
FORCE VELOCITY
Simulated Physiology laboratory

Dr. Joseph Boyle
Department of Physiology
New Jersey Medical School
100 Bergen Street
Newark, NJ 07103
(201) 456-4464

PUFT
Calculates predicted values for common pulmonary function test after patient data are input.
CIRCSYST
Simulation based on ventricular force:impedance and the Guyton right atrial pressure:cardiac output relationship
CAPEXCH
Covers factors involved in the Starling Hypothesis determining filtration and reabsorption of water through the capillary endothelium.
RESPSYS
Respiratory Physiology simulation
GASEXCH
Simulation dealing with gas exchange

at the lungs and at the tissues
EKGTUTOR
Developed in association with K.J. Friedman, J. Black and G. Robinson. Utilizes graphics and simulation to teach basic EKG theory.
ABGAME
Acid-base tutorial in a game format

Dr. P. C. Specht
Department of Pharmacology
Puerto Rico Medical School
GPO Box 5067
San Juan, PR 00936
(809) 753-4731

CVMODL
Cardiovascular simulation

Dr. James Randall
Department of Physiology
Myers Hall
Indiana University
Bloomington, IN 47405

Basic Electrophysiology simulations
Basic Cardiovascular simulations
Human-80
Integrated systems physiology model

Dr. David Bashor
Department of Biology
University of North Carolina at Charlotte
Charlotte, NC 28223

INSULIN
- Physiology simulation

HH, HH2PULSE
- Hodgkin-Huxley simulations

MCNEURON
- Neuron model

LOOP
- Counter-current multiplier simulation

Dr. Harold Modell
NRCLSE
Mail Stop RC-70
University of Washington
Seattle, WA 98195

Simulations in Physiology - The Respiratory System
A series of 12 simulations covering respiratory mechanics, gas exchange, chemoregulation of respiration, and acid-base balance

Dr. Harold Hempling
Department of Physiology
Medical University of South Carolina
Charleston, SC 29425

Exam generator

Dr. C.J. Dickinson
Department of Medicine
St. Bartholomew's Hospital Medical College
West Smithfield, London EC1A 7BE
United Kingdom

MacPUFF
- Simulation of the respiratory system

MacMAN
- Cardiovascular Physiology simulation

MacPEE
- Renal Physiology simulation

MacDOPE
- Pharmacology simulation

MacMAN
- Cardiovascular Physiology simulation

MacPEE
- Renal Physiology simulation

MacDOPE
- Pharmacology simulation

Model of oxygen and CO2 transfer between alveolar air and blood

Dr. Richard Meiss
Department of Physiology and Biophysics
Indiana University School of Medicine
635 Barnhill Drive
Indianapolis, IN 46223

Skeletal muscle mechanics
6 program set of simulations

Dr. Carl F. Rothe
Department of Physiology and Biophysics
Indiana University School of Medicine
635 Barnhill Drive
Indianapolis, IN 46223

Cardiovascular interactions

GRADEBK
- Program for the analysis of a large set of grades

Instructional Simulations
Nils Peterson
Computing Service Center
Washington State University
Pullman, WA 99164-1220
(509) 335-0411

CVSAD
- Cardiovascular Physiology simulation

PML
- Pulmonary mechanics lab
DEVELOPING COMPUTER ASSISTED INSTRUCTION FOR ANATOMICAL SCIENCE EDUCATION

Bruce J. Murphy

Discipline of Anatomy, University of Osteopathic Medicine and Health Sciences, Des Moines, Iowa

The most common mode of anatomical science instruction in medical school is the lecture and laboratory format. While this format has been generally adequate for mass education, increased student enrollments, decreased curriculum time, availability of anatomical materials, and faculty constraints have made it progressively more difficult for students needing remedial help to obtain it. The Discipline of Anatomy at the University of Osteopathic Medicine and Health Sciences had a requirement for a mechanism to provide efficient remedial instruction. This mechanism needed to promote problem-solving and provide
visual re-enforcement to text but in an individualized and private learning environment. Consequently, the possibility of utilizing computer assisted instruction (CAI) to enhance and supplement first year medical anatomical science courses was explored by the Discipline. This paper details the development of our anatomy software.

Although the University maintained a data processing center containing a mainframe computer, the center was not used because of its inaccessibility to both faculty and students. After considerable evaluation, the hardware selected for CAI was the Apple II family of microcomputers with supporting peripheral devices. This choice was due to the wide selection of existing software. However, it was soon learned that, although there were considerable clinical and physiological simulation programs available, there was a lack of adequate microcomputer software in the anatomical sciences. This meant that we had to contract with a third party to develop materials, utilize authoring software, or have faculty invest their time in acquiring programming skills.

Interested faculty decided to learn to program their own software. This decision was based on the high cost of consultants and the need for considerable pictorial input. It was felt that most commercial programmers were unfamiliar with designing complex computer graphics, especially those relating to the human form. Other factors to be considered were the selection of a programming language, the number of disk drives to be used, and memory requirements. Of the various programming languages or authoring systems designated for the Apple, experimentation showed that, initially, BASIC would be the optimal language using DOS 3.3 and 5 1/4” floppy disks. Only a single drive would be used. Each program on a disk would require no more than 64K of memory.

SOFTWARE DEVELOPMENT

To develop CAI program content, the teaching faculty initially reviewed their instructional materials, defined the specific subject matter, and then established definitive objectives for the material. Based on student needs, programs were developed first in Gross Anatomy, then in Neurosciences, and finally in Histology. Of the three primary forms of CAI, Drill and Practice, Simulation, and Tutorial, only the first and last forms were considered appropriate for our first year students. Thus, faculty efforts were focused on developing tutorial software followed by drill and practice programs in the tutorial content areas.

As software development proceeded, faculty constructed their programs using a modified Mastery Oriented Teaching Unit (MOTU). Each disk covered a broad topic and contained several MOTUs pertaining to that topic. Technically, structuring text was fairly easy, but producing quality illustrations consumed more faculty time than anticipated. Text was designed first, and the illustrations were added later. In the interim, students were provided with a printed set of pictures keyed to the text. The original graphics were drawn with an Apple Graphics Tablet using "The Complete Graphics System" by Penguin Software. Although several illustration programs were evaluated, this software system was found to be easier to use, giving superior control over the drawing procedure. The pictures were stored on the disk in an 8K format, but this drastically reduced the number of MOTUs that could be housed on a single disk. Updated editions of "The Complete Graphics System" allowed storage of images in either the 8K format or in a packed format. The packed format reduced the storage space to nearly 4K, thereby freeing up considerable space on each disk. The limitation of BASIC graphics commands also became a problem. As programs became more sophisticated, it became necessary to use pokes and short machine language routines to set text and graphic switches and to make more efficient use of memory. Descriptions by Heiserman and Stanton provided the best resource material. These routines allowed freer control of graphics displays on multiple screens and better interaction with text material.

Feedback is an important part of self-instructional media. To provide students with an indication of their level of performance, review questions were added to the end of each text sequence. Questions were either simple True/False or Multiple Choice. The open-ended type of question was avoided due to the high probability of spelling errors. If the student did not answer a question correctly, the program presented clues that provided guidance to the correct response. To provide positive re-enforcement, a screen indicating "You're Correct!" or "That's Right!!" was presented after each correct response. If too many questions were missed, the student was sent back to the beginning of the MOTU.

The acceptable level of student performance on each program was determined by the authoring faculty member. Each student was required to enter his or her name which was recorded on the disk. Evaluation consisted of students taking a pre-test before presentation of the material and a post-test at the conclusion of the program. Students' pre- and post-test scores were also recorded on the disk. This allowed faculty to track the progress of individual students.

PROBLEMS ENCOUNTERED

There were few problems implementing this type of software among students. However, many students were unfamiliar with computers. To orient students initially, directions were printed on the disk sleeve. Later, students were oriented to computer use during the first week of classes. Other problems arose because some students, trying to break into the programs, caused disk crashes or erasures. The Apple Security Program was later used to prevent tampering, but after the graphics were added to a disk, this program no longer functioned properly. As a low level program protection mechanism, the disk operating system was altered by delet-
ing direct commands. The "reset" key was programmed to re-boot the disk at any attempted interrupt. These changes were accomplished by finding the right combination of pokes by trial and error. A more common problem was the use of fictitious names on the pre- and post-tests.

Some students felt that the review questions in the MOTUs reflected the questions on regular course exams. Enterprising students copied the MOTU questions and answers, then distributed them to their classmates.

SYSTEM EVALUATION

This system has now been in use for nearly three years. It has been evaluated via two routes. First, students were asked to complete an evaluation of each program disk as it was used. They were asked to identify problems, rate effectiveness, ease of use, and provide comments on MOTU content. In general, programs were highly rated. Students frequently requested shorter program loading times, a means to return to previously displayed text, and animated graphics. Based on these recommendations, programs now use the left and right arrow keys to either advance or backup the text. The illustrations are loaded behind the appropriate text screen. By pressing the "P" key, the student can switch between graphics and text. Loading time has been decreased by using the Diversi-DOS program.

The second evaluation method used was a comparison of pre- and post-test scores with course examination grades. It was found that students using the programs scored at a level on course exams consistent with their performance on the programs. During one summer, fourteen remedial students were strongly encouraged to use the software. Those not utilizing the software continued to attain unsatisfactory examination scores.

RESPONSE TO THE OVERALL PROGRAM

The student response to these programs has been enthusiastic and overwhelmingly in favor of continued efforts. Not only are medical students using the programs, but the University's allied health science and podiatric medical students are now also studying the programs. Students seem to enjoy the self-paced nature of the software, the immediate feedback, and especially the graphical capabilities. For better student accessibility, more computers were put in the University's library, and a CAI media center was established. The student honor society has now purchased an additional computer for the media center.

The effect on faculty has also been positive. The University has now recognized program development as equivalent to research publications, thereby encouraging and rewarding faculty efforts.

REFERENCES


PLANNING AND DEVELOPING A MICROCOMPUTER LABORATORY FOR USE IN A COMMUNITY COLLEGE BIOLOGY CURRICULUM

Dorothy Wooley-Mckay
Department of Biology, Glendale Community College, Glendale, Arizona

During the last four or five years, the use of computers for simulations, tutorials, self tests, etc., has become more and more important in the Life Science curriculum. Students seem to like tutorials, and simulations can be used to mimic laboratory situations that cannot be performed in a community college biology laboratory.

At Glendale Community College, we are fortunate to have a microcomputer laboratory dedicated for use by the biology and psychology departments. Implementation and construction of this microcomputer laboratory has been a long and expensive process. This article is an attempt to trace the history of the development and implementation of our microcomputer laboratory.

Use of computers in Human Anatomy and Physiology laboratories was begun spring semester, 1982 with programs on the oxyhemoglobin dissociation curve and acid-base balance. These programs became part of the Simulations in Physiology - The Respiratory System package. Use of the programs met with some difficulty because there were no microcomputers on the Glendale Community College campus, and I had to bring my own Apple II+ from home to the laboratory. Use of the programs was very worthwhile. I felt that
the instructional value of the programs was worth the hassle of bringing my computer from home to school and back. In addition to increased student understanding of the oxygen hemoglobin dissociation curve, and, later in the course, the various variables involved with acid-base balance, the programs served as an excellent starting point for classroom discussions.

IMPLEMENTING COMPUTERS IN THE CURRICULUM
Two key factors aided the implementation of computer use in the Biology Department and Glendale Community College. In the fall of 1982, the College Computer Committee was formed. It consists of faculty members representing clusters of various departments. The committee is very active, and committee members are instrumental in helping the Biology Department set up a mini-microcomputer laboratory. The second factor was an influential member of the Glendale Community College Biology Department who originally could see no use for computers. After attending a workshop on Apple II computers, he was "turned on" and became an important voice for the adoption of microcomputers in the Biology curriculum.

During the 1982-83 academic year, planning for future use of both microcomputers and the mainframe computer was the main thrust of the Computer Committee. Our planning was hampered by the fact that very little money was available for purchase of equipment. However, enough money was allocated to purchase three Apple II computers for use by the Biology Department beginning fall, 1983. Initially these were placed in the offices of three faculty members. Because we had no space dedicated to a microcomputer laboratory, the computers were put on carts and moved to the laboratories if needed for instructional purposes. There was still very little interest in using computers on the part of most of the faculty. The understanding between the Biology faculty and the Chairman of the computer committee was that the three Apples would be placed in a Biology-Psychology-Nursing computer laboratory beginning in the fall semester, 1984. We made plans to do this by converting a room used for special projects into a multipurpose room.

In the fall of 1984, a total of seven Apple // computers and one or two IBM PCs were placed in the room designated as the multi-purpose room. Projectors for use with slide-tape modules written by members of the Biology Department were also placed in this room.

SOFTWARE DEVELOPMENT
Once the microcomputer hardware was in place, the search for software started. At that time there was little or no software that we considered suitable. Therefore, we were forced to write our own. Some software was developed by individuals on their own time, and some development was supported financially or with release time by Glendale Community College or the Maricopa County Community College District. Software developed includes:

- A slide-show format tutorial on excitation-contraction coupling;
- A slide-show format tutorial on various aspects of nervous system physiology;
- A simulation of contraction of rabbit psoas muscle;
- A program on anatomical terminology;
- Two programs on identification of microorganisms;
- A program dealing with Drosophila genetics;
- Several statistical programs.

CONTINUING EFFORTS
We continue to progress with the expansion of our computer laboratory. For fall, 1986, we should have a total of 10-12 Apple II computers, 6-12 Apple Macintosh computers, and 6-12 MS-DOS machines (IBM clones). The IBM clones and the Macintoshes will be connected to an Apple LaserWriter. The Apple //s will share dot-matrix printers. The room will also be used for the slide-tape modules, and microscopes will be available for extra histology study for Anatomy and Physiology students. The room is being completely redesigned to accommodate its present use as a multi-use and microcomputer laboratory for the Biology and Psychology Departments. It will be open for student use 8-12 hours/weekday and 4 hours on Saturday. We continue to write our own software.

All of the Biology Department faculty will have a microcomputer of their choosing in their offices by fall semester, 1986. These will be used for a variety of purposes, including writing or rewriting lecture notes, making handouts, writing tests, and grade-keeping.

Obviously, we believe that all of these programs add a great deal to our instructional program. It is possible to implement certain laboratory activities on microcomputers that are impossible to do in a regular laboratory situation. Students like to use computers. I have wondered about the immense interest shown by students in the tutorials. They will sit down and read text on the computer, but they do not read in their textbooks. I have a theory that, since present-day students have "brought up" learning from "tv," the computer monitor seems comfortable and natural. Perhaps this is a sad commentary on education, but if the use of computers is effective in the learning process, then by all means, we should pursue this use.

REFERENCES
JANUS - A COMPUTER INTERFACE BETWEEN LABORATORY AND LECTURE

Ruth M. Sprague

Department of Anatomy and Neurobiology, The University of Vermont College of Medicine, Burlington, Vermont

Throughout many years of teaching, I have noted that many students tend to compartmentalize information obtained in lecture and laboratory. They have difficulty putting together the separated lecture material on physiology and anatomy with the structural material presented in the anatomy laboratory because the two, lecture and corresponding laboratory, are separated from each other by days or even weeks.

The Human Anatomy and Physiology undergraduate course at this university consists of three hours of lecture per week and one three hour laboratory that alternates between anatomy and physiology. The anatomy laboratories, which include both microscopic and gross anatomy, are planned and taught by me. The enrollment for this course is approximately three hundred students, and it covers two semesters from September to May.

Working one-on-one or with small groups, I could help some students bring lab and lecture information together into a cohesive whole, but I could not reach all of the students to impart interconnecting concepts. A vision of the god Janus, with one face toward the lecture and one toward the laboratory, suggested the adaptability and practicality of a computer programmed with a review of lecture material that would be accessed in the laboratory. The computer would direct students toward the best of all graphics, the cadaver, histological slides, models, and demonstrations that related to the lecture material.

MATERIALS AND METHODS

The vision became a reality when a computer grant from the Tandy Co. was awarded. It consisted of two TRS Model 4 computers and Author I software, a course authoring system that quickly enabled me to put most of the substance of the lectures on disks in a form that directed students toward the laboratory material at appropriate times. Author I's limited graphic capabilities were no drawback because the structural material was right there in the laboratory. The page-by-page material offered by the computer, to be taken at the student's own pace, interfaced with the lecture and laboratory information, and questions included in the program reinforced the student/computer interaction.

The computers were available to the students from 8 AM to 5 PM each weekday and until 8 PM on Wednesday. Weekend hours were added at the student's request. Students using the computers had to identify themselves by signing in. They were told that their names would not be used but that they would be included in the computer-user group for statistical evaluation of the Janus program.

To assess the effect of computers in the anatomy laboratory, two populations of students were identified. One group, COMPUPRO, used the computers, and the other group, COMPUCON, did not use the computers.

Four numerical grades for each group were analyzed statistically. These data included the final grade for the semester (100%), the final exam grade (50%), the anatomy laboratory quiz grade (20%), and the physiology quiz grade (20%).

In addition, grades received on an exam given just prior to using the computers in the lab were analyzed for these same groups. Finally, to determine if a greater number of the computer user group were already performing at the top grade levels, a t-test was performed on the pre-computer exam grades of those students in each group who earned at least 40 points out of a possible 50 (grades of 80 to 100%).

The final grade for the semester was calculated on the basis of performance on three examinations, the anatomy laboratory, and the physiology laboratory.

Student's paired two-tailed t-test was used to determine if the difference between the two groups was statistically significant.

Log books were placed with each computer in the laboratory so that students could make comments or corrections on the lessons.

RESULTS

Results of the comparisons are shown in Table 1. Students consistently performed better in all assessment categories after using the computers. However, when compared to the remainder of the whole class, this group also scored higher in the semester exam given before computers were used. Further comparison to determine if the COMPUPRO group was made up mostly of students who were already performing well indicated that this was not the case.

Computer log books contained many positive comments from student users, no negative comments, and some very helpful suggestions or corrections.

DISCUSSION

The objectives of the Janus interface project were met, and some additional benefits and insufficiencies that had not been anticipated were identified. Although only 37% of the class used the computers, the response of those who used them was excellent.

Some of the reasons given by the non-users were lack of time needed to come into the lab, fear of using a com-
computer didn't need extra help, and put it off until it was too late. The reason given most often by students not using the computer was that they could never find a free computer to use. Two computers just were not enough for this sized class.

The competition for the computers did, however, bring students into the lab to wait for a computer to become available, an unanticipated bonus. While they were in the lab, they studied the demonstrations and found others with whom to study. This extra lab time is reflected in the statistics.

The results of the test scores shown indicates that a significant difference exists between the grades of the computer users (COMPUPRO) and non-users (COMPUCON). As a control, exam grades by the two groups prior to the arrival of the computers were compared. The results show that the computer users scored higher than the non-user group (P<.05). This may indicate that the user group would have a slightly higher average than the non-user group even without computers.

Therefore, another comparison was made in order to see if the use:group was not over-populated by nor-

<table>
<thead>
<tr>
<th></th>
<th>Final Semester Grade</th>
<th>Final Exam Grade</th>
<th>Anatomy Grade</th>
<th>Physiology Grade</th>
<th>Prior Semester Grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMPUPRO</td>
<td>82.5</td>
<td>40.1</td>
<td>17.8</td>
<td>18.2</td>
<td>34.7</td>
</tr>
<tr>
<td>COMPUCON</td>
<td>76.4</td>
<td>35.3</td>
<td>16.9</td>
<td>17.6</td>
<td>32.5</td>
</tr>
<tr>
<td>Standard Error of Mean Difference</td>
<td>1.19</td>
<td>0.94</td>
<td>0.30</td>
<td>0.20</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Probability: <.001 <.001 <.01 <.01 <.05

Does this mean that machines are superior to or should replace teachers? Of course not. The Janus interface shows how a teacher's ability and experience can be extended to "change, acquire, improve or alter performance"...and lest we forget, we are teaching machines as well - human teaching machines.1
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Compiled by H. Modell
The use of computer simulations in life science teaching has been a frequent topic in the pages of this newsletter. A number of simulations dealing with different biological systems have been described, usually with a focus on the approaches taken by the author in the design or use of a specific simulation. In this article, we will present some general ideas about the design of biological simulations by comparing three quite different simulations recently described at an international meeting.

On July 16, 1986, a symposium entitled "Computer-Assisted Learning in Physiology" was held as part of the XXX International Congress of Physiological Sciences. The goal of the symposium was to present innovative uses of the computer in teaching physiology at the undergraduate and professional levels. Three of the speakers discussed quite different approaches to the design and use of simulations for teaching physiology. A consideration of the similarities and differences between these approaches will illustrate several important features that contribute to the successful use of simulations in teaching the integrated function of complex sys-
tems such as those encountered in all of the life sciences.

The three papers focused on using large-scale simulations to understand the dynamics and interactions characterizing physiological systems; explicit teaching and problem solving for learning integrative physiology; and emphasizing the relevance of the basic sciences through a computer assisted patient simulation.13

THREE APPROACHES TO PHYSIOLOGICAL SIMULATIONS

In the first presentation, Dr. C.J. Dickinson discussed a series of simulations originated at MacMaster University. These models, most notably MacMan,5 dealing with the baroreceptor reflex controlling blood pressure, and MacPuf,2 a cardiopulmonary simulation, consist of fairly "naked" simulations. A simple interface allows users to vary parameter values and even alter the structure of the system. Outputs are displayed as data plotted on various axes and as tables of data. In MacPuf, an inspect option is available that allows examination of more than 100 parameter values in a tabular format.

In both of these programs, the user has complete freedom to design and perform any protocol within the input/output capabilities of the model. Obviously, even with only five controllable inputs in MacMan, the number of possible experiments that can be performed is very large, and only a small subset of them will be of any teaching value in a particular setting. Therefore, the "Mac" series of simulations are most often used in conjunction with some kind of laboratory manual that describes or suggests particular experiments to be attempted.

These simulations have no educational objectives built into them, and there is no didactic interaction between the user and the program about the significance of the physiology that is revealed. As in the more traditional wet lab situation, laboratory instructors are needed to guide students by asking and answering questions so that a positive learning environment is ensured.

Dr. Kenneth Campbell also described models of the cardiovascular system.1 In these programs, the focus is on the mechanical interaction between the heart as a pump and the circulation rather than on regulation of the system. The user interface has been specifically designed for computer-naive students, and it makes use of icons to represent functions. The outputs of the model are displayed pictorially and graphically, with particular attention given to presenting these displays in ways that convey meaningful information about system function to learners.

The model employed has been built in a modular fashion so that the complexity of the intact system is approached one step at a time. Thus, users are more or less constrained to begin with the elementary pieces of the system and proceed in a specified order until the complete system is being examined.

The very construction of the model, then, follows from a careful analysis of how students can best learn the complexities of the system. In this sense, there is considerable teaching built into the system. However, the actual protocols followed by the user at each step are not specified, and the user must make the necessary choices.

As in the MacMaster series, there is no didactic interaction between user and program about the physiology being revealed. Thus, a laboratory manual is also required to direct student use of this program.

Dr. Ron Neame presented a simulation that differs from those just described in two fundamental ways.13 Most obvious is the fact that a patient with a medical problem rather than an experimental setup is simulated. Not obvious, but just as significant, is the fact that this model is constructed on a data base that contains the information describing the patient's state. The previous simulations are based on mathematical equations describing the operation of the biological system of interest.

Thus, the goal for the user is to determine the nature and underlying cause(s) of the patient's problem rather than to perform an experiment. This "diagnostic" process is accomplished by some-what free exploration of the available data base. A menu-like series of lists is presented to the student, and after choices are made at several levels, the user is presented with the information being requested. The structure of the data base corresponds to the various ways medical information is acquired and structured by physicians, but the user is not constrained to follow any particular approach to solving the problem.

At any time during the exploration of the problem, the user may choose to exit the program. The program then, in effect, debriefs and critiques the student about his or her approach to the problem. At this stage, the program strongly reinforces the goal of understanding basic mechanisms, rather than assigning labels to conditions, and provides specific directions for future learning.

Thus, unlike the previous simulations, this program has specific didactic feedback built into it that is intended to ensure a worthwhile learning experience for the user. Like the other simulations, it, too, calls upon the student to integrate large bodies of information and use this information for solving problems.

ISSUES IN DESIGNING A SIMULATION

A comparison of the three models described here suggests that simulations can vary along several dimensions. These include the level of complexity of the system being modeled, the nature of the modeling process employed, and the degree to which learning objectives are explicitly built into the program.

Decisions related to model development require certain questions to be asked about the intended educational uses of the simulation.10,11 What lesson is to be taught with this exercise? What is the general background and/or educational level of the intended audience? What do the students already
know about the system to be modeled and its functions? How sophisticated are the users about modeling and computers? In what educational setting will the simulation be used?

The three programs described here clearly illustrate two different design philosophies reflecting different educational objectives. The MacMaster simulations and the patient simulations of Neame represent large-scale models that require the student to deal with the full complexity of the system being studied. Campbell’s program, on the other hand, specifically forces the student to build up to the full, complex system from a simpler beginning point, one step at a time. Neither approach right or wrong, but each is probably most appropriate for only some audiences or for use with some educational objectives. Thus, the first questions that must be asked deal with educational issues, not modeling per se.

A word of caution is in order. Mathematical models developed for use in research environments have certain requirements for accuracy and comprehensiveness (complexity) that do not necessarily apply to the models used in teaching. In an educational environment, the relevant criterion is whether the models correctly simulate those phenomena that are to be taught to the student users. Do not be persuaded to build a complex model just for the sake of completeness, and do not hesitate to develop a model just because it would be impossible to include all aspects of the system.

How the simulation is approached depends on several factors including the designer’s skills as a modeler and the availability of useful models in the literature. It also depends on how the simulation is intended to be used. If the intent is to use the simulation with a set of predetermined protocols, as is effectively the case with Neame’s patient simulations, it may be adequate to use a data base from which the desired outputs can be drawn. Certainly, in the absence of analytical (mathematical) descriptions of the system, this may represent the only workable approach. On the other hand, if the protocol is to be defined by the user, as is the case in the MacMaster simulations, some kind of mathematical description of the system is needed to allow users freedom to define the experimental conditions. Even here, however, a variety of approaches to generating models can be adopted.

Frankly, whatever approach will provide the outputs needed to realize the educational objectives of the exercise ought to be adopted. Again, the important issues are educational, not technical, in nature.

The issue of how much of one’s educational objectives ought to be built into the program is as much a matter of individual style as it is of educational substance. If one of the design goals takes advantage of one of the strengths of CBE—ad lib, repeated access to a learning experience by providing a standalone program that can be used by a student without any faculty intervention, it is essential that some teaching be a part of the experience. Otherwise, the user is likely to have very busy fingers but a very inactive head.

On the other hand, if the program is intended to be used in a faculty directed setting, little or no teaching needs to be built in although it may still be profitable to do so. But here too, the exact educational setting in which the programs are to be used is important. A program meant to be used as a lecture aid or in a discussion setting needs less didactic output than might a program to be used in a laboratory setting. After all, unless the student/faculty ratio in the laboratory is one, students will spend most of their time working on their own.

The question of how much didactic interaction or commentary to include should also be influenced by the complexity of the model. A simulated experiment involving a complex biological system may require more didactic feedback than does a simpler model, even if it will be used in a faculty directed setting. The very complexity of a model with a multiplicity of inputs and outputs can make using the program difficult for the novice and certainly makes even elementary interpretation of system function difficult.

SUMMARY
Three categories of educational questions outlined below must be addressed by an author of a teaching simulation.

1) Intended audience. What is the intended audience and what are its characteristics? How experienced are the students with mathematical models and/or computer simulations? What is their level of knowledge about the biological system to be studied? Is the program aimed at several different audiences?

2) Intended objectives. What are the educational objectives of the exercises? What is to be taught, or what are the students expected to learn?

3) Intended setting. Will the program be used in an individual or group setting? Will the program be used in multiple settings?

Only after explicit answers to these questions are available does an author need to consider what aspects or components of the biological system ought to be modeled, whether to utilize a mathematical model or a data base approach to the simulation, and how much or little explicit teaching to build into the program.
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THE EVOLUTION OF A MICROCOMPUTER CENTER

Michael A.J. Collins
Department of Biology, Memorial University of Newfoundland, St. John's, Newfoundland, Canada

I first became interested in the use of computers in teaching while attending the American Biology Teachers' Annual Convention in 1981 where I listened to several talks on computer-based education (CBE). One of these talks, given by Ted Crovello, especially helped to convince me of the usefulness of the computer as a teaching tool, and I returned home from the convention with the intention of using computers in my teaching.

On my return, I convinced my department head of the usefulness of computers as teaching tools and, with his permission, ordered a number of biological software packages. Since the department did not own an Apple II+ microcomputer, the machine on which most commercial biology software ran at that time, I had to make arrangements to borrow a machine and come face-to-face with my first microcomputer. After having had to get a friendly computer user to show me where the power switch was located and how to insert a disk properly into a disk drive, I was off on my microcomputing way! Very quickly, the major 'barrier to using computers in teaching became evident. The commercial software was either dreadful or not on a level appropriate for the students I was teaching. As a result, I reluctantly abandoned the idea of using commercial software in my teaching.

I still had not entirely given up the idea of using computers, but what was the next step? I had absolutely no knowledge of computing languages and didn't have the time to learn any. Perhaps, however, I could learn enough about BASIC to program some simple multiple-choice tests. I tried but quickly realized that there was more to programming than just composing test questions. For example, how did one store tests on a disk or store and retrieve student marks? It was at this point that fate luckily dealt a helping hand, for on scanning a new copy of a scientific supply house catalog, my eyes espied a commercial test production package that seemed to contain just about all the features I would ever need!

THE FIRST EXPERIMENT

The next step was to get the test package. But more importantly, something to run it on, since I could hardly expect to keep borrowing a computer from another department. I, therefore, submitted a proposal to the Office of Junior Studies, which administered first year courses, to run an experimental section of one biology course in the fall semester. This experimental section would take weekly computer tests before taking the written tests common to all classes. The experiment would be proclaimed successful if this class achieved higher mean test scores than the other classes. My proposal was accepted, and I was given a grant of $5500, sufficient to purchase an Apple II+, two disk drives, a monochrome monitor, and a printer. The seeds for the beginning of our present Biology Microcomputer Resource Center were sown, even if I didn't realize it at the time!

When the equipment arrived, the next problem surfaced! I realized that I would have to become an expert at assembling computer equipment that was often supplied with less than ideal instructions. Finally, in late August, equipment and software were ready and working and waiting to be used, all as-
mented on a table in my office, which, for the time being, was to be the site of the experiment.

This first experiment was tried with one of six classes, the others being used as controls. Fortunately, the experiment was very successful, and a report on the project, together with analyzed data and conclusions, was forwarded to the Office of Junior Studies. A request for funding for a second computer and an office-size room to house the computers was also submitted.

It was at this time (December, 1982), that I decided to produce some of my own computer-assisted learning materials, but I was at a loss as to which computer language to use. A colleague suggested that I look at Pascal and PILOT. A visit to the local Apple dealer showed that PILOT was cheaper and had less documentation to go with it, so, as luck would have it, I bought ApplePILOT. A quick reading of the documentation convinced me that PILOT was just what I was looking for, and I spent most of the Christmas vacation reading the approximately 400 pages of accompanying documentation.

During the winter of 1983, several of these PILOT units were ready to be used. Consequently, the students in one of my classes not only had weekly tests but also had the opportunity of using these learning units instead of attending lectures. An analysis of student performance on the weekly tests clearly demonstrated that students who used the learning units did as well as or better on relevant tests than students not using the units. These results were then used in support of a request for a third computer.

THE SEEDS GROW
Up until this point in time, I had been basically all on my own, doing the programming, maintaining the machines, changing disks for students, and administering tests. However, at the beginning of the fall semester, 1983, the situation changed drastically. A second faculty member decided to use the weekly tests and to cooperate in an experiment involving two classes. In addition, a technician within the department was given the added responsibility of maintaining machines, processing orders, and completing similar tasks. Further, I was allowed to hire a person specifically to manage the room containing the computers. This semester was also a landmark in that I presented a paper on my computer-related work at an international conference.

With more students using our 3 machines, and more and more faculty expressing an interest in computers, and with several conference/seminar presentations to my credit, I was encouraged to apply for a major grant to obtain enough equipment to run a completely equipped resource center containing microcomputers and audiovisual aids. The main argument of the application was that such a help center would enable more of our academically weaker students to enter the regular courses without having to first take a remedial course. This would reduce the number of instructors required for teaching the course. The money saved in hiring instructors for this course would be more than enough to pay for the center. The application was sent to the Academic Vice-President, and the grant was approved with an accompanying request that funds be made available to convert a little-used set of rooms within the department into a microcomputer resource center.

The next six months was a time of hectic activity with the technician and myself searching through catalogs, telephoning suppliers, obtaining quotes, placing orders, and checking incoming purchases, all in addition to our regular work. During the summer, I drew up plans for a permanent home for the computers, and after many discussions with University design staff and after numerous revisions to the plans, the space for the center was renovated.

I then had to search for furniture for the center. Being limited to used furniture stored on campus, I chose individual student study carrels previously used in the library to serve as computer work stations.

By the end of August, the center was completed and ready for use. In the meantime, I requested a full-time manager for the center, and this request was also granted.

THE BIOLOGY MICROCOMPUTER RESOURCE CENTER
The Biology Microcomputer Resource Center opened its doors to students in September, 1984, and in that first semester, it served up to 200 students each week. Most of these students used the weekly tests in the center, and a smaller proportion used the specially developed learning units. Very little use was made of the small amount of commercial software we had bought, and there was only minimal use of the audiovisual resources, mostly slide-tape programs, that we had bought for the center.

Since that time, the center has gone from strength to strength. Last semester, we had almost 700 registered users of the center, and we employed two students to help the manager on a part-time basis.

We have publicized the Resource Center through articles in internal campus publications and even on a local radio program to give it a higher profile within the University. The center has been visited by instructors from a number of other University departments and also by instructors from other local post-secondary educational establishments. We have also received a number of requests to give talks, demonstrations and the like from local computer clubs, educational organizations, and school boards, all of whom we try to accommodate. Our guiding principle is that the more visible the center is, the more likely it is to attract funds, and the less likely it is to succumb to budget cuts!

LESSONS LEARNED
What lessons have we learned from the evolution of this center that might be of help to others who are about to start on the same lengthy path? Conditions vary greatly from institution to institu-
tion, but it is likely that many, if not all, of the points presented below will apply equally to all institutions.

- The most important prerequisite to getting CBE off the ground is a supportive administration, preferably financially supportive! Good wishes don't buy computers. You may be able to financially bypass administration if you have access to private funding from alumni associations, government agencies, or computer firms, but usually, such agencies only provide equipment, not funding for the hiring of personnel.

- Be prepared to start up CBE on your own and to continue for some time before others join in. This means that you will probably have to be your own expert programmer, instructional designer, keyboard typist, technician, etc.

- Don't browbeat others to join you. Publicize your work and results, and eventually, others will decide to adopt CBE as well.

- Bear in mind that personnel costs (programmers, managers, demonstrators) will, in all probability, be higher than the initial hardware and software costs.

- Obtain subscriptions to relevant periodicals (computer, educational computing, and subject) to get valuable advice. I have found the American Biology Teacher, even though a subject journal, to be valuable with frequent articles on computing, useful advertisements, and reviews in addition to a monthly computing column. I have also found the Journal of Computers in Mathematics and Science Teaching to be very useful. A subscription to a popular magazine dealing with your type of microcomputer is useful for hints and for keeping abreast of developments involving your computer, new software, and peripherals.

- Always keep copies of your software. Single copy software appears to be far more mobile than multiple copies. Preferably, have backup equipment if possible. Even the more reliable machines can go out of service when you most need them!

- Using commercial software to develop tests is the easiest way to get your feet wet and can produce achievement gains as impressive as many learning programs. Testing seems to be an ugly word in CBE, and many people perhaps wouldn't even include it in CBE, but I am a great advocate of computer testing.

- Don't listen too attentively to those 'experts' who offer advice and dire warnings! I was given all sorts of advice from 'experts' when I started that I fortunately stored in short term memory. Otherwise, I would never have started. A number had grandiose ideas of their own that made my own plans look embarrassingly minuscule! They still have ideas, as yet unimplemented, while I am well underway. Perhaps we should listen to such advice with deaf ears! I am more inclined to listen to somebody who has demonstrated success rather than to somebody with high but unfulfilled expectations!

- Don't start CBE with the idea of making money. The chances of commercial success are extremely limited. Have as your objective better quality teaching and learning for your students.

- Where possible, contract out your programming (for example, to students who are good at it) and typing in of programs. These exercises are time consuming, and you would be better advised to spend your time in planning and development.

- Don't expect rewards such as advancement or promotion from CBE activities. At the university level, the development of CBE is not usually considered a substitute for research. In fact, this is probably one of the biggest barriers to CBE in universities.

- PILOT is probably one of the best all around authoring languages for computer assisted learning, but I still prefer BASIC for producing test packages.

- It is often easier to sell 'cost effectiveness' of CBE to administrators rather than 'enrichment' when looking for funding!

- Where possible, try out projects as controlled experiments. This makes it easier to demonstrate their success. Publish your results internally so that others see how successful the projects were. Your opinions are subjective, data are objective.

- Collect all your data, and publish the results for other teachers to see through journal articles and conference presentations. Such publications can then be regarded as legitimate published research. Publications also help to enhance your reputation as a CBE user.

- Don't forget to collect student opinions! It is the student population for whom you are designing CBE materials! Their feedback can help to improve your programs, and you can use good feedback as a lever to persuade administrations to continue the funding of CBE.

- When you are firmly established in
CBE, promote CBE yourself through local media, talk to groups, and opening your facilities to the public. The more prominent you are, the easier it is to ask for things!

As you become more successful in CBE, expect to spend more time talking to prospective CBE users and others interested in CBE and computers who seek your advice.

Finally, always remember that any task you undertake will always be more difficult and time consuming than you think! Starting up CBE on your own sounds easier than it is.
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The primary goal of the National Resource for Computers in Life Science Education (NRCLSE) is to cultivate collaborative efforts among life science faculty interested in using the computer as a teaching tool. One of the first steps toward achieving this goal was publication of a questionnaire in the January, 1986 issue of CLSE. This issue was distributed by mail to nearly 2700 academic departments making up the life science community in the U.S. and Canada, and it was also made available at several national meetings of groups within the life science community.

NRCLSE received over 350 completed questionnaires. Approximately 160 respondents indicated that they have been using computers in their teaching efforts for over 3 years. Approximately 130 have had between 1 and 3 years experience. The directory that follows was drawn from respondents to the questionnaire and is intended to help CLSE readers identify colleagues with common interest areas. It is arranged by the content areas identified in response to the question, "What content areas do you teach?" As a result, entries may appear under more than one heading. Although every attempt has been made to ensure that the information is current and correct, it is likely that some errors appear in this list. NRCLSE apologizes in advance for any inconveniences that may arise due to such oversights. Part II of the directory will appear in the January, 1987 issue of CLSE.

CLSE COLLEAGUE DIRECTORY – PART I

The primary goal of the National Resource for Computers in Life Science Education (NRCLSE) is to cultivate collaborative efforts among life science faculty interested in using the computer as a teaching tool. One of the first steps toward achieving this goal was publication of a questionnaire in the January, 1986 issue of CLSE. This issue was distributed by mail to nearly 2700 academic departments making up the life science community in the U.S. and Canada, and it was also made available at several national meetings of groups within the life science community.

NRCLSE received over 350 completed questionnaires. Approximately 160 respondents indicated that they have been using computers in their teaching efforts for over 3 years. Approximately 130 have had between 1 and 3 years experience. The directory that follows was drawn from respondents to the questionnaire and is intended to help CLSE readers identify colleagues with common interest areas. It is arranged by the content areas identified in response to the question, "What content areas do you teach?" As a result, entries may appear under more than one heading. Although every attempt has been made to ensure that the information is current and correct, it is likely that some errors appear in this list. NRCLSE apologizes in advance for any inconveniences that may arise due to such oversights. Part II of the directory will appear in the January, 1987 issue of CLSE.
SELECTING AN ANALOG-DIGITAL INTERFACE: A TUTORIAL

Richard F. Olivo

Department of Biological Sciences, Smith College, Northampton, Massachusetts

For a computer to serve as a laboratory instrument, it must have an analog-digital interface added to it. A surprisingly large number of analog interface devices are available, differentiated not only by the computer for which they are made, but also by their capability and price. This tutorial is intended to help readers choose an appropriate analog system. It reviews the basics of analog-to-digital conversion, discusses desirable features in commercially available products, and suggests sources of product review and other information.

The tutorial is based on my own experience in designing, building, and programming a data-acquisition system for teaching and on my reading of manufacturers' catalogs as I prepare to devise a new system. Its orientation is largely

REMINDER - TIME TO RENEW
RENEWAL FORM MAY BE FOUND ON PAGE 95
towards the teaching laboratory, but most comments would apply equally well to choosing a system for use in the research laboratory.

**THE RANGE OF CHOICES**

Two extreme cases illustrate the choices that must be made in selecting an analog-digital interface. In the first, the computer automatically takes a series of measurements that might once have been written down by hand. More than one variable such as pH, temperature, gas volume, or time, might be tracked simultaneously. The task does not require high speed in taking samples, but it does require high precision. The data will be subject to further calculations, possibly using a spreadsheet or statistics package, before information derived from the data is printed or plotted.

At the opposite extreme, the second case simulates a digital storage oscilloscope on a computer’s graphics screen. Acquisition speed is now important because tens of thousands of samples must be taken per second. Precision, however, is much less important. It need be no better than a typical oscilloscope, and it will, in any case, be limited by the resolution of the computer’s graphics display. The computer in this example stores and displays the data but does little or no calculating.

The first example requires high data resolution but low speed, while the second example requires low data resolution but high speed. Analog interfaces are available that have both high resolution and high speed, but they are much less expensive if one can be less demanding about one feature or the other. In teaching, where multiple set-ups are needed, low cost can be very important. Readers whose budgets and style allow the use of high-priced equipment for low-cost tasks may skip the rest of this article.

**BASIC HARDWARE COMPONENTS**

The essential component of every analog interface is an analog-to-digital converter (ADC), a specialized integrated circuit that, on command from the computer, changes the magnitude of an incoming analog voltage into a number that it sends to the computer. An interface may also have a multiplexer to allow several analog input channels to share one ADC, amplifiers to boost the analog input signal, sample-and-hold devices to freeze rapidly changing signals at a particular instant, and, sometimes, one or more digital-to-analog converters (DACs) to change digital values from the computer back into analog voltages to be sent to chart recorders or other display devices. We will consider these components in the order in which an input signal usually encounters them.

**Signals, transducers, and amplifiers**

Before any analog conversions can occur, the parameter to be measured must first be put into electrical form. Some signals, such as nerve or muscle potentials, start out in electrical form and need only be amplified. Other measurements, such as of temperature, light, or movement, require transducers to convert a physical quantity to an electrical signal. Examples of common laboratory transducers are strain gauges, thermistors, thermocouples, phototransistors, and pH meters. Often these are already on hand if laboratory data are recorded on strip charts, but they will have to be introduced if exercises presently involve reading meters or dials. Transducers are never part of an interface board itself, but some transducers require power sources, and some commercial interface boards provide the power for specific transducers, vastly simplifying the interfacing task.

Whatever its origin, an electrical signal usually requires amplification before it is sent to an ADC. Any ADC will have a fixed span of input voltages corresponding to a span of digital numbers. In one typical ADC, for example, an input of -5 volts emerges as the number 0, while +5 volts becomes the number 255. Intermediate voltages have intermediate numbers. For this ADC, an input signal will be represented with the most precision if its values span the full range of -5 to +5 volts, in which case it can be represented at any one moment by one of 256 possible numbers from 0 to 255. If, on the other hand, the input signal spans only -0.5 to +0.5 volts, one tenth of the ADC’s range, it will be represented by only 25 different values, a tenth of the numerical range. To maximize the resolution of the digital conversion process, the analog signal should almost fill, but not overflow, the ADC’s input range. This usually requires adjustable amplification.

Some commercial interface boards have adjustable on-board amplifiers and accept a wide range of possible input signals. In some cases, the level of amplification (gain) is set by an on-board switch or jumper. In other cases, the amplification is set by a command from the computer. In my view, amplification on interface boards is often not well designed, especially if several analog input signals with substantially different ranges are to be measured. If the interface board has only a single amplifier that must be placed after the analog multiplexer so it can serve all the input channels, its gain cannot be suitable for all channels simultaneously. If the gain is programmable, it will have to reset before sampling each channel, which means that the amplifier will need time to settle after each change in gain. This slows the sampling rate. If the amplifier is not programmable but has its gain set by jumpers, external amplification or attenuation will be essential to bring all the signals into the same range. A better design would provide independent, adjustable amplifiers for each channel and a separate ADC for each channel. It is also helpful if the amplifiers and their input connectors are in a separate box that can be placed near the experiment. The good news for life scientists is that if external amplification must be added, it is cheap and easy to build DC amplifiers that are adequate for most biological signals because...
Analog-to-digital converters

After amplification, the signal is routed to an analog-to-digital converter that changes the voltage into its digital equivalent, usually through an internal process resembling "twenty questions." Following a command to begin, the input voltage is compared to a shrewdly chosen series of test voltages until a match is found. The converter then signals that it has finished the conversion. Since it takes time to carry out this successive approximation process, the frequency with which samples can be taken will be limited. Conversion times for typical, moderate-cost ADCs range from 5 to 100 microseconds per sample.

The resolution with which the approximation is made also varies for different ADCs and is specified by the number of bits. Typical resolutions are one part in 256 (8 bits), a resolution adequate for a digital oscilloscope, one part in 1024 (10 bits), and one part in 4096 (12 bits). Higher speeds and higher resolutions are available but are much more expensive and require more precise amplifiers on the board if the resolution and speed are to have real value. In many cases, 8 bits are enough and offer the additional advantage of having one sample fit in one byte of memory.

Anything greater than 8 bits requires two bytes per sample, halving the number of samples that can be stored in memory. However, a higher resolution ADC has the advantage that a signal filling only a fraction of the input range may still yield an adequate level of precision. This is important if the signal’s amplitude is unknown or changes suddenly.

Digital-to-analog converters

In addition to the input circuitry, some analog interfaces have digital-to-analog converters (DACs), special integrated circuits that convert numbers from the computer back into analog voltages or currents. DACs provide signals for controlling equipment or for display on oscilloscopes, chart recorders, and X-Y plotters. For example, a simulated digital oscilloscope with two channels might have two DACs, one for each channel, to permit dumping the two stored traces to a chart recorder for permanent copies. Although DACs are inexpensive and are intrinsically speedy, few general-purpose interfaces include more than two DACs, and some have none, even if they have 8 or 16 multiplexed input channels. The DAC channels seldom are a major factor in choosing an interface as long as an adequate number is provided. Also, the resolution of the output DACs can safely be less than the input ADC because the program can scale the data before they are sent out.

Another form of output provided on some interface boards is a group of 8 or 16 digital output lines that the computer can toggle between 0 and +5 volts. Digital lines may be used to control warning lights, simple devices, and relays that switch on external equipment. Output-only interface boards with multiple DACs, digital lines, and, sometimes, on-board relays are available from some manufacturers.

INTERACTIONS WITH THE COMPUTER

Two more topics that must be considered are how the analog interface transfers numbers to the computer and the software that controls the interface.

There are several strategies for transferring data to the computer. One is to make the analog interface a small, independent, dedicated computer of its own that receives commands from the main computer and returns data in response. The interface may have a considerable amount of memory of its own, so it can "gulp" big blocks of data that it later sends more slowly to its host. Typically, the transfer is through a standard RS-232 serial port, an interface that most computers have, but one that is relatively slow. Thus, RS-232 linked interfaces have the advantage of being usable with almost any computer but the disadvantage of not being able to send more than a few hundred samples per second. They also duplicate some of the hardware of the host computer, driving up the total cost, but this can be an advantage if the host computer has other tasks to do and is assisted by this parallel processing. The Macintosh, which has had a closed architecture, requires an RS-232 linked interface, a limitation in using the Mac in the laboratory. Even if the Mac acquires slots, its processor is so busy running the system that a separate processor on the interface might be desirable.

In contrast to a serial link, higher performance can be obtained if the interface sits in the computer’s address space, accessible directly by the processor. The majority of analog interfaces fall into this category and have been designed for one of the three standard families of computers that permit add-on cards: the IBM PC/XT/AT, the Apple //e, and the Commodore 64. The fastest of these interfaces can acquire more than 100,000 samples per second. The next section deals with several additional aspects of these plug-in cards.

Timing, interrupts, and memory transfers

Because samples must be taken at regular intervals, there has to be a source of timing information. The crudest approach is to employ a software loop in which samples are taken repeatedly at an interval determined by the number of instructions in the loop. This is an awkward approach and is seldom used.

For hardware approaches, which are always better, a programmable counter is provided on the interface board or sometimes on a separate board. The program loads the counter with the number of machine cycles that are to elapse between samples, and each time the counter times out, an action is initiated to acquire a new sample.
sampling rates, the system clock can also be used as a timer. The system clock drives the computer's built-in routine for maintaining the time of day and activating other housekeeping functions, and it can have data collection piggy-backed on it. On the IBM PC, the system clock ticks 18.2 times per second, which is too infrequent for many sampling tasks.

Whatever hardware clock is used, there are several approaches for finding out whether it is time to take the next sample. One is to poll the clock, repeatedly reading the appropriate memory locations to see if the clock has reached zero. For fast applications where the computer will not, in any case, have time for other tasks between samples, polling is very efficient.

An alternative to polling is to create and interrupt-driven routine. At each time-out, the processor is allowed to complete the current instruction and then forced to jump to a section of the program that collects and stores a sample. A special instruction at the end of the sampling routine returns the processor to the place at which it was interrupted. To avoid chaos, each interrupt has to save and then restore the processor's registers. Because of this overhead, interrupts are slower than polling, but they do permit more than one task to take place simultaneously.

The fastest way of collecting data uses direct memory access (DMA) which is available on the IBM PC but not on older personal computers. DMA is carried out by a special processor-like chip in the computer that takes over the computer's bus briefly to move data to or from memory. It automatically updates the address where the next sample will be stored. The main processor is bypassed completely making it free to carry out other tasks. This approach is much faster than polling or interrupts, permitting rates above 100,000 samples per second. A number of interface boards for the IBM PC offer DMA capability.

SOFTWARE
For most users, the software problem will be a matter of selecting a suitable package rather than writing their own programs. Many hardware manufacturers offer software packages for their interfaces, and some independent packages are available that can be used with several different interfaces. Most of these packages put the incoming data into a form that can be incorporated into standard spreadsheets; a few others simulate oscilloscopes. If a hardware/software package is available that accomplishes one's data collection task, this is by far the easiest route to take.

Some of us, however, will need to write our own software. If low speed sampling is all that is required, a data acquisition program may be relatively simple and can even be written in BASIC, which can handle tens of samples per second. The program's task will be essentially to send the interface a channel number and a start signal, to poll the converter to detect when the data are ready, and then to place the data into an array. If hundreds or thousands of samples are needed per second, it may be necessary to work in assembly language or in a language that easily incorporates assembly language routines such as FORTH. This approach requires attention to data structures — how the numbers will be arranged in memory — and to the hardware issues of interrupts and timing that were mentioned above. Those readers who are prepared to write such programs probably already know who they are, but it is not as forbidding a task as it may first appear, particularly if the manufacturer provides a set of subroutines.

SOURCES OF ADDITIONAL INFORMATION
Because a large number of companies manufacture data acquisition products, a list of products would be beyond the scope of this article. However, several manufacturers publish catalogs that provide substantial background on how their products work. These include the following:

- Burr-Brown Corporation
  P.O. Box 11400
  Tucson, AZ 85740

- Cyber Research, Inc.
  P.O. Box 9565
  New Haven, CT 06536

- Data Translation, Inc.
  100 Locke Drive
  Marlboro, MA 01752

- Metabyte Corporation
  440 Myles Standish Blvd.
  Taunton, MA 02780

Two relatively general discussions of laboratory interfacing by Ford5 and Clune6 also provide useful background information.

For information on specific products for the IBM PC, a listing of data on 46 hardware products from 21 manufacturers is given by Conner,2 who also provides information about nine software support packages. Unfortunately, her article appears in EDN, a magazine that may be hard to find in libraries. More easily found and deeper in its evaluations is a review by Miller7 that discusses 14 analog boards from seven manufacturers. Five software packages for the PC, all of which control either the Teckmar or Data Translation analog boards, are reviewed by Wirth and Ford.7 All of these articles also discuss some basic aspects of acquiring analog data.

For the Macintosh, where product choices are more limited, a brief review by McNeill and Freiberg8 discusses four hardware products and describes several Mac programs for laboratory simulation, statistics, and plotting.

Although the Apple /e and Commodore 64 computers have limited memory and speed, they can be useful and very cost-effective in teaching. Products for them are widely available, in-
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USES OF MICROCOMPUTERS IN SYSTEMS ECOLOGY AND WILDLIFE MANAGEMENT INSTRUCTION

Robert H. Giles, Jr.
Department of Fisheries and Wildlife Sciences, Virginia Polytechnic Institute and State University, Blacksburg, Virginia

Practicing what you preach is difficult in any field, but it is particularly so when a teacher is enamored with general system theory and a systems approach and teaches systems ecology to undergraduates who have practical leanings.

The field of systems ecology is so broad that there is no agreed upon definition. At least participants tend to analyze individuals and populations as systems, usually engage in modeling, lean toward simulation for description and analysis, and lean toward optimization (e.g., linear programming) either to test an hypothesis that nature optimizes, or to select a strategy for dealing with a system that has a large natural dimension like a forest, watershed, or animal population.

Topics are, simultaneously, basic ecology, general systems theory, statistics, economics, computer usage, and a variety of specialized fields such as hydrology, forestry, wildlife management, agronomy, and pest control. The enormous scope is believed to be the scope of most modern problems, and so the emphasis is on the commonalities...
found in general systems theory. The topics are those of the system components; the resource dimensions of time, space, energy, and matter; isomorphism; flows and cycles; analysis and design; multi-dimensionality and interactions.

Teaching about systems ecology without having access to or using a computer would be like teaching bacteriology without a microscope. This has been the case for many years, largely because access to the computer and competence with it were considerably less and costs considerably more than dealing with a microscope. Now these relationships are changing because of microcomputers. It is now possible to teach about system inputs, demonstrate them being changed, allow students to see the need for clear, precise programming and, hopefully, are not likely to be used after class. Most other programs are likely to be of direct use after class.

PROGRAM OVERVIEW

I use a computer menu with the following major groups of topics on two diskettes called Wildlife01 and Wildlife02:

1) Animal Populations  
2) Abiotic Factors  
3) Time  
4) Space and Habitat  
5) Math and Statistics  
6) Cybernetics (Management)  
7) Variety  
8) Pondus and Stream  
9) Overview and Utilities  
10) Social Engineering

Tables 1 and 2 show the menu for the programs in Group 3 and 4 on Time and on Space and Habitat. After selecting a topic group, students are presented with several screens of information about programs (files) within each numbered topic. They enter a number, and a file is loaded. Currently there are 70 programs on the 2 disks. Others are being developed to support a wildlife management textbook by Shaw as well as two texts currently in preparation. The diskettes are self-instructive, and no manuals or written documents are prepared. An AUTOEXEC.BAT file starts the instructions as soon as the system is booted up.

Each program is a subsystem and a building unit of a larger system. For example, one program estimates a sex ratio of a population from observed animals. Another program then computes hunting permits using a sex ratio estimate similar to that derived from the first program. After deciding on hunting permits, another relatively simple program is available for producing the list of random numbers needed to make the selection of permittees among hunters in a permit applicant pool.

Other programs are largely computational and include calculations such as times and dates, sunrise to sunset, distance seen from a height, area and edge calculations, and volume of a pond or lake computations.

Some programs are statistical. Short data sets may be entered quickly, and conventional statistics can be examined. These are very useful in reviewing instruction from other classes and in learning how to apply, for example, a regression equation relating crop yield to fertilizer and moisture.

Such equations, either from the literature or just developed, may be examined in 2 or 3 dimensions in the plotting program. This program has been extremely useful in a variety of ways including a review of analytical geometry, explaining sensitivity of a model, explaining equifinality (asking a class for an equation that produces a particular shape usually produces many different equations meeting the requirement), and explaining differences between curve-fitting and modeling.

STUDENT USE OF PROGRAMS

The students use the programs under my loose supervision in a computer lab containing 30 IBM-PCs. The emphasis
is on process. I encourage them to “make up” populations or situations. While other classes within the curriculum spend considerable time on data collection and detail, my emphasis is on a general understanding of the process of the program, developing a mind-set for general “what if...?” simulations, beginning to think about subsystems and search for useful unions of sybsystems, and to develop an attitude of managerial control over the real or computer simulated ecosystem. The latter is as simple as: "If I add X or subtract Y to the ecosystem, what will happen to my resource (some performance measure of it)? Feedback is discussed, and it is functional in most programs in error-checking and branching to promote correct responses.

Several large programs now require student involvement for over an hour. One is Safe Haven, a wildlife management: area game or educational unit. The computer supplies the student with a budget for a typical year, and the student's task is to spend it to the penny. Thirty sets of choices (as if one every 3-4 days in the year) must be made. Wildlife resource benefits or points for the manager are produced after each expenditure. The objective is to maximize the score while minimizing the squared deviation from the total budget expenditure. Several plays of the game are encouraged before students are asked to use the random mode. This mode gives a realistic sense of managerial performance and requirements over time because under these conditions, prices, food production, and harvest rates vary. All decisions are taken from actual experience. It takes many plays (“years” of experience) for students to master the game.

Student frustrations created by randomness within the program or game, for example, of budget cuts or even additions of money near the end of the game, create learning opportunities. The final “win” criterion is always questioned by them. Frustration is expressed about the requirement that their total budget be expended in view of their desire to make minimum expenditures. This invariably leads to a variety of useful, practical discussions about effectiveness, efficiency, and fiscal policy in private and public groups.

OTHER UNITS
Another unit requires a student to make entries about the estimated costs of operating a large, complex, for-profit wildlife enterprise in the U.S. The objective of this unit is to raise issues about the economies of scale, monetary and ecological interactions, shared resources, and the advantages of diversity both within ecosystems and enterprises. The diversity topic, much discussed in ecology, is one that is treated in a separate program. In one class, I use the diversity program before the enterprise unit; in another, after it. This is one example of personal experiments in educational methodology. Do you explain and then use a program to enhance understanding or do you create a demand for a topic (eg, how to express diversity), then make a program available to meet the demand?

One unit on deer population dynamics takes many inputs (class time) and requires 5-10 minutes of computer time - a temporal wasteland, since all students are not on the same schedule. It is a problem best used in long periods (eg, a 3-hour laboratory period) or assigned as a project.

STUDENT FEEDBACK
Some students have asked, “Is that all there is?” when using a program that was very difficult to program. The simple inputs and the brief answers that are quickly returned are deceptive. Such comments are discouraging, but no more so than the slept-through superior lecture. Another student reaction has been, “After 5 ecology courses, this is the first time I've really understood interaction!” Such comments are healing.

I have prepared diskettes organized to correspond with sections of a textbook used in class. These provide a functional aid to the text, sound, color, dynamics, heuristic opportunity, and enhancement. The reaction has been very positive. Quizzes on simple topics treated in such programs tell me that learning (mastery/time and effort) has occurred better than in any other way in my 22 years of teaching.

I still do not know how to grade the results of using computer simulations. On one hand, I want students to explore their use widely; on the other, I need one good (best) answer to allow a judgement on some types of performance.

Table 1. Menu of options for Time topic on Wildlife disks

<table>
<thead>
<tr>
<th>Time</th>
<th>3.01 Days Between Two Dates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Historical or forward, the exact number of days are calculated. The program is useful in feedforward operations and in biological data manipulation.</td>
</tr>
<tr>
<td>3.02 Professional Timeline</td>
<td>Shows time as linear. The program takes important dates of the professional and shows them in relation to each other and a planning horizon.</td>
</tr>
<tr>
<td>3.03 Sunrise to Sunset</td>
<td>Based on entries of a Julianized date and latitude, this program gives sunrise, sunset, and daylength.</td>
</tr>
<tr>
<td>3.04 Time Between Two Times</td>
<td>Based on entries of two specific times, down to the second, this program calculates the total time between the entries. The program may allow new control over experiments and observations.</td>
</tr>
<tr>
<td>3.05 Julian-Classical Dates Converted to Julianized Dates</td>
<td>Entering a classical date will result in presentation of an equivalent Julianized date.</td>
</tr>
</tbody>
</table>
Table 2. Menu of options for Space and Habitat topics on Wildlife disks

<table>
<thead>
<tr>
<th>Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.01 Area of a Polygon</td>
</tr>
<tr>
<td>Enter the vertices for any area from the size of a leaf to that of a wildlife refuge and get the area and edge length.</td>
</tr>
<tr>
<td>4.02 Zone of Influence of a Road</td>
</tr>
<tr>
<td>Given a large area, the program calculates the zone of influence of a proposed or actual road or trail and the percentage of the total area influenced.</td>
</tr>
<tr>
<td>4.03 Crowding Index</td>
</tr>
<tr>
<td>How crowded are plants in a plot, animals in a quadrant, barnacles on a ship? This program calculates Deeve's crowding index.</td>
</tr>
<tr>
<td>4.04 Land Area blocks</td>
</tr>
<tr>
<td>Based on a data string that characterizes cells within a large area, this program maps the colors at a scale specified by the user.</td>
</tr>
<tr>
<td>4.05 Plot Frequency and Density</td>
</tr>
<tr>
<td>By entering the number of plants (or other items) observed within many plots, density estimates may be made.</td>
</tr>
<tr>
<td>4.06 Tree Bole Surface Area</td>
</tr>
<tr>
<td>Surface area of a tree bole can be estimated for insects, beaver feeding, rainfall interception, and other purposes.</td>
</tr>
<tr>
<td>4.07 Planning an Experimental Bog</td>
</tr>
<tr>
<td>An experimental peat bog is proposed for an area in the Appalachian Mountains at 2900 feet elevation. The program begins to probe questions about the costs and then about the experimental process.</td>
</tr>
<tr>
<td>4.08 The Broad View</td>
</tr>
<tr>
<td>The distance to the horizon is calculated along with the area viewed and the effects of modifying one of the axes of an ellipse.</td>
</tr>
<tr>
<td>4.09 Slopes</td>
</tr>
<tr>
<td>The difference between degrees and percent of slope can be quite profound. Managers need to be very familiar with the differences and their implications. This unit can help.</td>
</tr>
<tr>
<td>4.10 Organisms in Space</td>
</tr>
<tr>
<td>The spatial patterns resulting from an initial location of individuals in a population and changes based on various rules of reproduction, death, and dispersal can be observed using this unit.</td>
</tr>
<tr>
<td>4.11 Habitat Patterns</td>
</tr>
<tr>
<td>A small simulation of a map with areas burned progressively over time. The unit may be of value in comprehending random patterns and succession over large management areas.</td>
</tr>
</tbody>
</table>

ADAPTATION OF INTERACTIVE VIDEODISC IN MEDICAL EDUCATION

James S. Fine
Department of Laboratory Medicine, University of Washington, Seattle, Washington

Computers in the idealized medical curriculum are seen as devices for information retrieval, self-instruction, and self-examination.5 Computer-aided instruction (CAI) is often predominantly text based. Text, however, is a unidimensional, sequential medium. One must plod word by word, paragraph by paragraph, sometimes scanning for key words or other clues. However, the human mind is strongly visually oriented. People acquire information significantly faster by discovering relationships in pictorial representations. Properties such as color, shape, size, contour, dis-
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tance, and texture can be dissected readily. While the student maintains an appreciation for the whole, any part of the picture can be addressed in a rather random fashion. CAI programs are often supplemented with computer generated graphics, not without a heavy burden on the computer resources and the author's creativity.

A new technology, the laser optical videodisc, is now available for storage and management of visual information. CAI programs are often designed with instruction in mind. However, the practical implementation of this technology has not been trivial. The videodisc can therefore be used in a manner similar to traditional atlases while providing a quantum increase in capacity. Unlike textbooks, it can be played as a sequential device at 30 frames/sec, providing a sense of motion, depth and time. The disc is also very durable and can be reproduced inexpensively.

The ultimate benefit of this technology to computer-aided instruction is that the videodisc player can be interfaced to and controlled by a computer. This permits the integration of a potentially phenomenal visual database into instructional programs. The computer can provide the index and the organization for the visual material.

A few years ago, we recognized the potential of the laser optical videodisc to computerized instruction in laboratory medicine. However, the practical implementation of this technology has not been trivial. The major problems revolved around videodisc source material. Additional considerations have included hardware configurations and program development.

VIDEODISC SOURCE

The first hurdle in incorporating this technology into instructional programs was finding a videodisc which contained applicable material. We began by using a disc that contained copies of a couple thousand 35mm photographic slides of various hematologic diseases, pictures of other disease states, and some supplementary motion pictures. Employing this disc revealed three major shortcomings. Since the photographic slide collections used in this disc were compiled from a number of different sources, the quality of the pictures, including color and contrast, varied widely. This was compounded by the degradation inherent in the transfer process from a celluloid media to an electronic one. In addition, horizontal and vertical slides had to be accommodated to a format which conformed to television standards. This resulted in loss of image area from the vertical slides.

Another problem arose because the visual database was built primarily around existing slide collections made up of interesting pathologic material. Unfortunately, when this material was incorporated into instructional programs, significant holes in the visual database became apparent. For example, a specific malignant cell could be demonstrated, but contrasting normal cells or negative stains were nowhere to be found. Additional examples of the same disease state were often lacking. This is an inherent problem in trying to utilize an existing slide bank that is not necessarily designed with instruction in mind.

Finally, the index to the entire disc was available only in printed form. This made review and selection of existing images a tedious process.

VIDEODISC DEVELOPMENT

It was felt that, although the technology appeared to have great potential, a more encompassing disc had to be provided for our teaching needs. Because there were none available that met our needs, it was decided that a new disc would have to be developed.

The first question was where to get the material. It was decided that in order to avoid the limited scope and variable quality of existing slide collections and the problems associated with the transfer process, an attempt would be made to produce a disc from videomicroscopy in our laboratory using original material in our department.

Experimentation with videomicroscopy proved successful, and a prototype videodisc made with stills integrated with scans and focusing sequences of selected cells or areas was produced. The task of selecting lighting conditions was standardized with the use of a waveform monitor. Because videotape was used, there was virtually no degradation of image quality in the editing and mastering processes.

With the success of this prototype videodisc, work proceeded in the development of a videodisc that could be used in computer-aided instruction in our discipline. Defining the scope of the project was the first production step. The objective was a disc that could serve as a generic visual resource encompassing the discipline of hematology. Planned uses included teaching and testing medical students, medical technology students, and residents. As a multipurpose, generic resource, no specific lesson plan was used to dictate content.

An extensive outline was made to cover the visual aspects of hematology, with care given to including comparative images. The outline included 12 major subheadings ranging from nondiseased, or normal, bone marrow and peripheral blood to marrow involvement by non-hematologic processes. It was further subdivided, designating which material should be in the form of slides (eg, as scans of bone marrow biopsies and smears, and which material could benefit from motion, eg, focusing through a parasitic infestation). Given the massive storage capacity, up to 54,000 images/side, the outline included numerous normal examples for contrast with positive pathologic findings. The outline was developed on the computer. This allowed for updating as videotaping progressed. It also served as a guide for collecting material to be videotaped.

The laboratory was equipped with a videomicroscope so that all recording was performed locally at the convenience of the staff. Recording was done...
exclusively with 60 minute, 1 inch, C format videotapes. When taping a single image, a three to five second recording was obtained. During this relatively short period, the focus was usually varied. At the time of editing, this segment was then reduced to the two frames in optimum focus. Longer sequences were recorded where motion was the desired objective. These were edited down to 10 seconds (300 frames) or less. Over the recording period, 39 one hour tapes were used. This represents approximately 20 hours of gathering and screening slides at the microscope for each hour of recording.

An additional computerized database, or sequential master file, containing descriptive information on all video sequences was constructed. Each image or scan sequence was identified with regard to all pertinent information including source of material, recording parameters and description of the tissue, and disease processes. Selected information in this file would eventually be used to form the computerized index of the disc.

All recorded videotapes were copied to another 1 inch videotape, an edit source tape, onto which a continuous SMPTE timing code had been added so that each frame could be identified. The selection of individual frames and sequences required a minimum of 12 hours for each hour of edit source videotape. This was mandated by the quantity of recorded material. Each one hour tape contained over 100,000 frames. Therefore, selection of the frames, or sequence, with the best focus, lighting, and color required much cross-comparison and exhaustive decision making.

The specified video frames from the source tapes were then transferred to a single sequential 1 inch videotape containing 30 minutes real time of video recording. The transfer process alone required two weeks editing time on the videotape editor with one person constantly monitoring the editing machine. This tape, containing 54,000 frames divided amongst stationary images and short motion sequences, was then submitted to 3M (Minnesota Mining and Manufacturing Co., St. Paul, Minn) for production of a disc master, produced in 12 inch NTSC continuous angular velocity (CAV) format, and the desired number of copies.

As described above, two files, the outline and the sequential master file, had been created to track the information on the videotape. To organize the descriptive material, all pertinent and useful terms were classified under an existing medical encoding scheme, SNOMED. After the disc was manufactured, the videodisc frame numbers were added to the computerized files. This allowed the production of a computerized index, in frame order, which subsequently could be used in computer searches by SNOMED code. The final outline, which originally served to direct the collection of slide material for the disc, could serve subsequently as a table of contents for the disc.

HARDWARE SELECTION

The decision concerning the hardware configuration to use was relatively simpler. Characteristic of computer implementations, hardware development is usually far ahead of the software development. While the work continued in the development of videodisc material, a series of microcomputer-videodisc configurations were employed.

A two screen system was employed with the original disc. The computer information appeared on the computer monitor and the video information on the videomonitor. The computer controlled all access to the videodisc and enabled formulation of branching instructional programs that incorporated the visual information. However, switching attention between screens was somewhat distracting. An additional disadvantage was the inability to point directly to important findings in the picture.

The system was then upgraded to a one monitor configuration. Here, both video and computer images could be displayed simultaneously on the same screen. Now text and graphics could be superimposed on the video image. Important details in the picture could be highlighted with arrows, circles or whatever graphic seemed appropriate. The limitation now was in the capacity of the microcomputer.

The hardware has since been upgraded again, this time to a DEC Professional IVIS system (Digital Equipment Corp., Maynard, Mass). In addition to the high resolution graphics and touch screen, the quantum increase in computer memory allows for storage and use of the entire computerized outline and description files, vastly increasing the generic utility of the resource.

SOFTWARE DEVELOPMENT

The language selection has also followed an evolutionary course. Originally Pascal and BASIC were employed. These were adequate in the initial experimentation. They resulted in a different approach to authoring with each program. After introduction of the first one monitor system, an authoring language, Apple SuperPILOT, was employed. This provided a more structured framework for lesson development. It also allowed graphics and crude animation, two features that readily enhanced the overlay capabilities.

Most recently we have been using the authoring language PRODUCER (Digital Equipment Corporation). This language takes advantage of the enhanced capabilities of the IVIS system, providing text, high resolution graphics, and touch screen interaction. It is designed for programming on a centralized minicomputer with downloading of software to individual IVIS systems. As lessons are developed, they can then be transmitted and stored at teaching stations in the affiliated hospitals.

The hematology disc was designed to be a generic visual resource without a specific lesson plan. This has allowed the creation of programs to serve a variety of users. The outline and description files provide computerized reference, allowing easy lookup of any topic and supplemental description. Teaching programs have been written for medical students and medical technology stu-
Students, residents, and faculty have authored lessons, individually tailoring the lessons to the topic and their particular style.

CONCLUSION
The laser optical videodisc represents a new technology that can provide a vast quantity of quality images. It is ideally suited for computer integration, which enhances its ability to serve as a visual archive and complement CAI. The availability of videodiscs will remain the limiting factor in utilizing this technology. The development of generic medical videodiscs, although an extensive and exhausting process, will provide the greatest resource to the broadest audience.
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DISCOURSE - A TECHNOLOGY BASED ALTERNATIVE FOR GROUP INSTRUCTION

Steven L. Robinson

This article introduces an alternative concept for technology-based instruction, a concept that calls for the application of technology to problems of individual teachers who must cope with the demands and limitations of group instruction.

Teacher coordinated group instruction is an inescapable reality of educational enterprise. In almost every school, the total group is the vehicle for teaching, and the teacher is the pivotal figure in the group. This is not to say that the group context is optimal for learning. Classrooms are complex, multidimensional, layered environments. Group instruction in these environments, which requires teachers to organize 20-30 students into working units that change over time, to select and arrange activities, to present material, provide opportunities to respond, monitor and pace instruction that accommodate individual needs, is, in the best of circumstances, less effective than other methods such as one-to-one tutoring. Tutoring is most likely effective because this context permits maximum opportunity to respond with constant feedback and correction, all under the
A TECHNOLOGY-BASED GROUP INSTRUCTION ALTERNATIVE

The Discourse Educational Communication System (Discourse) represents an application of technology to the task set by Bloom. Discourse combines the power of the computer as an information processor that can calculate and store with the power of a teacher as a knowledge processor who can reason and inform. The system facilitates and processes student responses and makes this information available to the instructor. This provides the substance for teacher diagnosis, prescription, presentation, monitoring, and feedback, the critical teaching functions influencing student learning. In this manner, Discourse keeps the teacher at the center of instruction and employs a computer to overcome the limitations to effective teaching imposed by a classroom of 20-30 students.

Discourse keeps the teacher at the center of instruction by electronically channeling student responses to a computer monitor viewed by the teacher. The system fundamentally operates as a communication tool. Each student in the class is supplied with a response device (Studycom) consisting of a standard QWERTY keyboard and a LED display line. These Studycoms are connected to one computer with a color monitor, printer, and keyboard used by the instructor. Operating software permits the teacher to control and coordinate instruction. Students are first prompted to "sign-on." As they type their names on the Studycoms, the names appear on the monitor in a column by the students' seat locations. The teacher may then prompt students to respond to spontaneous or prepared questions presented orally, by audio-visual media, or by workbooks or worksheets. Students type their answers on the Studycoms, and the answers are displayed simultaneously next to the students' names on the monitor. The teacher uses this information to provide corrective feedback, explain, reteach, or whatever is appropriate for the situation.

Discourse helps teachers accommodate instruction to individual needs in several ways. The system 1) provides facilities to prepare and conduct teacher-paced or student-paced lessons, 2) increases students' opportunities to respond under the teacher's direct supervision, 3) increases opportunities for immediate corrective feedback, 4) provides comprehensive, efficient, and timely record keeping facilities, and 5) permits the control and integration of a variety of audio-visual media for presentation purposes.

LESSON PREPARATION

The teacher, not the computer, delivers instruction with the Discourse system. The system collects, organizes, processes, and records student responses. There is no pre-packaged instructional software. Content comes from regular curriculum materials or materials provided by the teacher. The instructor, by use of a simple programming software, prepares lessons for storage on a floppy disk. With this facility, lessons can be prepared that may include 1) answers that the system will use to score student responses, 2) instructor notes (e.g., "Show the overhead on cell division."). 3) instructions for automatic operation of audio-visual media, or 4) questions to be asked. Each lesson consists of a set of numbered frames that is named and stored on a disk.

The system, however, may be used simply as a communication tool without a preprogrammed lesson in memory. Teachers may prompt students to respond to questions provided by any means, and the system displays the students' answers on the teacher monitor.

Discourse lessons may be paced by the teacher or by the students. For the former, the teacher controls the sequence and timing of student responses. For the latter, students are provided with numbered worksheets. Answers to the items are entered on the Studycoms. The students control the sequence of items attempted and the time spent on each item.

The system also provides the capability of organizing multiple group student-paced instruction. Discourse will process the work of up to seven groups working on seven different lessons simultaneously.

OPPORTUNITY TO RESPOND AND TEACHER MONITORING

Opportunity to respond under a teacher's supervision is a critical component of achievement. The Discourse system offers a response device to every student. When the teacher asks a question, all students have an equal opportunity to respond. The responses are organized and displayed on the teacher's monitor for efficient processing, thus creating the potential for an environment with high levels of guided practice and enhanced accountability. Guided practice and accountability promote student engagement, another consistent correlate with achievement.
Corrective Feedback
Immediate and direct verbal feedback is only one form of feedback facilitated by the Discourse system. When used with preprogrammed lessons that contain answers (eg, tests or worksheets), the system will scan each student’s response and automatically provide instant response contingent feedback to individual students in the form of two flashing Studycom lights. An optional beep tone may also be paired with the lights. When the lesson is created, the teacher specifies which answers will be paired with feedback. These selections may be overridden at any time during the lesson.

Another form of feedback capability is the "public" display. The teacher may, even while students are typing, enter a student’s seat location to display his/her individual response. This response appears for the entire class on a large video monitor (not the teacher’s monitor) used also to display other media. Any number of responses may be displayed, one at a time.

Record Keeping
The Discourse system includes a wide range of record keeping facilities. These provide an additional form of performance monitoring to aid the diagnostic and prescriptive functions of teaching.

Three report types (detail, question, and student) are available instantly during or after a lesson or test. The teacher may access these reports without disturbing students as they respond. Detail reports list the performance of each student on each question, scoring the items as correct, incorrect, or not attempted. Question reports list, in percentage form, the performance of the class as a whole. Each report may be displayed dynamically on the teacher monitor or may be printed. One option prints individual reports for each student. The teacher may therefore administer a test and distribute individual, hard-copy results before the end of the period. This saves valuable time normally spent correcting papers and gives students more timely information about their performance.

The teacher using Discourse may elect to record student responses and scoring data on a floppy disk. This information may be recalled at the end of the day, during a preparation period, or even with a computer at home. The teacher may reevaluate responses, enter critical comments, and generate individual reports that include these comments. Other software automatically accumulates scores on lessons, tests, or individual objectives so that student performance may be tracked over time.

Figure 1 shows an example of what the teacher sees when students type answers on the Studycoms. With more than 20 students, the teacher may page to another screen of names. This figure shows that students are not restricted to single letter or number responses. Students may construct responses with up to 186 characters, and they may edit their responses. Whatever the nature or length of the response and regardless of whether the lesson is teacher-paced or student-paced, the response is displayed for viewing by the teacher. This permits the teacher to direct immediate feedback and correction to individual students most in need of help.

Audio-visual Media
Audio-visual media has excellent potential to complement group instruction but is not utilized fully in classrooms. Media devices typically must be obtained from a media center and require some technical knowledge for operating each device.

Discourse helps overcome these limitations by permitting the teacher to control a random access slide projector, a video cassette recorder, and a videodisc player from the computer keyboard. Any off-the-shelf slides, video cassettes, or videodiscs may be used. Digital "slides" generated with a graphics tablet and stored on floppy disks may also be accessed by the system.

FIGURE 1. Discourse teacher monitor screen display showing item number, question to be asked, students' seat locations, names and responses to an open-ended question.

<table>
<thead>
<tr>
<th>Item</th>
<th>Name</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>@<em>0</em>_</td>
<td>What are your current vocational interests?</td>
</tr>
<tr>
<td>A1</td>
<td>MEG R.</td>
<td>-VETERINARIAN</td>
</tr>
<tr>
<td>A2</td>
<td>MOLLY S.</td>
<td>-I'M NOT REALLY SURE AT THIS TIME. LAW IS INTERESTING BUT I REALLY DON'T KNOW WHAT LAWYERS DO WHEN THEY ARE NOT IN THE COURTROOM.</td>
</tr>
<tr>
<td>B6</td>
<td>JOSEPH B.</td>
<td>-I WANT TO BE A PROFESSIONAL BASEBALL PLAYER.</td>
</tr>
<tr>
<td>B8</td>
<td>MARIA F.</td>
<td>-WELL, IT SEEMS THERE ARE SO MANY JOBS YOU COULD DO. I WANT TO GO TO COLLEGE AND DECIDE AFTER I HAVE TAKEN A FEW CLASSES.</td>
</tr>
<tr>
<td>C0</td>
<td>PATRICK F.</td>
<td>-MY PARENTS EXPECT ME TO GO TO VOCATIONAL SCHOOL TO LEARN A TRADE BUT I WANT TO ORGANIZE MY OWN BUSINESS MAKING HOCKEY EQUIPMENT. IT SEEMS IN MINNESOTA A PERSON COULD DO WELL AT THAT.</td>
</tr>
<tr>
<td>C1</td>
<td>ANNE Z.</td>
<td>-ASTROPHYSICIST</td>
</tr>
<tr>
<td>D4</td>
<td>TOM Q.</td>
<td>-I DON'T KNOW YET.</td>
</tr>
</tbody>
</table>
The control of each media device is accomplished by pressing a function key (e.g., F7 for the VCR). This produces a menu explaining the control options such as "Press enter for play" or "Press F10 for stop."

These devices may also be automatically controlled by instructions within disk-stored lessons. For example, the item "01:P25PV15000,16500V" will display slide number 25 and will play from frame 15000 to frame 16500 on a videodisc. This capability creates the potential for high-quality, interactive, media-based presentations that may be used repeatedly in group settings. The teacher is freed from concerns about how to present material and may consequently devote energy to teacher-student interaction and the adjustment of instruction to meet individual needs.

RESEARCH WITH DISCOURSE

For the past two years, with financial support from the 3M Foundation and the cooperation of Dr. Jack Zawels, the system's inventor, and the St. Paul School District, the Amherst H. Wilder Foundation has investigated the instructional effects of the Discourse system in classroom settings.

This research indicated the system may be a potent instructional tool. In one study, after 45 minutes of training on how to use the system, a teacher was able to produce over a 100 percent increase in the percentage of academic responses students made during regular instruction. In another study with severely learning disabled elementary school students working on long division worksheets, accuracy increased from 70 to above 90 percent when the immediate feedback facility (flashing lights and beeps contingent on a correct response) was incorporated as part of the lesson. This and other research indicates that the Discourse system may be a useful tool for teachers to accommodate instruction to the needs of individual students in group settings. The critical mechanism appears to be that all students within a class have more opportunities to make academic responses under a teacher's direct supervision. A program of expanded research over the next three years will continue to explore the system's effects.

SUMMARY

This article describes an innovative application of technology to the problems of group instruction, the dominant environment for educational enterprise. This technology, called the Discourse Educational Communication System, places the teacher at the center of teaching in a manner that enhances control over important components of effective instruction such as opportunities to respond, student-teacher interaction, performance monitoring and feedback/correction. The focus of this technology on these components results in the implication that the system may be applied beneficially to any training or educational setting where the group is the context for instruction.
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SYNTAX DIFFERENCES BETWEEN SUPERPILOT AND PC PILOT

Marianne E. Yoder
College of Nursing, University of Arizona, Tucson, Arizona

PILOT has grown in popularity among computer-assisted instruction (CAI) authors. Developers ready to break out of the constraints of authoring systems are discovering the flexibility that PILOT provices. PILOT usually is learned first on whatever microcomputer is available to the author/programmer. Often the developer then is asked by colleagues from other institutions to share the CAI program. A problem arises, though, when these colleagues have different microcomputers. Software developers wishing to transport programs between the Apple II family and IBM/MS-DOS microcomputers are confronted with the reality of minor differences in the versions of PILOT.
that prevent 100 percent compatibility. Although the PILOT language versions for both families of microcomputers contain basically the same syntax, the minor differences that exist can cause hidden bugs. This article will describe subtle and not so subtle differences between some of the most frequently used language statements that may be overlooked when reading the manuals.

PILOT is available for many different microcomputers. This article will concentrate on the PILOT versions available for two types of microcomputers: the Apple ][ and IBM/MS-DOS families.

The only PILOT version of note for the Apple ][ family is SuperPILOT. Previous editions of PILOT for the older Apple computers are not powerful enough to be considered for serious CAI development. Unfortunately, it has now been over five years since Apple Computer, Inc., distributor of SuperPILOT, has updated the language. As of last year, Apple has stopped providing technical support for SuperPILOT, although they still require an annual license fee of $50 for each program developed with SuperPILOT, even those used within the author's educational institution.

There are multiple PILOT versions in use for the IBM/MS-DOS machines. The PILOT versions that seem to be most popular with CAI developers can be grouped into the following three types.

1. PC PILOT V1.6 and IBM PILOT
2. PC PILOT V2.x, Sperry PC/PILOT, and NCR PILOT
3. PC PILOT V3.0.

These three types will be referred to in this article as PC Version 1, PC Version 2, and PC Version 3.

DIFFERENCES IN LANGUAGE STATEMENTS

Compute - Assignment Statement: c:
SuperPilot allows multiple Con. statements per line. PC Versions 1 and 2 allow only one c: statement per line. In fact, only the first statement is read, and the rest of the line is simply ignored without triggering an error message. This can lead to some hard to track down bugs in your program, especially if a variable is often intended to be reinitialized to zero. PC Version 3 allows multiple c: statements, each separated by a semicolon.

Example Set 1 - c:
SuperPILOT

PC Versions 1 and 2
\[
\begin{align*}
c & \leftarrow 0; r & \leftarrow 0; fS & \leftarrow "Correct" \\
\end{align*}
\]

PC Version 3
\[
\begin{align*}
c & \leftarrow 0; r & \leftarrow 0; fS & \leftarrow "Correct" \\
\end{align*}
\]

Dimension Statement, d:
In SuperPILOT, the variables dimensioned are separated by a semicolon. The same variable may be redimensioned for a different value in a later module.

In all PC Versions, the variables dimensioned are separated by a comma. In PC Versions 1 and 2, all the variables used throughout the modules can be dimensioned only once per program. You cannot redimension the same variable with a different value later in the program. In PC Version 3, you may redimension the same variable.

Example Set 2 - d:
SuperPILOT
\[
\begin{align*}
d & \leftarrow x(5);fS(15) \\
\end{align*}
\]

PC Versions 1 and 2
\[
\begin{align*}
d & \leftarrow x(5),fS(25) \\
\end{align*}
\]

PC Version 3
\[
\begin{align*}
d & \leftarrow x(5),fS(25) \\
\end{align*}
\]

Problem Statement, pr:
Most of the differences between the SuperPILOT and PC Versions consist of the different options that can be set using the pr: command. In all PC Versions, pr: may be replaced by p:

In SuperPILOT, pr:p sends output to the printer, and pr:q shuts off the printer, much like the PR#1 and PR#0 commands of Applesoft BASIC.

The PC Versions are more involved, using fx:prn: and fo: and defining each space and each line to be printed.

Example Set 3 - pr:
SuperPILOT
\[
\begin{align*}
pr & :p \left[ \text{all further output to printer} \right] \\
p & : Go Cats! \\
\end{align*}
\]

PC Versions
\[
\begin{align*}
fx:prn: \left[ \text{open printer as a PILOT file} \right] \\
io:0, Go Cats!! \\
ch(13)!ch(10) \left[ \text{prints phrase, advances to beginning of next line} \right] \\
\end{align*}
\]

All PC Versions include an option (an) that specifies the maximum length of an accept statement. The maximum length of the accept statement is set to the number assigned to n. For example, pr:a15 sets the maximum answer length that a student can type to 15 spaces.

PC Versions 2 and 3 include the following additional options.

- f - traps the function keys as "hot" keys; executed through *sysx
- i - error messages are not displayed, but an error flag is still set
- kname - assigns a name to file written by a keep statement

PC Version 3 also contains an option (r) that draws a single or double lined rectangle.

PC Version 1 does not have the t (timed accept response limit) that SuperPILOT and PC Versions 2 and 3 have.

Type Screen Statement, ts:
The text screen statement differs consid-
erably between SuperPILOT and PC Versions. This is by far the statement that must be reworked the most when transporting programs.

SuperPILOT has a number of features that are not present on any of the PC Versions. Screen options such as s2, setting all characters to two lines high, and t2, setting all characters to double thickness, have no corresponding option in the PC Versions.

All PC Versions require that you select a mode, which will determine the number of columns the screen will have, whether you can use graphics or a newly defined character set, and even what color combinations are possible. Whereas *e PC Versions allow 80 column screens, the SuperPILOT version will only support 40 column screens. The text screen is also one line longer on the PC Versions. The screen layout must be reworked when moving from the 80 column, 25 line environment of the PC Versions to the 40 column, 24 line environment of SuperPILOT.

In SuperPILOT, changing the line spacing through the t modifier begins after the statement is issued, so in effect, it does not show up until the second line of text following the change in spacing. In all PC Versions, the change in line spacing is immediate, so the change occurs with the first line of text following the statement.

Example Set 4 – ts:
SuperPILOT:

<table>
<thead>
<tr>
<th>Code</th>
<th>What appears on screen</th>
</tr>
</thead>
<tbody>
<tr>
<td>t:Hello,</td>
<td>Hello</td>
</tr>
<tr>
<td>ts:12</td>
<td>how is t:your mother?</td>
</tr>
</tbody>
</table>

All PC Versions:

<table>
<thead>
<tr>
<th>Code</th>
<th>What appears on screen</th>
</tr>
</thead>
<tbody>
<tr>
<td>t:Hello,</td>
<td>Hello</td>
</tr>
<tr>
<td>ts:12 [double space]</td>
<td>how is t:your mother?</td>
</tr>
</tbody>
</table>

SuperPILOT and PC Versions 2 and 3 allow the use of the animate modifier (ts:an) with a variable. PC Version 1 does not; the statement must be placed after the a.

Example Set 5 – ts: a
SuperPILOT

<table>
<thead>
<tr>
<th>Code</th>
<th>What appears on screen</th>
</tr>
</thead>
<tbody>
<tr>
<td>c:fs=&quot;Hello&quot;</td>
<td>ts:afS</td>
</tr>
<tr>
<td>PC Version 1</td>
<td>ts:aHello</td>
</tr>
</tbody>
</table>

There is an interesting bug in PC PILOT version 1.6. When using a repeat factor on the ts: statement, it is actually repeated one more time than the repeat factor given. For example, ts:*6(...) causes the statement to be repeated 7 times, not 6. In transporting PC Versions 2 and 3, it is recommended to increase the number as required.

Erasing viewpoints is done differently in SuperPILOT. The viewport is erased using tses. In all PC Versions, the viewport is erased using tse followed by the color wanted, tse0 [erase viewport with color black].

Wait Statement – w:
In SuperPILOT, the number assigned to the wait statement indicates the length of time in seconds the program is to wait for a key to be pressed. In all PC Versions, the number assigned indicates the length of time in tenths of seconds. Failing to modify the number when transporting programs can lead to unexpected results in the pacing of a program.

Example Set 6 – w:
SuperPILOT

<table>
<thead>
<tr>
<th>Code</th>
<th>What appears on screen</th>
</tr>
</thead>
<tbody>
<tr>
<td>w:10 [wait up to 10 seconds]</td>
<td></td>
</tr>
<tr>
<td>PC Versions</td>
<td>w:100 [wait up to 10 seconds]</td>
</tr>
</tbody>
</table>

Execute Indirect Statement – xi:
When using the execute indirect statement in SuperPILOT, the expression must first be assigned to a dimensioned variable that is made the object of the xi:. In all PC Versions, the xi: may be replaced with x:, and the expression may be the object of the xi:

Example Set 7 – xi:
SuperPILOT

<table>
<thead>
<tr>
<th>Code</th>
<th>What appears on screen</th>
</tr>
</thead>
<tbody>
<tr>
<td>c: aS=&quot;u:q&quot;!!str(q)</td>
<td>xi:aS</td>
</tr>
<tr>
<td>PC Versions</td>
<td>xi:u:q&quot;!!qS(k)</td>
</tr>
</tbody>
</table>

ODDS AND ENDS
Saving student responses is a lot easier in all PC PILOT Versions. The k: statement is used to write directly to a disk file called k.rec. Each new response is automatically added to the end. Space is limited only by the number of spaces on the disk, not a predefined amount as in SuperPILOT. To add the response, plus a label, use the statement, k: "Label:"!!%B%.

There are other differences that are quite striking. Character s's are handled differently in SuperPILOT and all PC Versions. Graphics must be completely reworked when transporting. Also, PC Versions 2 and 3 have a gx: statement that allows the present screen to be saved temporarily and then instantaneously recalled using gx:. This is great for creating "pop-up" boxes. PC Versions 2 and 3 also have a function called sfl [shuffle] that is quicker and more efficient than using the random function. Finally, PC Versions 2 and 3 contain "Sprites" that provide the programmer with an easy to use graphics animation tool.

CONCLUSION
Two years ago, what could be done with SuperPILOT and PC Version 1 was, for the most part, equivalent. However, while SuperPILOT has remained stagnant, the PC versions have been evolving, meeting the needs of CAI designers as they produce programs of increasing sophistication. Unless SuperPILOT begins to keep pace with this increasing demand, it will be more and more difficult for the CAI developer to transport PILOT programs. This will occur not because of a lack of common syntax, but because SuperPILOT will no longer permit the designer to create a similar looking presentation.
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EDITORIAL COMMENT: THE ROLE OF COMPUTERS IN THE STUDENT LABORATORY

Harold I. Modell
Department of Radiology, University of Washington, Seattle, Washington

Attempts to incorporate computers into student laboratories seems to be occurring with increasing frequency as life science departments become more aware of the capabilities of the computer and as more software becomes available. Defining the role of the computer in this educational setting, however, is not as cut and dry as it may seem. In some cases, the computer promises to be an ideal solution to some very perplexing problems. In other cases, the computer may actually be detrimental to the educational goals of the laboratory. The intent of this commentary is to help focus on some of the educational goals of student laboratories and ask whether the computer provides a vehicle for meeting those goals. Perhaps the end product will be a definition of multiple roles rather than a singular role for the computer in the student laboratory.

WHY HAVE STUDENT LABS?

Before we can deal with the issue of computers in labs, we must define the role of the student lab within the curriculum. The most obvious answer to the question, "Why have student labs?" and one that most faculty use to justify their inclusion in the curriculum, is that labs provide a means of incorporating an active learning experience into the curriculum. They afford students the opportunity to have a "hands on" experience with material covered in
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their reading and lectures.

Unfortunately, many faculty do not take the next step and define the educational goals of specific laboratory exercises. In deciding whether the computer is appropriate in a given laboratory, it is essential that these goals be defined explicitly. This may not be an easy task. Laboratory exercises are often designed to demonstrate a biological phenomenon and incorporated into a curriculum with little attention to specific educational goals. Current laboratory exercises seem to span a range of possible goals, however, that may be summarized under the following four general headings.

1) To familiarize students with technical issues;
2) To familiarize students with experimental and analysis issues;
3) To en... , students in a problem-solving experience;
4) To provide students with a first-hand experience with a living system.

The response of many colleagues to this list is that student labs share all of these goals, and they cannot be separated. While it may be true that many labs have components that could fit within the scope of each of these headings, the primary reason for having students go through the exercise usually falls only under one category. Let us consider each of these and see whether the computer can help to achieve each type of goal.

FAMILIARIZING STUDENTS WITH TECHNICAL ISSUES

Some exercises are designed to familiarize students with various types of instrumentation. These sessions allow students to become familiar with the controls of the instrument, calibration procedures, and the limitations of the equipment. Other exercises may be aimed at enhancing psychomotor skills for specific tasks. In both areas, computer simulations offer a viable means of meeting the educational goals at a savings in terms of necessary equipment, set-up time, and perhaps faculty time. Two examples serve to illustrate situations in this area.

Well counter simulation
The training program for residents in Nuclear Medicine at the University of Washington includes a laboratory designed to familiarize residents with the function and limitations of a Na-I well counter for counting gamma-emitting isotopes. In the laboratory procedure, the student obtains an energy spectrum for a given isotope by counting a sample. During the course of the exercise, a variety of factors that affect counting statistics are examined.

We have recently completed a computer simulation of this exercise that could provide the same experience without imposing the space and time limitations associated with setting up the physical equipment in an area large enough to be accessed by the whole group. The program begins with a

![Figure 1](image_url)

FIGURE 1. Screen from well counter simulation showing energy spectrum of Technetium-99m. Student has set the window for counting between the vertical lines.

Nursing skills simulation
Larson has developed a series of simulations designed to help nursing stu...
ISOTOPE: TC99M

COUNTER SETTINGS:
WINDOW = 134 TO 147 KEV
COUNTING TIME = 10 SEC

SAMPLE PREPARATION:
10 MCI IN 1 L

SAMPLE = 1 ML

TOTAL COUNTS DETECTED = 76839
APPARENT COUNTING EFFICIENCY = 3 %
ACTUAL OVERALL EFFICIENCY = 2 %

(PRESS ANY KEY TO CONTINUE)

FIGURE 2. Screens from well counter simulation. Left panel: Data presented to student after "counting" the sample. Right panel: Options available to the student after counting the first sample. The program allows the student to examine the influence of each parameter on counting statistics.

Students develop psychomotor skills such as calculating and dispensing drug dosages and calculating and regulating flow rates from intravenous drip chambers. These programs were designed so that they could replace conventional skills laboratories in which students worked with actual syringes and IV drip chambers. Larson reported that there were no significant differences between the traditional labs and computer-based exercises in terms of the effectiveness, transfer, or retention of learning achieved. However, the cost of instruction per student was 45-70% less with the computer exercises than with conventional laboratories. In this environment, the computer has again proven to be a viable alternative to the wet lab.

FAMILIARIZING STUDENTS WITH EXPERIMENTAL DESIGN AND ANALYSIS ISSUES

In some curricula, laboratories are intended to provide the student with a "preview" of the research laboratory. In this context, the laboratory exercises deal with experimental design issues including the need to have a sound statistical basis for the design chosen, the importance of appropriate control groups, and issues related to gathering appropriate data (e.g., measurement error, signal-to-noise ratio). Exposure to appropriate data analysis (including statistical tests) is also an integral part of these laboratories.

In this context, Heidcamp has provided one example of computer use as an adjunct to the wet lab. In his example, students run cellular respiration experiments using a Warburg apparatus. Data are collected every ten minutes from fourteen flasks representing six duplicated experimental groups and a control. The data are entered into a microcomputer as the experiment is run. The computer program calculates appropriate corrections (e.g., for background temperature and pressure) and displays the data in graphical form. By examining the data as the experiment is being conducted, and by comparing one group's data to data gathered by colleagues in other groups, students are better able to gain an appreciation for potential errors (e.g., leaks in the system) as well as other factors related to experimental design and data gathering.

Kramm and Spain's Mark and Recap simulation allows ecology students to examine issues related to experimental design and data analysis in a content area where actual student laboratory exercises may be difficult, if not impossible, to conduct. In this simulation, students define a population size of wildlife to "capture" and mark. This population is then released, and, at a later time, the student defines a sample size to "recapture" from the general population. The process may be repeated to examine the influence of a number of design parameters related to this class of experiments.

These examples illustrate that the computer can certainly play a role in laboratories focused on experimental design and analysis issues. In some cases, the computer can serve as a valuable adjunct to wet lab, providing an ability...
to reduce large amounts of data in a timely manner so that class time can be devoted to discussion of the implications of the design characteristics of the experiment and the significance of the results. In other cases, the computer can provide a means of conducting "experiments" aimed specifically at the design and analysis issues that might not otherwise be included as part of the curriculum.

ENGAGING STUDENTS IN A PROBLEM-SOLVING EXPERIENCE

Although problem-solving represents a critical component of life science disciplines, few instances of wet labs having problem-solving as an educational goal can currently be found in life science curricula. With the time and financial constraints on today's curricula, it is doubtful that many wet labs intended to serve large classes can provide sufficient resources to allow students the latitude necessary to engage in an in-depth problem-solving experience. Perhaps use of the computer in an effort to attain this goal represents the application with the highest potential for impacting life science education. Computer simulations offer a latitude not available with living systems. A system may be examined as simplified components or groups of components and built up to a complex system. For example, in cardiovascular physiology, simulations are currently available that allow examination of the aspects of the system ranging from an isolated left heart preparation (Figure 3) to a complex system that includes interactions with other systems.

In respiratory physiology, one can begin by examining exchange between the atmosphere and alveoli (Figure 4), build upon this to a system that takes ventilation-perfusion relationships, right-to-left shunt, and a tissue bed into account (Figure 5) and ultimately examine a model of cardiopulmonary physiology that allows the user to examine more than 100 parameter values.

Computer simulations also provide a mechanism of extending the scope of wet labs that do offer a problem-solving experience. Cooper uses a simulation to allow students in introductory microbiology to extend their wet lab experience of identifying unknown bacteria to include pathogens.

PROVIDING STUDENTS FIRST-HAND EXPERIENCE WITH A LIVING SYSTEM

Traditionally, this has been the primary educational goal of student laboratories. In recent years, the rising costs of equipment and supplies, increased class sizes, and increased activity of animal rights...
groups have led many life science departments to seek "alternatives" or "substitutes" for these laboratories. The words "alternative" and "substitute" are unfortunate choices for they imply that both the old and new activities accomplish the same goals. From a scheduling standpoint, other types of activities can certainly serve as alternatives or substitutes for wet labs. However, from the standpoint of attaining the educational goal of providing students with a first-hand experience with a living system, nothing is farther from the truth. If the goal of the laboratory is to have the student gain an appreciation for the feel of living tissue, the viability of a nerve or muscle preparation, or the difference between a beating and fibrillating heart, there is no substitute for the living system. The experience cannot be duplicated through simulations or by watching images stored on film, videotape or videodisc.

Does this mean that the computer has no role in this type of laboratory? On the contrary, it can play a very important role. It can, in fact, help the student gain more from the experience than is possible with more traditional equipment. The key element in this application is the analog-to-digital (A-D) converter. By equipping the computer with an A-D converter and appropriate software, the computer can be converted into a strip-chart recorder with capabilities for repeating and manipulating data acquired during an experiment. Computer-based data acquisition can enhance wet labs in a number of ways. First, the cost of such equipment relative to traditional signal recording equipment is low. Thus, departments contemplating elimination of wet labs because the cost of replacing old equipment is prohibitive may have a viable alternative that will allow retaining or perhaps even expanding the wet lab experience.

The time that it takes for students to become familiar with the recording equipment is probably less because most have had some computer or keyboard experience. This means that in a given laboratory period, more time is available for focusing on the biological system being studied.

Because acquired data can be stored, manipulated, and redisplayed, data gathered at the beginning of the experiment before significant deterioration of the preparation takes place can be used in a variety of analysis schemes. In this way, the student may be able to broaden the scope of a study beyond that possible with more conventional methods.

**FIGURE 4.** Output screen from the first program in a series of models of pulmonary gas exchange. The student begins the series by examining exchange between the atmosphere and alveoli.

**FIGURE 5.** Output screen from the last program in a series of models of pulmonary gas exchange. Components have been progressively added so that the student can now view the system as a whole.
recording equipment.

CONCLUSION
We have seen a trend in recent years towards reduction or elimination of student laboratories in many life science settings. The reasons given for reducing or eliminating these sessions include the increased volume of information that must be covered within a given time period, rising costs of laboratory equipment and supplies, and student opposition to using mammals in student laboratories. In succumbing to these pressures, it seems as if few departments seriously examined the educational goals of their student laboratories in an attempt to retain these potentially valuable educational experiences.

Perhaps it is time to reevaluate the overall goals of life science curricula and consider focusing on process rather than factual information. Student laboratories with explicit educational goals could contribute significantly to the emergence of a student body that is able to think about integrated biological systems rather than merely access biological facts.

The computer is a versatile tool that can contribute in a variety of ways to achieving the educational goals of student laboratories. The key to success, however, is to define these goals for specific laboratory exercises and incorporate the computer in ways that are consistent with the established goals.
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CAN YOU HELP?

One of the goals of NRCLSE is to serve as a mechanism for life science faculty interested in using the computer as a teaching tool to become aware of colleagues with similar interests. From time to time, NRCLSE receives letters from life scientists requesting information in areas in which we lack expertise. It seems appropriate to initiate a new feature in which these questions are passed along to colleagues who can help. Therefore, from time to time we will seek the help of the CLSE readership in responding to these inquiries. If you can help, please respond directly to the person seeking information.

NRCLSE:

I am interested in obtaining an MS-DOS 3.2 compatible computer program that I can use as a framework for the systematic and comprehensive documentation of selected life forms in the U.S. Virgin Islands, and I wondered if you could help me. I want a program that can place organisms within a classification system, as well as allow for documenting the relationships that organisms have with others. I would like to be able to access this data by any classification category name, as well as allow for documenting the relationships that organisms have with others. I would like to be able to access this data by any classification category name, specific relationships between organisms, and an artificial classification designation such as forage, fruit, ornamental, and vegetable crops.

My present thoughts are to use a commercial relational database management program. In one table, give each phylogenetic classification category name an identifying number. In another table, group the classification category names by their identifying numbers. In another table, describe each organism, give it an identification number and link it to the phylogenetic classification system by its corresponding classification group identification number. The organism identification number could be used to identify the organism within an artificial classification group. Has this already been done?

I recognize that determining which phylogenetic classification system to use is of critical importance. The technical difficulty of classifying the classification tree in the database without excessive duplication is also a concern.

I would appreciate any assistance that you could provide in directing this effort.

Houston Holder
Extension Specialist in Plant Protection
Virgin Islands Cooperative Extension Service
College of the Virgin Islands
P.O. Box "L", Kingshill, St. Croix
U.S. Virgin Islands 00850-000L
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USE OF ELECTRONIC BLACKBOARD TELECONFERENCE TEACHING AT A REMOTE SITE

Ken Kastella and Albert Gordon

In addition to the main campus in Seattle, first year medical students at the University of Washington receive instruction at the remote sites participating in the WAMI Medical Education Program: Washington State University, Pullman (WSU); University of Alaska, Fairbanks (UAF); Montana State University, Bozeman (MSU); University of Idaho, Moscow (UI). This is a report on the success of the project.

From 1973 to 1979, we had experience with electronic media for long-distance teaching. Over the last three years, we have experimented with the use of the "electronic blackboard" to teach part of a course entitled "Mechanisms of Cellular Physiology" to students in Fairbanks, Alaska. This is a report on the success of the project.
full duplex audio and video satellite transmission between Seattle and Fairbanks to teach the same physiology course. The lectures were presented to medical student conference groups and turned out to be a highly successful, but extremely expensive didactic method. Our goal was to find a less expensive way to duplicate the interactive teaching that the satellite experiment provided. We have explored several other ways of doing this. Commercial telephone is far less expensive and the obvious initial choice. By themselves, telephones provide voice-only transmission, a major drawback for scientific subjects. Because of the need to transmit drawn or written information in teaching, we explored three methods for doing this using regular telephone lines. The choices were dictated mainly by the available technology in any given year. Although it never made it to the classroom, we first tried slow-scan TV but found that the images were too low in resolution with barely tolerable transmission speeds. In addition, slow-scan TV is relatively expensive.

THE ELECTRONIC BLACKBOARD

In 1984, we went to the use of an "electronic blackboard" as a means of transmitting pictorial information. During the first year's operation, we leased an AT&T electronic blackboarding system on an experimental basis. The system involved writing on a pressure sensitive blackboard with chalk (or, when the configuration is upgraded, on a white board with a pen). Visual information was digitized, transmitted over phone lines, and appeared almost instantaneously on a TV monitor at the remote site. A separate phone line was used for voice transmission. Technically, this proved to be a reasonable method for presentation and mimicked blackboard presentations to students in a normal classroom very closely. A major drawback to this system was the inability to pre-draw complex images for transmission or for later annotation. Another major drawback at the time was the purchase price of the system, approximately $12,000 for a single blackboard and electronics.

In the last two years (1985 and 1986), we have used the Telewriter II PC system from Optel Communications, Inc. (322 Eighth Ave, New York, NY 10001). In its present configuration, it uses a Penet digitizing pad interfaced to an IBI I-PC. Images, drawn on-line or pre-drawn and stored, can be transmitted via a modem to a microcomputer at the peripheral site and displayed or stored there for later retrieval. Display at the other end is on a computer monitor or various enlarged displays. Microphones and/or speaker phones at either end enable a two-way dialog between students and the instructor.

The system operates in one of two resolution modes: a CGA compatible, low resolution mode of 320 x 200 pixels with 4 colors or a higher resolution mode of 640 x 200 pixels with only black and white. In addition to the ability to draw on-line, the Optel software permits the instructor to pre-draw or pre-type a series of screens which could be stored, transmitted to the peripheral sites off-line, and called up one page at a time from the remote microcomputer for annotation or illustration. Because the Telewriter PC software can also operate in the background and generate 320 x 200 pixel graphic images generated by the Penware software as well as other graphics programs, such as PC Paint and Lotus 1-2-3, these pre-drawn images can be very complex. The Penet digitizing pad is also a "smart" tablet. It can recognize letters drawn on the tablet and record them as printed letters. The present modern multiplexes voice and data for transmission over a single telephone line, but only at 300 baud. On-line drawing or annotation is done virtually in real time with no noticeable delay in transmission. Depending on the resolution, transmission of whole frames takes a few minutes at the slow 300 baud rate, but this can be done off-line before the teaching sessions. The system is designed to permit two-way visual communication by installing a Penet tablet at the remote end, but that option was not available to us. However, it does seem desirable and beneficial for students to be able to illustrate their questions and have it appear on the instructor's computer monitor. The price of the system as configured was about $6000 excluding the price of the PCs and monitors.

APPLICATION OF THE SYSTEM

We used the electronic blackboard system for conference style teaching rather than in the lecture mode. The physiology course we were teaching has a common content at all of the peripheral sites, and a detailed syllabus has been developed for the course. For independent study, students were assigned course material from the detailed presentation in the syllabus. Teleconferences with the electronic blackboard were then used to review material, clarify difficult concepts, and answer students' questions. Pre-stored images permitted greater ease of review while the ability to draw and write on-line allowed clearer and more graphic answers to questions than the alternative, the telephone alone. The electronic blackboard was also used to expand on the basic material by presenting examples of the latest research developments. The goal was to show students future directions in the field, but it was not material for which they would be held responsible and tested on.

EVALUATION

Evaluation of the effectiveness of this mode of teaching took two forms, comparison of test performance and attitude surveys. Examinations at each of the five WAMI sites have a common content which, for this course, is 50 questions. Of those questions, approximately 10 examine the material covered using the electronic blackboard system. The success of the teaching experience using this media was evaluated primarily by comparing the common exam performance of the Alaska WAMI stu-
The novelty of the presentation at Alaska involved in independent study. Perhaps the first two years of the study, but the study could have been a factor in students were responsible for independent study. The "Mechanisms of Cellular Physiology" course. The fact that the Alaska in the "Mechanisms of Cellular Physiology" course was greater than the level of the students at the other sites. However, differences in performance were not significant because of the small number of questions. In any case, in terms of real performance, students using the electronic blackboard conferencing system did not do any worse and may, in fact, have done better than students at the other sites.

The performance of Alaska students relative to the other sites has not been rigorously analyzed, but some relevant comments may be in order. All students go through the same selection process by the University of Washington, although Alaska students tend to have slightly lower MCAT scores and GPAs. Each WAMI course has common exam questions, and in a given course in a given year, a particular site may have an exam average that is better or worse than the other sites. When looked at over the years, however, there has been no consistent statistical difference between sites, and that was also true for the entire 50 common questions in the "Mechanisms of Cellular Physiology" course. The fact that the Alaska students were responsible for independent study could have been a factor in the first two years of the study, but the results were the same in the third year when both WSU-UI and UW also were involved in independent study. Perhaps the novelty of the presentation at Alaska could have been a factor. Another factor that may be important is the size of the group. One hundred students are in Seattle; WSU-UI has 40 students; MSU has 20; and Alaska varied from 13 to 16.

Subjective feelings regarding the effectiveness of the electronic blackboard were obtained from a questionnaire prepared for the students. From the faculty viewpoint it was comforting to note that in spite of their performance, the subjective evaluation by Alaska students indicated that they preferred a real live instructor rather than the electronic media. Although they thought that the conferences were useful and the media good, the lack of more personal interaction with students was identified as a concern.

LESSONS LEARNED A major problem with this method of instruction is the lack of visual communication between the instructor and student. Head nods and puzzled looks apparent in the classroom, especially with small groups, are not transmitted, and it can be difficult to get the students to be more vocally assertive about clarifying unclear points or concepts. Other problems, mostly technical in nature and which will most certainly be minimized in the future, include the following.

Transmission Speed The speed of data transmission is currently limited to 300 baud. This rate is very restrictive, particularly if higher resolution screens are to be transmitted.

Screen Resolution The screen resolution is IBM CGA compatible 320 x 200 pixels in four colors or 640 x 200 in black and white. With this resolution, all drawings and lettering have to be fairly large, and the content on the screen must be kept low.

Hard-copy Output It would have been useful to have had a means of turning the graphic images into printed images for the students. Of course, if materials were generated early enough, they could be duplicated and sent to the peripheral site prior to the session. However, for those instances where the instructor digresses from the script, it would be convenient to have been able to make a quick copy of this material for the students. Hardware is probably available for making this conversion.

Computer Display Size We had problems with the size of the standard computer display. For a group of 10 or less, it is marginally large enough, but a larger monitor or some sort of projection system is required for larger groups.

Audio Exchange We used a single speaker-phone for the audio. This is usable for a small number of students, however, the ideal would have been a good teleconferencing system with speaker and microphones so that students can both hear and be heard when asking questions.

CONCLUSION This system, as set up, could be accessed quickly so that we could be on-line to answer students' questions within a few seconds of receiving a telephone call. This means that a firm schedule is not necessary, but the system could be used on a more casual basis to respond directly to students' questions, greatly expanding the flexibility and usefulness of the system. There are certainly many other uses for the electronic blackboard teleconferencing system in a university setting. For example, administrative conferences, one-on-one consultations, testing, demonstrations, simulation, and modeling are all possible uses that we did not explore. Overall, we feel that the experiment was successful and the media useful in this teaching setting.
WHERE'S THE SOFTWARE?

In the past, we have published several lists of life science software sources and programs or program areas available through them. The following list is presented as the latest in a continuing effort to make colleagues aware of potential resources. As in the past, no attempt has been made by NRCLSE to review these materials. In lists presented after our planned peer critique mechanism is in place, hopefully later this year, indication of reviews will also be presented.

This month's listing includes information drawn from 1986-87 edition of The Educational Software Selector, a database created by the Educational Products Information Exchange (EPIE) Institute. For additional information about EPIE, write or phone EPIE Institute, P.O. Box 839, Water Mill, NY 11976, telephone (516) 283-4922.

If you have found specific software helpful in your teaching efforts, please share your good fortune by letting us know about the program(s) and supplier(s) so that we can make this information available through future "Where's the Software?" lists. Send pertinent information to Dr. Harold Modell, NRCLSE, Mail Stop RC-70, University of Washington, Seattle, WA 98195 or send us a note on BITnet. Our BITnet address is MODELL@UWALOCKE.
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<tbody>
<tr>
<td>KNOWLEDGE MASTER - BIOLOGY 2</td>
<td>Test-item database for test generation. Content covers coelenterates, arthropods, insects, fish, amphibians, and reptiles. Part of a 5-program Biology series for Apple II equipment.</td>
</tr>
<tr>
<td>KNOWLEDGE MASTER - BIOLOGY 3</td>
<td>Test-item database for test generation. Content covers birds, mammals, protists, bacteria and taxonomic zoology. Part of a 5-program Biology series for Apple II equipment.</td>
</tr>
<tr>
<td>Biosource Software</td>
<td>2105 S. Franklin, Suite B Kirkville, MO 63501 (316) 665-3678</td>
</tr>
<tr>
<td>CONCEPTS IN THERMOGRAPHY</td>
<td>Tutorial covering basic DC concepts, peripheral vascular physiology, detecting skin temperature, amplifiers, and processing DC signals. Program for Apple II equipment.</td>
</tr>
<tr>
<td>NEUROMUSCULAR CONCEPTS</td>
<td>Tutorial covering muscle action potentials, use of electromyograph, contraction, muscle action and movement disorders. Program for Apple II equipment.</td>
</tr>
<tr>
<td>PRINCIPLES OF PHARMACOLOGY</td>
<td>Tutorial covering history, drug absorption and distribution, biotransformation and elimination, mechanisms of action, and drug safety and efficacy. Program for Apple II equipment.</td>
</tr>
<tr>
<td>SKELETAL MUSCLE ANATOMY/PHYSIOLOGY</td>
<td>Tutorial covering three muscle categories, skeletal muscle microstructure, sliding filament theory, motor units, and lever systems. Program for Apple II equipment.</td>
</tr>
<tr>
<td>SKILLS IN ELECTROMYOGRAPHY</td>
<td>Tutorial covering skin preparation, reducing EMG artifact, testing a myograph's operation, electrode location, and preventing shock hazards. Program for Apple II equipment.</td>
</tr>
<tr>
<td>CELL GROWTH AND MITOSIS</td>
<td>Interactive simulation covering surface area-volume ratio, chromosome number, chromosome replication, and cytoplasmic division. Program for IBM-PC (PC-DOS) equipment.</td>
</tr>
<tr>
<td>LEAF: STRUCTURE AND FUNCTION</td>
<td>Tutorial-simulation covering the anatomy and physiology of the leaf with respect to its role as the &quot;chemical factory&quot; of the plant. Program for IBM-PC (PC-DOS) equipment.</td>
</tr>
<tr>
<td>PASSIVE TRANSPORT</td>
<td>Tutorial-simulation covering diffusion and osmosis. Program for MS-DOS compatible equipment.</td>
</tr>
<tr>
<td>PHOTOSYNTHESE AND LIGHT ENERGY</td>
<td>Simulation focuses on characteristics of light and its role as an energy source. Program for IBM-PC (PC-DOS) equipment.</td>
</tr>
<tr>
<td>PLANT GROWTH</td>
<td>Tutorial-simulation covering physiology of growth beginning with the seed. Covers hormone control, feedback mechanisms, transport, and differentiation. Program for IBM-PC (PC-DOS) equipment.</td>
</tr>
<tr>
<td>COMPRESS</td>
<td>P.O. Box 102 Wentworth, NH 03282 (603) 764-5831</td>
</tr>
<tr>
<td>GENETIC DRIFT</td>
<td>Tutorial-simulation focusing on random changes with time in the distribution of individuals in small populations. Program for Apple II equipment.</td>
</tr>
<tr>
<td>LIFE</td>
<td>Educational game dealing with changing distributions of individuals. Program for Apple II equipment.</td>
</tr>
<tr>
<td>Mendelian GENETICS</td>
<td>Simulation covering dominance, partial dominance, lethality, linkage, and sex linkage. Program for Apple II equipment.</td>
</tr>
<tr>
<td>POPULATION GROWTH</td>
<td>Simulation dealing with exponential and density-dependent growth. Program for Apple II equipment.</td>
</tr>
<tr>
<td>POPULATION SIZES</td>
<td>Simulation dealing with a dynamic...</td>
</tr>
</tbody>
</table>
population. Program for Apple II equipment.

SIMULATION OF HEMOGLOBIN FUNCTION
Simulations of hemoglobin and myoglobin functions. Program for Apple II equipment.

Computers
15 Centennial Road
Randolph, NJ 07869
(201) 366-8540

LIMITS
Simulation of the effects of growth on world population, pollution, food supply, industrial output, and natural resources. Program available for Apple II, PET/CBM, and TRS-80 Model III equipment.

MALARIA
Simulation of the effects of various types of malaria epidemic controls. Program available for Apple II, PET/CBM, and TRS-80 Model III equipment.

POLLUTE
Simulation of factors affecting water quality. Includes temperature, amount and type of pollutant, and water treatment. Program available for Apple II, PET/CBM, and TRS-80 Model III equipment.

POP
Simulation of three growth models (exponential, logistical, and logistical with low density). Program available for Apple II, PET/CBM, and TRS-80 Model III equipment.

RATS
Simulation of rat control in city or apartment by sanitation and various poisons. Program for Apple II, PET/CBM, and TRS-80 Model III equipment.

ERNZKIN: Enzyme Kinetics
Simulation of enzyme-catalyzed reactions. Program available for Apple II equipment.

ENZKIN: Enzyme Kinetics
Simulation of enzyme-catalyzed reactions. Program available for Apple II equipment.

EVOLUT: Evolution and Natural Selection
Simulation of fluctuations in gene frequencies of wild populations. Program available for Apple II equipment.

FAMILY IDENTIFICATION
Data retrieval program to review the characteristics of 74 North American flowering plant families. Program available for Apple II equipment.

ISLAND BIOGEOGRAPHY
Three simulations of island communities dealing with the relationship between island area and number of species, colonization of a new island, and island immigration and extinction.

Program available for Apple II equipment.

LIFE TABLES AND THE LESLIE MATRIX
Tutorial-simulation dealing with the basic life table and Leslie Matrix. Program available for Apple II equipment.

LINKOVER: Genetic Mapping
Simulation of genetic mapping experiments. Program available for Apple II equipment.

MARK & RECAPTURE
Simulation of mark and recapture experiments to explore three models for estimating population sizes. Program available for Apple II equipment.

OSMOTIC PRESSURE
Simulation of thistle tube experiments and animation of a molecular model for osmosis. Program available for Apple II equipment.

POPULATION GROWTH
Simulation of population growth. The package compares and contrasts the geometric or exponential growth model with the logistic or Verhulst-Pearl growth model. Program available for Apple II equipment.

PREDATION
Simulation of predator-prey interactions. Program available for Apple II equipment.

PREDATION EQUILIBRIA
Simulations of equilibrium models of predator-prey interaction. Program available for Apple II equipment.

TRIBBLES, TRIBBLES Revisited
Simulation to introduce students to the scientific method. Programs available for Apple II (Tribbles) and IBM-PC compatible (Tribbles revisited) equipment.

Cells and Genetics Picture File
Hi-Res diagrams of animal cell, plant cell, mitosis, meiosis, Punnett Square, sex linked traits, DNA replication, protozoa, energy reac-
tions, and pedigree. Program available for Apple II equipment.

HUMAN ANATOMY PICTURE FILE
Hi-Res diagrams of heart, brain, eye, ear, respiratory system, kidney, endocrine system, neurons, circulatory system, and digestive system. Program available for Apple II equipment.

PLANT ANATOMY PICTURE FILE
Hi-Res diagrams of roots, stem cross-section, leaf cross-section, photosynthesis, flowers, seeds, and germination. Program available for Apple II equipment.

Diversified Education Enterprises
725 Main Street
Lafayette, IN 47901
(317) 742-2690

BALANCE-PREDATOR-PREY SIMULATION
Simulation of the effects of food supply, carrying capacity, environmental conditions, and external pressures or predator/prey relationships. Program available for Apple II, TRS-80 Models I and III, IBM-PC, and Commodore 64/128 equipment.

CLASSIFY-CLASSIFICATION KEY PROGRAM
Presents an unclassified set of characteristics and labels for classification at various levels. Program available for Apple II, TRS-80 Models I and III, IBM-PC, and Commodore 64/128 equipment.

DICROSS-DIHYBRID CROSSES
Simulation of various types of dihybrid crosses. Program available for Apple II, TRS-80 Models I and III, IBM-PC, and Commodore 64/128 equipment.

DILUTE-MICROBIAL DILUTION SERIES
Simulation covering design and testing of microbial dilution series to determine concentration of a bacterial solution. Program available for Apple II, TRS-80 Models I and III, IBM-PC, and Commodore 64/128 equipment.

DNAGEN-DNA/GENETIC CODE SIMULATION

ENZYME-SIMULATION, ENZYME ACTION

FLYGEN

FLYGEN
Simulation of monohybrid or dihybrid crosses. Program available for Apple II, TRS-80 Models I and III, IBM-PC, and Commodore 64/128 equipment.

MONOCROS-MONOHYBRID CROSSES

NICHE-ECOLOGICAL GAME/SIMULATION
Game in which students attempt to place an organism in its proper ecological niche correctly by specifying environment, range, and competitor. Program available for Apple II, TRS-80 Models I and III, IBM-PC, and Commodore 64/128 equipment.

OSMO-OSMOSIS IN RED BLOOD CELLS
Simulation of red blood cells in hypertonic, hypotonic, and isotonic solutions. Program available for Apple II, TRS-80 Model III, IBM-PC, and Commodore 64/128 equipment.

PLANT-PLANT GROWTH SIMULATION

POPGEN-POPULATION GENETICS
Simulation of the effects of Hardy-Weinberg Law conditions on gene, genotype, and phenotype frequencies of a population over time. Program available for Apple II, TRS-80 Models I and III, IBM-PC, and Commodore 64/128 equipment.

DYNACOMP, Inc.
1064 Gravel Road
Webster, NY 14580
(716) 671-6160
(800) 828-6772

PLANT-ECOLOGY FRUIT KEY

EDUCATIONAL MATERIALS AND EQUIPMENT COMPANY
P.O. Box 392
Freepool, NY 11520
(800) 645-3739
(516) 223-4666

HEART LAB
Animated graphics simulation of human heart. Program available for Apple II, TRS-80 Models I and III, PET, and Atari 800/800XL equipment.

EDUCATIONAL ACTIVITIES, INC.
P.O. BOX 392
FREEPORT, NY 11520
(800) 645-3739
(516) 223-4666

ADVANCED GENETICS
Tutorial-simulation presented as a nine-part program covering dominance and recessiveness, partial dominance, lethality, mechanism of inheritance, multiple alleles, sex linkage, multi-
trait inheritance, crossing over, and gene mapping. Program available for Apple II equipment.

AIR POLLUTION
Simulation of carbon monoxide pollution in an urban environment. Program available for Apple II and TRS-80 Model I and III equipment.

DNA-THE MASTER MOLECULE
Simulation dealing with DNA structure. Programs available for Apple II equipment.

INTRODUCTORY GENETICS
Three part tutorial covering a variety of topics. Program available for Apple II, TRS-80 Models I and III equipment.

MEIOSIS
Tutorial-simulation providing an interactive portrayal of gamete formation. Program available for Apple II and IBM-PC equipment.

MICROBIOLOGY TECHNIQUES
Tutorial-simulation covering various laboratory procedures. Program available for Apple II equipment.

NATURAL SELECTION
Tutorial-simulation dealing with genetics and evolution to populations. Program available for Apple II equipment.

OSMOSIS AND DIFFUSION

POPULATION FLUCTUATIONS

THE NUCLEIC ACIDS
Tutorial-simulation dealing with principal nucleotides and synthesis of RNA. Program available for Apple II equipment.

WATER POLLUTION

EduTech, Inc.
303 Lamatine Street
Jamaica Plain, MA 02130
(617) 524-1774

ANIMATIONS
Contains animations for demonstrating DNA structure and synthesis, RNA structure and synthesis, and protein synthesis. Program available for Apple II equipment.

DNA STRUCTURE AND SYNTHESIS
Tutorial dealing with nucleotide structure and linkage between nucleotide, base complementarity, and hydrogen bonding. Program available for Apple II equipment.

PROTEIN SYNTHESIS
Tutorial dealing with the general structure of the amino acids and formation of peptide bonds. Program available for Apple II equipment.

RNA STRUCTURE AND SYNTHESIS
Tutorial extending the concept of hydrogen bonding between complementary bases to show the synthesis of RNA on the DNA template and the analogies in structure between DNA and RNA. Program available for Apple II equipment.

Elsevier-BIOSOFT
68 Hills Road
Cambridge CB2 1LA, United Kingdom

MOLECULAR BIOLOGY SERIES
Programs demonstrating central processes of RNA and protein synthesis and DNA synthesis and repair. Program available for Apple II and IBM-PC compatible equipment.

MOLGRAF
Molecular graphics package. Program available for Apple II and IBM-PC compatible equipment.

MULTI-Q
A general purpose question creation and presentation system. Program available for Apple II and IBM-PC compatible equipment.

"Q" EDUCATIONAL AUTHORING SYSTEM
Authoring system for tutorial and assessment materials. Allows incorporation of graphics and videodisc material. Program available for IBM-PC compatible equipment.
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WHERE'S THE SOFTWARE?

In the past, we have published several lists of life science software sources and programs or program areas available through them. The following list is presented as the latest in our continuing effort to make colleagues aware of potential resources. As in the past, no attempt has been made by NRCLSE to review these materials. In future lists, presented after our planned peer critique mechanism is in place, indication of reviews will also be presented.

This month’s listing continues last month’s entries and includes information drawn from the 1986-87 edition of The Educational Software Selector, a database created by the Educational Products Information Exchange (EPIE) Institute. For additional information about EPIE, write or phone EPIE Institute, P.O. Box 839, Water Mill, NY 11976, telephone (516) 283-4922. Another recent sourcebook for life science software is the 1987 Directory of Educational Software for Nursing published by the National League for Nursing, 10 Columbus Circle, New York, NY 10019.

If you have found specific software helpful in your teaching efforts, please share your good fortune by letting us know about the program(s) and supplier(s) ... that we can make this information available through future Where's the Software lists. Send pertinent information to Dr. Harold Modell, NRCLSE, Mail Stop RC-70, University of Washington, Seattle, WA 98195 or send us a note on BITnet. Our BITnet address is MODELL@UWALOCKE.

HRM Software
175 Tompkins Avenue
Pleasantville, NY 10570
(914) 769-7496
(800) 431-2050

BIOFEEDBACK
Part of 10 program package Experiments in Human Physiology. Experiments include biofeedback, condi-
tioning, and perception measurements. Program available for Apple II equipment.

**BIOFEEDBACK MICROLAB**
Package includes a pulse rate sensor that measures EMG, a thermistor probe to measure skin temperature, and an interface circuit that enables students to connect the sensors to the computer. Program available for Apple II and Commodore 64/128 equipment.

**CALIBRATION**
Part of 10 program package Experiments in Human Physiology. Temperature and timing functions are calibrated against standards. Program available for Apple II equipment.

**CARDIOVASCULAR FITNESS LAB**
Provides students with everything they need in order to use the microcomputer to monitor cardiovascular activity. Program available for Apple II and Commodore 64/128 equipment.

**EXERCISE EXPERIMENTS**
Part of 10 program package Experiments in Human Physiology. The effect of exercise and physical condition on heart rate, breathing rate, and skin temperature is investigated. Program available for Apple II equipment.

**GENE MACHINE**
Tutorial/Simulation dealing with DNA replication and protein synthesis. Program available for Apple II equipment.

**HEART RATE**
Part of 10 program package Experiments in Human Physiology. Light and light sensor for measuring and recording heart rate. Program available for Apple II equipment.

**HEREDITY DOG**
Tutorial covering various topics in genetics. Program available for Apple II and Commodore 64/128 equipment.

**HOMEOSTASIS**
**THERMOREGULATION**
Part of 10 program package Experiments in Human Physiology. Students investigate the body's ability to maintain a constant internal temperature by subjecting a volunteer to mild temperature excursion while recording and displaying skin and body temperature. Program available for Apple II equipment.

**HUMAN GENETIC DISORDERS**
Simulation investigating inherited disorders. Program available for Apple II equipment.

**PSYCHOLOGICAL STRESS-LIE DETECTOR**
Part of 10 program package Experiments in Human Physiology. The physiological response to the stress of a frustrating and abusive quiz is measured. Program available for Apple II equipment.

**RESPONSE-TIME**
Part of 10 program package Experiments in Human Physiology. Users measure finger reaction times with a bright light stimulus (sensor included). Program available for Apple II equipment.

**RESPONSE-TIME INVESTIGATIONS**
Part of a 10 program package Experiments in Human Physiology. The effects on reaction times of stimulus type and response location are studied. Program available for Apple II equipment.

**SKIN TEMPERATURE**
Part of 10 program package Experiments in Human Physiology. Temperature probe (included) senses body and skin temperatures. Program available for Apple II equipment.

**SOLAR FOOD**
Tutorial/Simulation dealing with photosynthesis. Program available for Apple II equipment.

Indiana University School of Medicine
Department of Physiology

635 Barnhill Drive
Indianapolis, IN 46223

**ACID-BASE PHYSIOLOGY SIMULATION**
Simulation of acid-base disturbances based on Davenport Diagram approach. Program available for IBM-PC compatible equipment.

**GAS DIFFUSION IN THE LUNG**
Simulation of oxygen and CO2 transfer between alveolar air and blood. Program available for IBM-PC compatible equipment.

**SKELETAL MUSCLE MECHANICS**
Set of six simulations dealing with muscle physiology. Program available for IBM-PC compatible equipment.

**CARDIOVASCULAR INTER-ACTIONS**
Cardiovascular Physiology simulation. Program available for IBM-PC compatible equipment.

**GRADEBK**
Program for the analysis of a large set of grades. Program available for IBM-PC compatible equipment.

J & S Software
14 Vanderventer Avenue
Port Washington, NY 11050
(516) 944-9304

**ANIMAL REPRODUCTION**
Tutorial reviewing sperm development, egg, and fertilized egg. Program available for Apple II and TRS-80 Model III equipment.

**ASEXUAL REPRODUCTION**
Tutorial reviewing cell division. Program available for Apple II and TRS-80 Model III equipment.

**BIOCHEMISTRY**
Tutorial covering basic atomic structure, balancing equations, and properties of proteins and carbohydrates. Program available for Apple II and TRS-80 Model III equipment.

**DIGESTION**
Tutorial covering digestion in simple organisms and humans. Program available for Apple II and TRS-80 Model III equipment.
Model III equipment.

GENETICS
Tutorial covering various crosses in plants and fruit fly populations. Program available for Apple II and TRS-80 Model III and IV equipment.

ENDOCRINE SYSTEM
Tutorial covering hormones, effects and problems. Program available for Apple II and TRS-80 Model III equipment.

EXCRETION
Tutorial reviewing metabolic wastes, waste removal, and kidney function. Program available for Apple II and TRS-80 Model III equipment.

LOCOMOTION
Tutorial reviewing types and functions of bones and muscles. Program available for Apple II and TRS-80 Model III equipment.

NERVOUS SYSTEM
Tutorial covering nerves, reflexes, and chemical transfer of impulses. Program available for Apple II and TRS-80 Model III equipment.

PHOTOSYNTHESIS & TRANSPORT
Tutorial covering various biological concepts and experimental areas including enzymes, photosynthesis, respiration, diffusion, meiosis, muscles, nerves, and genetics. Program available for Apple II and TRS-80 Models I and III equipment.

GROSS ANATOMY TUTORIAL
Tutorial for gross anatomy review by region and for self-test in National Board format. Program available for Apple II equipment.

Neosoft, Inc.
CBS Interactive Learning
One Fawcett Place
Greenwich, CT 06836
(800) 227-2574

THE BODY IN FOCUS
Tutorial for investigating body systems including skeletal, muscular, respiratory, cardiovascular, gastrointestinal, endocrine, and integumentary. Available for Apple II and IBM-PC compatible equipment.

Oakleaf Systems
P.O. Box 472
Decorah, IA 52101
(319) 382-4320

ALGAL GROWTH
Simulation of the effects of eight variables on growth of algae. Program available for Apple II and IBM-PC compatible equipment.

AQUATIC ECOLOGY
Utilities to perform many of the calculations common to aquatic ecology. Program available for Apple II and IBM-PC equipment.

AQUATIC ECOLOGY DATA SIMULATION
25 simulations covering aquatic systems. Program available for Apple II and IBM-PC equipment.

ECOLOGICAL ANALYSIS PROGRAMS PLUS
Utilities that perform life table analysis, community similarity indices, diversity indices, predator-prey modeling, descriptive statistics, mark-recapture analysis, plus regression and correlation analysis. Program available for Apple II equipment.

EcoLOGICAL ANALYSIS - PC
Utilities that perform life table analysis, inter-specific association indices, community similarity, diversity indices, descriptive statistics, mark-release recapture analysis, plus regression and correlation analysis. Program available for IBM-PC compatible equipment.

ECOLOGICAL ANALYSIS VOL. 2 - PC
Utilities that perform community similarity analysis, indices of dispersion, species-area curve, and step-wise multiple regression. Program available for IBM-PC compatible equipment.

EVOLUTION
Simulations covering mutation, gene flow, natural selection, and genetic drift on populations. Program available for Apple II and IBM-PC compatible equipment.

GRADE KEEPER - PC
Grade book manager that handles classes up to 300 students, up to 25 grades per student. Program available for IBM-PC compatible equipment.

PHYSIOLOGICAL DATA SIMULATION
25 simulations covering aspects of physiology. Program available for Apple II and IBM-PC compatible equipment.

Randall, Dr. James
Department of Physiology
Myers Hall
Indiana University
Bloomington, IN 47405
(812) 335-1574

BASIC HUMAN
Integrated systems model of human physiology. Program available for IBM-PC compatible equipment.

Rush Medical College
Drs. Joel Michael and Alan Rovick
Department of Physiology
1750 West Harrison Street
Chicago, IL 60612
(312) 942-6426
(312) 942-6567

CARDIOVASCULAR PHYSIOLOGY
PART I: PRESSURE/FLOW RELATIONS
Tutorial dealing with a variety of calculations in the area of hemostatics/hemodynamics. Program available for IBM-PC compatible equipment.

PART II: REFLEX
Tutorial dealing with carotid sinus regulation of blood pressure and reflex responses in hemorrhage and exercise. Program available for IBM-PC compatible equipment.

CIRCUIT: A TEACHING EXPERIENCE ON BLOOD PRESSURE REGULATION
Simulated experiment based on a model of the baroreceptor reflex loop. Program available for IBM-PC compatible equipment.

MUSCLE MECHANICS: A COMPUTER-SIMULATED EXPERIMENT
Simulated experiment that permits the user to determine either the length-tension or the force-velocity relationship of a skeletal muscle. Program available for IBM-PC compatible equipment.

PROBLEMS IN FLUID COMPARTMENT RE-DISTRIBUTION
Tutorial covering solution of simple problems of fluid compartment changes in the face of perturbations. Program available for IBM-PC compatible equipment.

Scott, Foresman and Company
1900 East Lake Ave.
Glenview, IL 60025
(312) 729-3000

DIFFUSION AND ACTIVE TRANSPORT
Tutorial covering diffusion, osmosis, and active transport in biological systems. Program available for Apple II equipment.

Sliwa Enterprises, Inc.
2360-J George Washington Hwy
Yorktown, VA 23666
(804) 898-8386

CELL CHEMISTRY I
Tutorial covering various chemical structures. Program available for Apple II and IBM-PC compatible equipment.

CELL CHEMISTRY II
Tutorial covering the chemical and physical processes that occur within cells. Program available for Apple II and IBM-PC compatible equipment.

ECOLOGY
Rote drill reviews and reinforces concepts of general terrestrial, and aquatic ecology. Available for Apple II and IBM-PC compatible equipment.

GENETICS
Tutorial examines DNA molecule and progresses to applied genetics. Program available for Apple II and IBM-PC compatible equipment.

ZOOLOGY I
Tutorial covering the general characteristics, structures, and functions that define the major invertebrate phyla. Program available for Apple II and IBM-PC compatible equipment.

ZOOLOGY II
Tutorial covering physiology in the Phylum Chordata. Program available for Apple II and IBM-PC compatible equipment.

University of Texas System Cancer Center
MDAH
Box 6
6723 Bertner
Houston, TX 77030
(713) 792-2581

CELLGROW
Simulation of cell kinetics. Program available for Apple II equipment.

KILLER T-CELL
Maze game based on the evidence that T-lymphocytes can recognize cancer cells as harmful invaders, track them down, and destroy them. Available for Apple II and IBM-PC compatible equipment.

ARRHYTHMIA’S CASE STUDIES IN MANAGEMENT
Tutorial covering four case studies involving decision making related to diagnosis and treatment of arrhythmias. Available for Apple II and IBM-PC compatible equipment.

ARRHYTHMIAS TUTORIAL I: PATHOPHYSIOLOGY AND SUPRAVENTRICULAR ARRHYTHMIAS
Tutorial dealing with nine different aspects of pathophysiology and supraventricular arrhythmias. Available for Apple II and IBM-PC compatible equipment.

ARRHYTHMIAS TUTORIAL II: VENTRICULAR ARRHYTHMIAS AND HEART BLOCK
Tutorial dealing with nine different aspects of ventricular arrhythmias and heart blocks. Available for Apple II and IBM-PC compatible equipment.

ARTERIAL BLOOD GASES

NOTICE
A limited number of back issues of CLSE have become available for purchase. Volumes 1, 2, and 3 are available at a cost of $30.00 per volume (includes binder) plus shipping. Address orders to: NRCLSE, Mail Stop RC-70, University of Washington, Seattle, WA 98195.

NOTICE
SIMULATIONS IN PHYSIOLOGY

- The Respiratory System -

Harold I. Modell, Ph.D.
School of Medicine, University of Washington, Seattle, Washington 98195

- Series of 12 Simulations in Respiratory Physiology
- 117 Page Laboratory Manual
- Designed for use in student laboratory and group discussion environments
- Pictorial outputs designed to provide conceptual aid, show where variables values are measured, or illustrate the model and how it is solved
- Tabular outputs allow comparison of data from up to 7 'experiments'
- Available for Apple II and IBM-PC compatible computers
- Purchase includes permission to make enough copies to supply appropriate student populations

ORDERING INFORMATION

Option A – Apple II version
Disks (Compiled code and source code)
Documentation
One copy of student laboratory manual

Option B - IBM-PC version (uses CGA graphics)
Disks (Executable source code)
Documentation
One copy of student laboratory manual

Option C - Student Laboratory Manuals
Quantities of 1-25
Quantities over 25

Address orders to: NRCLSE
Mail Stop RC-70
University of Washington
Seattle, WA 98195

© 1987 BY NATIONAL RESOURCE FOR COMPUTERS IN LIFE SCIENCE EDUCATION
0742-3233/86/$00.00 + 2.00
KEEPING ABREAST OF THE LITERATURE

The following citations are presented as part of a quarterly feature in CLSE designed to help readers become aware of current literature pertinent to computer applications in life science education.


AIMS AND SCOPE

The goal of Computers in Life Science Education is to provide a means of communication among life science educators who anticipate or are currently employing the computer as an educational tool. The range of content includes, but is not limited to, articles focusing on computer applications and their underlying philosophy, reports on faculty/student experiences with computers in teaching environments, and software/hardware reviews in both basic science and clinical education settings.

INVITATION TO CONTRIBUTORS

Articles consistent with the goals of Computers in Life Science Education are invited for possible publication in the newsletter.

PREPARATION AND SUBMISSION OF MATERIAL

Articles submitted for publication should not exceed 2000 words and should be typewritten, double spaced, with wide margins. The original and two copies including two sets of figures and tables should be sent to the Editor: Dr. Harold Modell, NRCLSE, Mail Stop RC-70, University of Washington, Seattle, WA 98195.

Title page should include full title, list of authors, academic or professional affiliations, and complete address and phone number of the corresponding author.

Illustrations should be submitted as original drawings in India ink or sharp, unmounted photographs on glossy paper. The lettering should be such that it can be legible after reduction (width of one column = 5.7 cm).

Reference style and form should follow the “number system with references alphabetized” described in the Council of Biology Editors Style Manual. References should be listed in alphabetical order by the first author’s last name, numbered consecutively, and cited in the text by these numbers.

RESPONSIBILITY AND COPYRIGHT

Authors are responsible for accuracy of statements and opinions expressed in articles. All authors submitting manuscripts will be sent a copyright transfer form to complete. The completed form must be returned before the work will be published.

SUBSCRIPTION INFORMATION

Computers in Life Science Education is published monthly by National Resource for Computers in Life Science Education, Mail Stop RC-70, University of Washington, Seattle, WA 98195. Subscription rate is $30.00 for 12 issues, including postage and handling in the United States and Canada. Add $20.00 for postage (airmail) in Mexico and Europe and $23.00 for the rest of the world.

This newsletter has been registered with the Copyright Clearance Center, Inc. Consent is given for copying of articles for personal or internal use, or for the personal or internal use of specific clients. This consent is given on the condition that the copier pay through the Center the per-copy fee stated in the code on the first page for copying beyond that permitted by the US Copyright Law. If no code appears on an article, the author has not given broad consent to copy and permission to copy must be obtained directly from the author. This consent does not extend to other kinds of copying, such as for general distribution, resale, advertising and promotional purposes, or for creating new collective works.

Address orders, changes of address, and claims for missing issues to NRCLSE, Mail Stop RC-70, University of Washington, Seattle, WA 98195. Claims for missing issues can be honored only up to three months for domestic addresses and six months for foreign addresses. Duplicate copies will not be sent to replace ones undelivered due to failure to notify NRCLSE of change of address.

Address editorial correspondence to Harold I. Modell, PhD, NRCLSE, Mail Stop RC-70, University of Washington, Seattle, WA 98195. (BITNET MODELL@UWALOCKE)

POSTMASTER: Send address changes to Computers in Life Science Education, NRCLSE, Mail Stop RC-70, University of Washington, Seattle, WA 98195.
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Carl F. Rothe

A GRAPHICS ORIENTED DATABASE FOR ANATOMY AND PHYSIOLOGY

Nelson Westmoreland

CARDIOVASCULAR INTERACTIONS – A SIMULATION PACKAGE TO HELP LEARNING

Carl F. Rothe

Department of Physiology and Biophysics, Indiana University School of Medicine, Indianapolis, Indiana

Cardiovascular system function evades easy explanations. It is complex in that the peripheral vasculature influences cardiac function, while a change in cardiac function influences the vasculature. The system is closed, but compliant. There are two pumps that fill passively. Cardiac output, the crucial variable for each ventricle, depends upon venous filling pressure (preload) and arterial pressure (afterload) as well as on the heart’s contractility and beating rate. Memorizing the responses to various permutations of parameters is grossly inefficient, if not virtually impossible. There is hope, however, because computer simulation provides a tool to guide understanding and promote learning. Our simulation, CVHUM, has been used for 3 years with our medical and graduate students. To develop simulation packages, I suggest that the following five major facets must be considered.

1) Specify the OBJECTIVES in terms of concepts and relationships to be learned.
2) Develop the MODEL by choosing or developing the needed equations and parameter values, and show that it is reasonable.
3) Develop the SIMULATION PROGRAM for the teaching environment.
by making information input easy and output readily understood.

4) Develop a STUDY MANUAL to guide the student along efficient learning pathways.

5) EVALUATE: the students' responses to the program to discover items of confusion, misinformation, or loss of interest.

OBJECTIVES
In two sessions totaling about 4 hours, our students are asked to use the cardiovascular model to meet the following objectives.

- Explain changes in cardiac output, mean systemic arterial pressure, arterial pulse pressure, and blood volume distribution that are induced by changes in vascular resistance, arterial compliance, heart rate (plot cardiac output and stroke volume as a function of heart rate), and ventricular contractility.

- Obtain data for, plot, and explain the venous-return cardiac-output relationship.

- Describe the consequences of left or right heart failure; propose and test effective reflex compensatory changes.

- Discuss the effects of both systemic and pulmonary hypertension.

- Mimic the cardiovascular effects of vigorous skeletal muscle exercise, and explain effective reflex compensatory changes that act to maintain or restore arterial blood pressure while providing a cardiac output of five times normal.

- Describe the effects of blood volume changes on cardiac output and vascular pressures, and suggest effective compensatory changes to mimic reflex control of the cardiovascular system following hemorrhage.

- Describe and explain the effects on cardiac output and blood pressure of increased intrathoracic pressure (by either positive-pressure artificial respiration or opening the chest) or a decreased intrathoracic pressure.

- Predict changes in arterial blood pressure (systolic/diastolic) from changes in various parameters.

THE MODEL
To help the student understand cardiovascular function, an effective approach is to define the various modules making up the system. Equations are almost essential. Cardiac function can be described with a ventricular pressure-volume diagram with the heart alternating between the curve for diastole and that for systole. Integrating these modules into a coherent whole is daunting. We therefore developed a simulation package on a digital computer that provides realistic data in response to changes in various parameters. The challenge for this package was to keep the model as simple as possible while providing enough detail to be realistic. An earlier model was ultrasmall, showing peripheral and cardiac interactions, but it did not have two ventricles or include heart rate and stroke volumes computed from end-diastolic and end-systolic volumes.

The model, implementing the circuit shown in Figure 1, has a left ventricle, arterial bed, venous bed, right ventricle and pulmonary bed. Thirteen parameters, represented by letters in parentheses in the figure, can be manipulated. The interactions shown in Figure 2 are implemented. Flow through a vascular segment is computed as the pressure gradient divided by resistance. Pressure in a segment is computed as the distending volume divided by the compliance. The distending (stressed) volume of a segment is computed as the integral of inflow minus outflow. By solving these differential equations that define changing segment volumes, the computer provides physically realistic patterns of the dynamic changes in mean flow and pressure. Euler integration in steps of 0.06 or 0.3 second is adequate. The unusual feature of this quasi-dynamic model is the computation of cardiac output from stroke volume without having to compute the flow pulses at millisecond intervals. Ventricular outputs are computed as heart rate times stroke volume, and the stroke volume is the difference between end-diastolic and systolic ventricular volumes. Cardiac contractility, incorporated via the concept of ventricular end-systolic elastance ($E_{\text{syst}}$), defines end-systolic volume (ESV) as

$$\text{ESV} = \frac{P_{\text{normal}}}{E_{\text{max}}} + V_s$$

where, $V_s$ is the end-systolic volume.

 Parameter identification is in parentheses

- (K) Heart Rate
- (R) $E_{\text{max}}$
- (H) $C_3$
- (B) $R_2$
- (G) $C_2$
- (N) Unstressed vascular volume
- (P) Intrathoracic pressure

FIGURE 1. Cardiovascular circuit. The parameters that may be changed are identified by letters and are displayed on the computer monitor (see figure 3).
with a zero afterload. This equation provides for changes in contractility as well as for the influence of afterload.

The end-diastolic volume (EDV) is computed as the integral of inflow minus outflow. Here, outflow is the product of stroke volume and heart rate. Inflow is computed from the filling pressure gradient, venous-to-right heart resistance, and a constant related to the duration of diastole and a filling time-constant. The effect of increased heart rate reducing filling because of lack of filling time, is simulated by computing the duration of the entire cycle at a given heart rate and subtracting the duration of systole to give the duration of diastole. A filling time-constant (75 msec) is used in conjunction with duration of diastole to attenuate the effective rate of inflow to the ventricle. The filling pressure gradient is from the small peripheral veins (mean systolic filling pressure) to the ventricular end-diastolic pressure. This end-diastolic pressure, in turn, is determined by the ventricular volume and compliance. (The response to decreased ventricular compliance, such as with ventricular hypoxia, can thus be simulated.)

In looking at the above relationships, it appears that the computer is programmed to compute a new value based on values not yet determined (it is attempting to hoist itself by its own bootstrap). By using iteration and small step sizes, the equations can be solved sequentially, the results are reasonable, and the system is stable.

A pericardium is included to reduce the ventricular compliance by 6 times, if the computed end-diastolic volume of either ventricle is greater than 175 ml. (At this level of sophistication, interaction between the two ventricles within a single pericardium is not incorporated.) Intrathoracic pressure (normally -4 mmHg) causes the computed distending or transmural pressure of the right heart, lung bed, and left heart to be correspondingly greater than the pressures displayed. The displayed pressures are relative to atmospheric pressures.

In this simplified model, the right heart pressure displayed represents the end-diastolic pressure (preload) and equals the central venous pressure. The venous pressure represents the pressure in the small veins and venules and equals the mean systemic filling pressure. All of the lung blood volume is assumed to be in the pulmonary arterial bed. A more realistic research model incorporates a pulmonary vein segment and several parallel peripheral vascular segments, but for first year medical and graduate students, this seems to be excessively complex. Arterial systolic and diastolic pressures are computed based on mean arterial pressure, stroke volume, arterial compliance, and heart rate.

Parameter values of the model were chosen to simulate the cardiovascular system of a 70 kg person. The model has no transcapillary fluid shift compensatory mechanisms and has no reflexes. The student is expected to provide these responses by changing the appropriate parameters of the model. Although reflex compensation is blocked, the normal basal tone of parameters such as heart rate and peripheral resistance are chosen to be at normal resting levels. The "closeness of fit" of the model with biological data under various experimental or pathological conditions should be documented in detail, but this is difficult and time consuming.

THE SIMULATION PROGRAM

The model was programmed in BASIC and compiled so that it runs a bit faster than real time. Figure 3 shows the output screen for control values. Variables are displayed at 0.1 min intervals in tabular form. As should be expected, changing parameters such as total blood volume requires about 0.5 min to reach equilibrium. If the outflows of the 5 segments are not nearly equal, the user is asked to continue computing (Option 1).

Using a color monitor with several colors readily focuses attention on critical parts of the display. Parameter values in physiological units are displayed during the process of changing parameters (Option 2), but they are usually entered as percent of control.

FIGURE 2. The CVHIUM simulation implements the above relationships for each ventricle except for atrial contraction and the skeletal muscle pump.

In looking at the above relationships, it appears that the computer is programmed to compute a new value based on values not yet determined (it is attempting to hoist itself by its own bootstrap). By using iteration and small step sizes, the equations can be solved sequentially, the results are reasonable, and the system is stable.

A pericardium is included to reduce the ventricular compliance by 6 times, if the computed end-diastolic volume of either ventricle is greater than 175 ml. (At this level of sophistication, interaction between the two ventricles within a single pericardium is not incorporated.) Intrathoracic pressure (normally -4 mmHg) causes the computed distending or transmural pressure of the right heart, lung bed, and left heart to be correspondingly greater than the pressures displayed. The displayed pressures are relative to atmospheric pressures.

In this simplified model, the right heart pressure displayed represents the end-diastolic pressure (preload) and equals the central venous pressure. The venous pressure represents the pressure in the small veins and venules and equals the mean systemic filling pressure. All of the lung blood volume is assumed to be in the pulmonary arterial bed. A more realistic research model incorporates a pulmonary vein segment and several parallel peripheral vascular segments, but for first year medical and graduate students, this seems to be excessively complex. Arterial systolic and diastolic pressures are computed based on mean arterial pressure, stroke volume, arterial compliance, and heart rate.

Parameter values of the model were chosen to simulate the cardiovascular system of a 70 kg person. The model has no transcapillary fluid shift compensatory mechanisms and has no reflexes. The student is expected to provide these responses by changing the appropriate parameters of the model. Although reflex compensation is blocked, the normal basal tone of parameters such as heart rate and peripheral resistance are chosen to be at normal resting levels. The "closeness of fit" of the model with biological data under various experimental or pathological conditions should be documented in detail, but this is difficult and time consuming.

THE SIMULATION PROGRAM

The model was programmed in BASIC and compiled so that it runs a bit faster than real time. Figure 3 shows the output screen for control values. Variables are displayed at 0.1 min intervals in tabular form. As should be expected, changing parameters such as total blood volume requires about 0.5 min to reach equilibrium. If the outflows of the 5 segments are not nearly equal, the user is asked to continue computing (Option 1).

Using a color monitor with several colors readily focuses attention on critical parts of the display. Parameter values in physiological units are displayed during the process of changing parameters (Option 2), but they are usually entered as percent of control.
and displayed as percent of control. (Heart rate changes are handled in units of beats/min and blood volume changes as ml.)

At this stage, graphics are not used, in part because of difficulty in deciding which variables are critical for learning, and because it would extend the computing time. By choosing Option 3 at a steady state, all values are displayed as percent of control. This seems to be nearly as effective as graphics. Messages in contrasting color warning of "life threatening" situations add some realism (Figure 4).

Making the package easy to use and "faculty and student proof" required many trials, much effort, and neophyte, if not naive, users for testing. More than half my effort was expended on this facet of the project.

**STUDY MANUAL**

A crucial key to the effective use of computer simulations in teaching is a well-planned laboratory manual. (This is no different from student guides for animal laboratories.) The biology professor, not the computer scientist, creates this tool. After the students are familiar with the fundamentals and the model, they can be encouraged to explore on their own. We have found that asking the students to predict the direction of change of various critical variables before running the model with a parameter change induces them to think. After making the run, they can then check to see if they were correct. With students working in groups of 2 to 4, discussions are spirited and highly fruitful. Even for the experienced instructor, model response to parameter changes may not be obvious, especially if the instructor is not familiar with the effect of volume shifts throughout the system in response to changes in flow. For example, if the systemic arterial pressure is increased, the volume of the arterial bed must increase, and this volume must come from somewhere. Computer simulation, by giving reasonable answers to complex problems, provides a valuable tool for teaching problem-solving tech-

---

<table>
<thead>
<tr>
<th>Time = 0.000</th>
<th>Current Values of VARIABLES and PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEGMENT</td>
<td>PRESSURE</td>
</tr>
<tr>
<td>1 Arterial</td>
<td>93.0</td>
</tr>
<tr>
<td>2 Venous</td>
<td>7.5</td>
</tr>
<tr>
<td>3 Right Hrt</td>
<td>1.5</td>
</tr>
<tr>
<td>4 Lung Bed</td>
<td>11.1</td>
</tr>
<tr>
<td>5 Left Hrt</td>
<td>6.2</td>
</tr>
<tr>
<td>Art. Bld. Press.</td>
<td>120/80</td>
</tr>
<tr>
<td>RIGHT K</td>
<td>72.0</td>
</tr>
<tr>
<td>LEFT K</td>
<td>72.0</td>
</tr>
<tr>
<td>Unstressed Bld Vol (ml) = N 3500</td>
<td>Stressed Bld Vol = 1500</td>
</tr>
<tr>
<td>Intrathoracic P (mmHg) = P -4.0</td>
<td></td>
</tr>
</tbody>
</table>

Continue = 1  Chng parameters = 2 1 Control = 3  Detailed = 4
Restart = 5  Msgly = 6  Help = 7  Dspy Int = 8  Quit = 9 (Press #)  

---

<table>
<thead>
<tr>
<th>Time = 0.500</th>
<th>Current Values of VARIABLES and PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEGMENT</td>
<td>PRESSURE</td>
</tr>
<tr>
<td>1 Arterial</td>
<td>87.1</td>
</tr>
<tr>
<td>2 Venous</td>
<td>0.5</td>
</tr>
<tr>
<td>3 Right Hrt</td>
<td>1.5</td>
</tr>
<tr>
<td>4 Lung Bed</td>
<td>28.6</td>
</tr>
<tr>
<td>5 Left Hrt</td>
<td>26.3</td>
</tr>
<tr>
<td>Art. Bld. Press.</td>
<td>100/81</td>
</tr>
<tr>
<td>RIGHT K</td>
<td>72.0</td>
</tr>
<tr>
<td>LEFT K</td>
<td>72.0</td>
</tr>
<tr>
<td>Unstressed Bld Vol (ml) = N 3500</td>
<td>Stressed Bld Vol = 1500</td>
</tr>
<tr>
<td>Intrathoracic P (mmHg) = P -4.0</td>
<td></td>
</tr>
</tbody>
</table>

WARNING ** LEFT HRT DISTENDED

HURRY ** PATIENT IN SHOCK ** Cardiac Output < 3000 ml/min

Please PRESS 1 to continue computing to reach a steady state
Continue = 1  Chng parameters = 2 1 Control = 3  Detailed = 4
Restart = 5  Msgly = 6  Help = 7  Dspy Int = 8  Quit = 9 (Press #)  

---

**FIGURE 3.** Computer display under control conditions. Letters (A to P) are parameters that may be changed.

**FIGURE 4.** Computer display during left heart failure. (Left heart Emax at 29% of control and a reflex increase of peripheral resistance to 200% of control. Because the outflows from the 5 segments are not equal, the user is asked to PRESS <Option>1 to continue computing.)
niques of the form: "Given this situation, what will happen if I have this pathology or use this therapy?"

**EVALUATION**

The opinions of the students were polled after the 1985 course (Table 1) with over 90% agreeing that the materials were worth the time and effort required. In that some found it difficult to understand and interpret the manual, the printed material was revised and improved for both 1986 and 1987. The program was also improved in 1986.

Nearly 90% of these freshmen students agreed that "the simulation was sufficient for an adequate understanding of the physiological process, and the animal laboratory was unnecessary." Because most of the students had had no laboratory experience with mammals, these opinions do not allay the concern of some instructors that students need experience with the process of experimentation and the scientific method, and that there is more to learning physiology than that found in textbooks, lectures, and computer simulation.

The simulation program and the study manual should be in a form that each professor using it can modify, improve, and mold to their own needs and style. Unlike a book, these teaching tools can be easily and effectively changed once the major framework is provided.

The Cardiovascular Interaction simulation package is but one of six used in our Medical Physiology course since 1985. Others, developed by Indiana University faculty, include simulation packages on Nerve Action Potential, Skeletal Muscle Mechanism, Gas Diffusion in the Lung, Renal Glomerular Functions, and Acid-Base Physiology. Student learning has been directed via a conventional laboratory manual which offers suggestions for experimental approaches and poses questions which can be answered "experimentally" by using the simulation. To encourage discussions, students work in groups of 2 to 4 at an IBM-PC with color display. To foster analytical thinking and problem-solving approaches, the students are asked, in many of the sessions, to predict the direction of response to a parameter change before making the run. Un-guided experimentation with the model by the students, though encouraged, has been little used.

Instead of using the simulation packages as optional supplementary material for lectures, we expect all of the students to use them. In addition, we have a 1-2 hour discussion period with the students to review the results. Animal experiments have been eliminated, except for several in which the students are the subject, such as ECG, pulmonary function, and exercise. With the high predictability of results and simulation laboratory manuals that elicit thought and discussion while using the models, laboratory discussion periods are not as fruitful for the simulation laboratories as those conducted after animal experiments.

The project, initiated by the Department Chairman, Dr. Rodney Rhoades, was supported in part by a joint venture with the IBM Corporation and involved several members of the Department. Because developing a complete simulation package can easily consume 200 hours of effort, even for an experienced author, appreciable administrative encouragement is needed for most faculty members to embark on such a project.

The program and manual for the cardiovascular interactions simulation (CVHUM) are available for evaluation from the author. Please include a $10 check made out to the Indiana University Foundation to cover the cost of a diskette and the manual.

---

**Table 1. Student evaluation of laboratory simulation, Cardiovascular Interactions.** Survey results (in percent) from 98 of 142 medical and graduate students after completion of the 1985 course. Opinions are scaled from strongly agree (5) to strongly disagree (1).

<table>
<thead>
<tr>
<th>Agree</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>Disagree</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>The cardiovascular simulation:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>... led to greater understanding</td>
<td>28</td>
<td>54</td>
<td>16</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>... reinforced lecture material</td>
<td>35</td>
<td>45</td>
<td>18</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>... knowledge was worth the time spent</td>
<td>27</td>
<td>39</td>
<td>3</td>
<td>6</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>... was easy to understand and interpret</td>
<td>20</td>
<td>44</td>
<td>25</td>
<td>10</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>... animal lab was not necessary</td>
<td>37</td>
<td>37</td>
<td>15</td>
<td>9</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>... was easy to operate</td>
<td>24</td>
<td>51</td>
<td>17</td>
<td>5</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>... complexity was appropriate</td>
<td>24</td>
<td>47</td>
<td>18</td>
<td>8</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>... printed instructional materials were</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>... adequate in detail</td>
<td>17</td>
<td>47</td>
<td>26</td>
<td>10</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>... adequate in complexity</td>
<td>17</td>
<td>48</td>
<td>25</td>
<td>6</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>... adequate in clarity</td>
<td>12</td>
<td>41</td>
<td>25</td>
<td>21</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

---
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A GRAPHICS ORIENTED DATABASE FOR ANATOMY AND PHYSIOLOGY

Nelson Westmorland
College of Veterinary Medicine, Mississippi State University, Mississippi State, Mississippi

For the past three years, students entering the College of Veterinary Medicine at Mississippi State University have been required to purchase microcomputers. Our long range goal is to make the computer an extension of memory so that our veterinary training can present fewer facts for memorization. We would like to spend more time training the student in problem solving and to be accurate, reliable and thorough.

The amount of information that a medically trained person needs to know keeps expanding, yet the training period does not. If the computer can be used primarily as a memory extension and secondarily as a training tool, we can change the focus of our instruction rather than the method.

This goal makes database management our first priority. If the use of this database also teaches the students some facts, we certainly will be pleased that secondary computer aided instruction has occurred.

The Macintosh microcomputer was chosen because it can be used for multiple applications with less initial training. It has also been a good choice because of the way it handles graphics. I teach anatomy and physiology, and there is a great deal of information in these disciplines which cannot be stored efficiently without diagrams.

Telos Software Products (3420 Ocean Park Blvd, Santa Monica, CA 90405-3395) markets two programs, Filevision and Business Filevision, that manage files, each record of which can be selected as a cursor points to an object entered on the monitor screen. The objects on the screen can be text, graphics or mixtures. In fact, a single object can be a labeled diagram. In Business Filevision, the newer program, the fields of the record can contain diagrams or text.

The objects on the monitor screen are organized by "type" so that each type could be considered a "database" file. A number of types can be included in each screen, and each screen becomes a Macintosh file. The purpose of this article is to illustrate some of the capabilities of this software.

The diagram shown in Figure 1 is the Macintosh file organized to show several methods that can be used to calculate the mean electrical axis of the heart. Figure 2 shows the screen after the student selects Lead II (one of

FIGURE 1. This file shows several methods to measure the Mean Electrical Axis of the heart. It also shows the standard ECG limb leads.

FIGURE 2. Lead II has been selected from the screen in Figure 1. This causes a "pop up" showing the connections for this lead. The selection is also highlighted on the original screen.
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FIGURE 3. Record accessed by selecting "Two lead method" in Figure 1 screen fol-

lowed by selecting the "Efo" box. The field labeled "definition" is a diagram.

the standard electrocardiographic

leads) from the screen in Figure 1. In this display, created with Business Filevision, a "popup" diagram has appeared showing how the leads are connected.

Figure 3 shows the record displayed when the student selects "Two lead

method" from the Figure 1 screen. In this case, one of the fields (labeled definition) of this record is a diagram.

ELECTRONIC DISSECTION

The software allows fields in a record to be highlighted or hidden. In Figure 4, the student has chosen all the mus-

cles innervated by a specific nerve. The location of the muscles are highlighted in the diagram portion of the screen. Since all objects of a specific type can be "hidden," electronic dissection is possible. This is illustrated in Figure 5.

FIGURE 4. Example of highlighted display. This screen is the result of a search of the innervation field for all muscles innervated by the musculocutaneous nerve.

HIERARCHAL STRUCTURES

An object can have a separate Macintosh file linked with so that a hierarchal

structure is created. By selecting the object named :radial nerve in the left

panel of Figure 6 and then selecting the LINK box, the information shown in the right panel of Figure 6 can be ac-

cessed. In this way it is possible to cover a subject broadly in early files and then branch to more detail in the later files.

I have approximately 50 anatomy and physiology files in the musculoskeletal and alimentary systems that I am wil-

FIGURE 5. Screens demonstrating electronic dissection capability. In this file, the muscles were entered as separate types from the deepest layer to the most superficial. Left Panel: This screen shows all types in the file. Right Panel: Screen resulting by selecting Superficial Muscles from the TYPE menu and Hide These from the TINKER menu. The dissection can continue by selecting successively deeper layers to "hide." The original screen is restored by choosing Show All Types from the TINKER menu.
FIGURE 6. Example of hierarchal structure capability. Left panel: This screen shows the sources of the brachial plexus. If the radial nerve is selected, the LINK box (lower right) darkens. If LINK is then selected, the "Distribution of the Radial Nerve" file is opened and appears on the screen. Right panel: File showing the muscles innervated by the radial nerve and their actions. Sensory areas innervated by branches of the radial nerve are also shown.
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The content of the document is as follows:

There has been a dramatic decrease in the number of live animal laboratories presented in Medical School Physiology courses during the last ten years. A number of factors have contributed to this decline. Costs have become unacceptable, high, teaching faculty have been reluctant to spend the time necessary to prepare and present high quality laboratory exercises, students and society in general have objected to the use of live animals in teaching laboratories, and perhaps most importantly from an educational point of view, many of the physiological phenomena that need to be illustrated in a modern laboratory exercise are beyond the technical capability of medical students to perform during a single laboratory period.

At Temple Medical School, we have adapted to the loss of animal experiments in three ways. First, we have maintained and placed increased emphasis on experiments involving human subjects. During these laboratory sessions, students learn tasks such as how to record EKGs, take blood pressures, listen to heart sounds, and perform pulmonary function tests while paying particular attention to the procedures by which accurate data collection is accomplished. Second, we have introduced workshop sessions in which students discuss the reduction and analysis of data. In these sessions and in the human subject laboratories, small group discussions are used to increase the student’s ability to draw inferences from their observations and defend their opinions.

Finally, we have begun to introduce computer-based laboratories. One of these, The Muscle Lab, is described in this article.
DESIGN CONCEPT
There are at least two ways to present laboratory exercises by computer. In one, the physiological phenomena are simulated via an algorithm created by the programmer. Students are then able to manipulate various parameters and observe the effects these alterations have on measured variables. Since the equations are written to simulate the state of the organism, students are often free to choose any values within the boundaries of the formulae. A detailed description of this type of program has been reported recently by Carl Rothe. The cardiovascular system laboratory created by Nils Peterson and his colleagues is another fine example of this type of laboratory simulation.

An alternative method is for the programmer to preselect the range of values available for manipulation by the student. Although this produces a less flexible program, it is far easier to create. We have chosen this latter alternative for the muscle lab and for the other programs now under development by our department. This method has been chosen not only because it can be produced quickly, but also because of the heavy use of animations in our programs. Animations require large amounts of memory, and it is simply not possible to store enough images to produce all the animations a student may wish to observe.

Fortunately, the instructional objectives of computer-based laboratory exercises can be met quite nicely without having to produce an accurate simulation of the experimental system under study.

METHODS
The Muscle Lab demonstrates the effect of preload on the force of an isometric contraction and the effect of afterload on the velocity and extent of shortening in an isotonic contraction. The student selects a preload from 1.5 to 3.5 microns (in 0.1 micron steps) by striking the arrow keys. The animations show the muscle stretching (the sarcomeres lengthening) while an oscillographic recording on the left of the screen shows the passive tension increasing. When the desired preload is reached, the student 'stimulates' the muscle and observes both the increase in tension on the oscillograph record and the animation of the actual muscle contraction. The animation shows the internal shortening of the sarcomeres and the shortening of the series elastic component (SEC) of the muscle. The greater the force of contraction, the greater the internal shortening and the greater the shortening of the SEC.

After the contraction is produced, the arrow keys are used to place the cursor at the peak of contraction. At this point, the student presses the 'record' key, and the passive and total tensions are recorded on a graph of tension versus preload. When the student indicates that enough values are collected, the passive tension is automatically subtracted from the total tension to yield active tension, and a line is drawn through the data points. The student then has the opportunity to collect more points or correct any errors in the data.

In the isotonic experiment, the preload is set at 2.2 microns, and the afterload is varied (Figure 1). When the student 'stimulates' the muscle, the animation of the isotonic contraction is observed along with the oscillographic record of the change in length and force that occur during the contraction. The animation illustrates the increase in internal shortening (and the increase in SEC shortening) that accompanies an increase in afterload (Figure 2). When the contraction is complete (Figure 3), the student measures the velocity of shortening (by entering the change in length occurring in a given time into the computer) and records the result on a graph of load versus velocity. The maximum velocity is determined by extrapolation to zero load.

The images for the animation of the muscle are drawn using PC Paintbrush and then automatically converted to a digital array using a program created by one of us (J.H.). The images are stored in a RAM disk as individual files. During the execution of the animation, the array is transferred from the RAM disk to a buffer and then to the video memory area of the PC. This can be done with sufficient speed to create true animations with very few images. The oscillographic records are produced on the computer screen in the interval between the retrieval of individual images so it appears that the two are occurring simultaneously.
FIGURE 2. During stimulation, the SEC stretches and sarcomeres shorten until the force on the muscle begins to shorten. The oscilloscopic tracings show the change in force and length that occur during the stimulation.

DISCUSSION

The Muscle Lab is conducted in the same manner as an animal laboratory would be carried out. Students are given a laboratory manual describing the experiments to be carried out and the data to be collected. The class is divided into groups of 16 with four students assigned to each computer. There is ample time during the laboratory period for students to discuss the results among themselves and with their instructors.

Students: laboratory exercises may serve multiple purposes. They can provide students with the opportunity to plan and carry out experimental procedures, to manipulate and observe the behavior of living tissue, to become familiar with the technical aspects of recording data, and to engage in problem solving exercises. Although computer-based experiments may provide a means of achieving some of these goals, it is fair to ask whether they are a legitimate substitute for live animal experiments.

The answer depends on the ultimate aim of Physiology education. If laboratory exercises are designed to expose students to living organisms or tissues, then computer-based experiments are not an acceptable substitute. However, if laboratory exercises include among their purposes the opportunity for students to observe the results of physiological experiments (as opposed to reading about them), to draw conclusions about the data, and discuss their observations, then computer-based experiments become a viable vehicle to achieve these goals.

We found that students approached The Muscle Lab animations as they would an actual experiment. The questions raised about the experiments were similar to those asked when students used frog muscles as an experimental model, there were no artifacts to 'explain away', and the discussions were just as thorough. Moreover, the students could observe events such as the internal shortening of the sarcomeres and the lengthening of the SEC that could only be talked about when a 'real' experiment was performed.

Our experience with The Muscle Lab was very positive, and we are currently in the process of animating several other laboratory exercises. We expect that the combination of problem solving workshop sessions, human laboratory exercises, and computer-based experiments will accomplish all the

FIGURE 3. After the muscle relaxes, students use the oscilloscopic records to calculate the velocity of shortening. The data are recorded on the load-velocity axes. In this case, the afterload chosen was 4. Several data points have already been determined and appear on the graph.
goals set for student laboratories in Physiology.
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EXPERIMENTAL DATA SIMULATIONS IN BIOLOGY

James W. Eckblad
Department of Biology, Luther College, Decorah, Iowa

In recent years, a number of computer programs have been developed that attempt to simulate natural systems. These have often been designed to help students learn about the behavior of systems by modifying the values of variables or coefficients that are built into mathematical equations. Graphic displays, animation, and student tutorials have often been included. Although many of these programs are based upon sound pedagogy, their structure too often fails to 1) let students participate in planning experiments, 2) provide students with the sense of discovery so important in developing an appreciation for actually doing science, and 3) include the variety of experiments appearing in the recent biological literature.

The possibility that students could use the computer to design experiments testing current concepts in the life sciences was the motivation for developing a series of data simulation programs. Furthermore, it was felt that experimental situations could be considered on the computer that would otherwise be impossible given the constraints of an undergraduate curriculum. For example, the computer could be used to study the mid-summer oxygen profile in Lake Mendota, the recolonization of Krakatoa, or the oxygen consumption in mountain climbers.

The goals in developing these data simulations were to:
- Provide undergraduates with a chance to participate in the design of an experimental situation including the formulation of hypotheses;
- Simulate selected classical experimental studies as well as experiments that appear in the recent biological literature;
- Provide each student with data comparable to that obtained by investigators who have published about that system;
- Facilitate student analysis of experimental data, but make provisions to supply instructors with a complete analysis (analysis of variance & regression analysis);
- Encourage students to compare their interpretations with those of the original investigators.

RATIONALE FOR SIMULATIONS
A major philosophical perspective behind the development of these simulations was that the computer should not shield students from the trouble of thinking. Also, the programs were not designed to provide the conceptual framework for the experiments being simulated. This was to be left to the instructor or to the student through his or her own reading. It was felt that this would increase the variety of ways programs could be used with students of different scientific backgrounds and would help balance the unfortunate view that one turns to the computer for the interpretation of data. The analysis of data, or in this case, the generation of data, was felt to be a more appropriate role for a machine controlled by silicon chips.

Another important consideration in designing these simulations was the recognition that when experiments in the life sciences are repeated, they do not produce exactly the same results. This feature was incorporated into the design so that simulated experiments by different students, or the same student at different times, would result in unique sets of data. In addition, the variability between separate replicates within the same experiment was designed to correspond to what would usually be observed for that living system.

The mathematical equations needed to simulate empirical relationships taken from the scientific literature can be rather complex. However, that complexity is not apparent to the user of these data simulations. Students can use the simulated data with established mathematical models of the systems being studied. However, in many cases, there are no accepted mathematical models which describe these experimental systems. The principal focus of these simulations was to use experi-
mental data to discover relationships between variables rather than to be concerned about the mathematical manipulations used to generate these data.

ROLE OF THE INSTRUCTOR
These simulations of experimental data were designed to be used under the tutelage of an instructor. It was recognized that instructors might want to use these simulations in a variety of ways. To help accommodate these differences, several instructor options were incorporated into each program. First, an instructor can select the type of data summary display seen by students. The programs provide the following three display types.

1) No data summary is presented.
2) A brief summary including a mean and standard deviation is presented.
3) No data summary is presented after each simulation, but a more complete summary (including analysis of variance and regression analysis) is provided after all simulated data have been displayed.

Second, an instructor can adjust how much variation occurs between replicate simulated values by changing the size of the sample standard deviation. These instructor controlled options are specified before students begin using a simulation.

Data upon which each simulation is based is taken from the scientific literature, and citations are included in the program manual. A number of the experimental data are also discussed in various textbooks. Instructors will usually want to provide some appropriate background information concerning the systems being examined. A few experimental questions about each system are suggested in the program manuals. These should assist in the formulation of testable hypotheses. There are at least three different ways these simulations can be used with students. First, an instructor can have the programs generate hard copies of individualized data sets and then distribute these to students for analysis and interpretation. Usually, data summary type 3 would be specified in this mode, and the instructor would retain the analysis summary for comparison with the analysis completed by each student. When used in this fashion, the instructor specifies the particular independent variable, the number of replicates, and, probably, the hypothesis to be tested. This simple use of a data simulation helps determine if students are able to do an appropriate statistical analysis of experimental data.

In a second use of data simulations, the instructor suggests an hypothesis to be tested, but students obtain their own data sets from the computer. Students are required to make more decisions in this case. They need to specify which independent variable is considered, what levels are to be studied, and the number of experimental replicates at each level. In this case, the instructor would not have a paper copy of the data analysis summary, and the student data summary display could be either type 1 or type 2.

An even more open-ended use of these simulations occurs when students formulate their own hypotheses, specify the experimental conditions, and use the computer to obtain the simulated experimental data. These data are then analyzed, decisions are made about the validity of hypotheses, and additional data may be needed for a more in depth study of the characteristics of this system. Instructors might continue to guide this inquiry process by providing appropriate biological information about the system, and they may refer students to the cited scientific literature for comparison with the conclusions reached by the original investigators.

SIMULATIONS CURRENTLY AVAILABLE
There are five separate disks in a series of experimental data simulations in biology, each with 25 distinct experiments per disk. The following disks are available in versions that run on the IBM-PC and compatibles, the Apple II series, or the Macintosh series of computers:

• Aquatic Ecology Data Simulation
• Ecological Data Simulation
• Animal Behavior Data Simulation
• General Biology Data Simulation
• Physiological Data Simulation

Each disk is available from Oakleaf Systems, PO Box 472, Decorah, Iowa 52101 and includes a program manual and backup disk at a cost of $59.95.

EXAMPLES
Lake Mendota oxygen values
One of the systems often considered in ecology or limnology classes is the concentration of dissolved oxygen at different depths within a lake. Students can obtain these measurements directly, but it is usually not practical to have them obtain data during different months of the year. Data originally obtained for Lake Mendota in Madison, Wisconsin, during the months of May, June, July, and August were used in developing the simulation of this system. Students using this simulation (included on the Aquatic Ecology Data Simulation disk) must specify the sampling month, sampling depth, and how many replicate samples are to be taken at that depth. During a single experiment, samples can be taken from up to 15 different depths. If a student selected the month of July, with samples at five depths (1, 5, 10, 15, and 20 meters), and three separate samples from each depth, the program would produce 15 simulated values of dissolved oxygen. These data could be displayed on the screen, sent to a printer, or represented as a scatter plot like the one shown in Figure 1.

Students could use these data, and similar data from other months, to address the following types of questions:

• At what depth does a metalimnion develop?
• At what depth does the greatest difference in oxygen levels occur between May and June?
• What type of oxygen profile is present in May and in July?
• Is there a significant difference in oxygen levels in the upper 5 meters during the month of June?

With some questions raised, students may find they require additional data;
what biologist hasn't experienced this situation. Taking more samples with this simulation program won't yield exactly the same values, but the same patterns will persist.

Old-field succession and plant cover
The secondary succession in vegetation that occurs in abandoned fields is usually considered in ecology classes. This can be difficult to observe over just a few years, let alone during a one-semester course. This simulation is based upon relationships taken from an analysis of 22 fields ranging in age from 1 to 56 years since abandonment as reported by Inouye et al. It is one of the programs included on the Ecological Data Simulation disk.

Students select from one of four cover types (Nonvascular plants, Vascular plants, Bare ground, or Litter), enter different field ages in years (from 1 to 60), and specify the number of different fields of the same age sampled. The percent cover for each field is then simulated with data displayed on the screen, sent to a printer, or represented as a scatter plot. Various questions to be addressed might deal with which cover types increase their percent cover as succession continues or whether the percent cover by litter changes as succession continues.

Adrenalectomy and salt-gland function in ducks
The avian salt glands are commonly considered when topics on osmoregulation are covered in an animal physiology class. Osmotically sensitive neurons in the hypothalamus, plus input from peripheral osmoreceptors, activate parasympathetic pathways to the salt gland directly and to the vessels supplying blood to the salt gland. Pituitary secretion of ACTH, which stimulates release of corticosterone from the adrenal medulla, is also activated. This interesting system is usually beyond the scope of direct laboratory activity in an undergraduate physiology class, but is easily investigated as a data simulation. A simulation based upon relationships presented by Thomas and Phillips, who considered the effect of adrenalectomy on salt-gland secretion in the duck, is one of the programs on the Physiological Data Simulation disk. Students can obtain simulated data on the rate of salt-gland secretion during an infusion of 10% NaCl into the blood under conditions of no removal of the adrenal gland, adrenalectomy, and adrenalectomy followed by corticosterone replacement therapy. After students obtain the data under the three different experimental conditions, they should be asked to describe the physiological functions that help explain any differences observed.

Starling flock size and vigilant time
The tendency for social behaviors and

| Simulation of Time vigilant (sec per min) when Starling flock size at midway = 10 | (4 replicates) |
|---|---|---|---|
| 26 | 31 | 16 | 23 |
| Simulation of Time vigilant (sec per min) when Starling flock size at midway = 50 | (4 replicates) |
| 18 | 16 | 9 | 19 |
| Simulation of Time vigilant (sec per min) when Starling flock size at midway = 100 | (4 replicates) |
| 19 | 13 | 13 | 13 |
| Simulation of Time vigilant (sec per min) when Starling flock size at midway = 150 | (4 replicates) |
| 12 | 10 | 7 | 8 |
| Simulation of Time vigilant (sec per min) when Starling flock size at midway = 200 | (4 replicates) |
| 15 | 6 | 9 | 0 |
TABLE 2. Data summary for the data given in Table 1. This summary would usually be retained by the instructor.

<table>
<thead>
<tr>
<th>Data summary for Time vigilant (sec per min)</th>
<th>Mean</th>
<th>Stand. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>When Starling flock size: at midway = 10</td>
<td>15.5</td>
<td>4.5</td>
</tr>
<tr>
<td>When Starling flock size: at midway = 50</td>
<td>14.5</td>
<td>3.0</td>
</tr>
<tr>
<td>When Starling flock size: at midway = 100</td>
<td>9.3</td>
<td>2.2</td>
</tr>
<tr>
<td>When Starling flock size: at midway = 200</td>
<td>7.5</td>
<td>6.2</td>
</tr>
</tbody>
</table>

Testing for equality of the 5 means using One-way Analysis Of Variance

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>Df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between</td>
<td>4</td>
<td>668.8</td>
<td>167.2</td>
<td>7.456105</td>
</tr>
<tr>
<td>Within</td>
<td>15</td>
<td>337.75</td>
<td>22.516667</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>19</td>
<td>1006.55</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

F-value indicates that means are significantly different (p<0.01)

Comparing data to least-squares linear equation...

\[ Y = 22.397762 - 0.080762565 (X) \]

Testing if the slope = 0 using One-way Analysis of Variance

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>Df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression Y on X</td>
<td>1</td>
<td>602.16568</td>
<td>602.16568</td>
<td>26.803665</td>
</tr>
<tr>
<td>Unexplained</td>
<td>18</td>
<td>404.38432</td>
<td>22.465796</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>19</td>
<td>1006.55</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

F-value indicates slope is significantly different (p<0.001) from zero

Coefficient of Determination (r^2) = 0.59824716
Correlation Coefficient (r) = 0.77346439

data for analysis, simulated data for time vigilant for birds midway in the flock with 5 different flock sizes, is shown in Table 1. Data display type 3 was specified, and there is no data summary provided to the students. The complete data summary (Table 2) is retained by the instructor. It shows that overall mean times watching for potential danger were significantly different (P<0.001) for different flock sizes, and these differences can be expressed by the linear regression of time vigilant on starling flock size. Each student would have a unique data set and should arrive at slightly different regression equations, but general trends would be similar.
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their adaptive advantage are topics discussed in a course in animal behavior. The studies reported by Jennings and Evans dealing with flock size and position within the flock versus time starlings had their heads up and were watching for potential danger (time vigilant) were used to develop a simulation of this system. This is included on the Animal Behavior Data Simulation disk. To illustrate how an instructor might supply students with
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USE OF COMPUTER ASSISTED INSTRUCTION - INTERACTIVE VIDEO IN BASIC MEDICAL EDUCATION

Ronald P. Jensh
Departments of Anatomy and Radiology, Jefferson Medical College, Thomas Jefferson University, Philadelphia, Pennsylvania

Computer assisted instructional materials have been available for a number of years at various educational levels. Only recently have such materials become available to medical educators, particularly in the basic sciences. There is still a paucity of educational programs for medical students, and medical schools are only now beginning to realize the potential that com-

REMINDER - TIME TO RENEW
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Computers offer for enhancing the educational experience of the student. Although a medical student's knowledge of typing skills is a preser concern, an increasing amount of computer instruction and daily use of computers in the early years and in undergraduate courses should lessen this problem with each succeeding freshman class. In 1980 there were less than 100,000 computers in U.S. schools. Today it is estimated that more than half a million computers are in use. For many college students, computers are as commonplace as textbooks. However, there are still a considerable number of college graduates with only minimal computer experience. Using computers as an educational tool not only facilitates student education, but also introduces the students to computer related tasks that will be part of their daily professional life after graduation.

Until very recently, the use of computer technology in morphologic sciences such as anatomy and pathology has been limited because computer generated graphic representation could not address the objectives of these disciplines adequately. Development of the videodisc and the capability to interface the disc player with the computer has resulted in the ability of educators to manipulate photographic material freely and to access tutorial and test material associated with the program disks. Ninety-five percent of those students polled in class indicated that they found the use of the videodisc format extremely helpful.

The video workstation consisted of an Apple I/e computer (64K memory) with two 5.25" disk drives, a Zenith Data Systems 12" monochrome monitor (Model ZVM-121), a Sony Trinitron color monitor (Model KV-1311CR), a Pioneer LD-V1000 Video Disc Player, and a Video Microcomputer Interface card (Allen Communications, Inc.). Since the first three items were readily available, the additional cost to set up the workstation was under $1200. The workstation was on a mobile cart that could be taken to the student laboratory when appropriate. The first year class of 223 medical students at Jefferson Medical College of Thomas Jefferson University was given the opportunity to use CAI-IV tutorial programs as part of the first semester course in histology.

A videodisc had been produced as a generic library containing several hundred photomicrographs of histologic sections from the author's collection. A simple, but effective, English language authoring system was created to allow faculty members to quickly and efficiently design an interactive video tutorial with a minimum of computer related experience. Using the authoring system, two self-paced CAI-IV tutorials were created: Histology of the Respiratory System and Histology of the Integumentary System. A catalog program was also created, and an associated cross-referenced index of the videodisc was printed using the PFS File system (Software Publishing Co., Mountain View, CA). Using the catalog, students would find an item of interest in the index book, type in the frame number, and see a photograph of that item immediately.

STUDENT EVALUATION
Student evaluation forms were placed with the program disks. The form was short in order to elicit maximum response. The following items were included.

1) Check the programs that you have used:
2) These learning aids were helpful to me (5 point scale from Strongly Agree to Strongly Disagree);
3) The programs that were most helpful were;
4) The programs that were not helpful were;
5) I believe more programs using the video/disc format should be created (5 point scale);
6) Comments (to be written in).

An oral evaluation was conducted during the final week of the course. One hundred and ninety of the 223 students enrolled in the course were polled to answer the following questions.

1) How many students used the computer programs?
2) Of those who used the programs, how many students found them to be helpful?
3) Do students believe that use of actual photographs is better than graphics?
4) Do students believe more resources should be committed to CAI-IV?

An evaluation of changes in student grades due to exposure to these programs was not done because only two subject areas were covered; the medical student population was academically too homogeneous to expect a major shift in test results; and isolating those students in academic difficulty and testing half of them after exposure versus half without exposure to the programs would create too small of a sample size. We felt that the student evaluations were a more efficient means of determining whether students gained better understanding of the subject matter and gaining an indication of their perception of learning efficiency (time expenditure). The results of the written and oral surveys indicated that students were strongly in favor of the use of this type of educational tool. They considered such a methodology to be an efficient and effective method of learning. Thirty-eight written evaluations were completed at the time when students used the programs, and 90 of the 190 students polled in class indicated in the oral evaluation that they used the programs. Ninety-five percent of those students who completed the written
evaluation agreed that these educational aids were helpful. Ninety-seven percent believed that more CAI-IV programs should be created. Seventy-four percent of the respondents offered comments such as very helpful; tremendous; great; best type of review in the absence of a professor; enjoyed as a different learning role - self paced; want more; I really liked it; The programs really helped me understand the material; and We really could use more programs like these. All of the users who responded to either survey believed that more resources should be committed to the production of CAI-IV materials. A number of students offered both written and oral comments on how to improve the programs and what changes might be made, indicating that these programs were stimulating not only in terms of content, but also in the design of the program relative to its educational objectives.

It was of interest to note that students used these programs not only as individuals interacting with the computer, but also as a focus of group activity for stimulating discussions. In many instances, the catalog program was used as a method for students to quiz each other and to stimulate further discussion.

DISCUSSION
CAI-IV is a powerful tool for the education process. The key to producing an effective computer program, of course, lies in the proper design of the content as well as the nature of the format itself. The quality of the product depends upon the expertise and commitment of the author and on a clear understanding of the objective and nature of the intended use of the program.

The present system was designed so that faculty with limited or no computer experience could easily and quickly create tutorials with only rudimentary typing ability. Once a script is written, and associated photographic frames are assigned, a non-computer related task, material can be typed into the computer with ease. Average computer time for entering and recording each of the two programs used in the present study, which comprise more than 30 text frames, was less than three hours. In the present study, the computer programs were designed for use following a lecture-laboratory experience. However, similar programs could be designed to replace certain structured activities. As a result, faculty contact time could be reduced or used for more interactive purposes such as recitations and group discussions.

It is difficult to assess the full impact of CAI-IV among the medical student population because their academic abilities are very homogeneous. In addition, one would not expect to observe any meaningful grade changes for those students who easily attain passing grades, regardless of the methodologies used in their studies. However, students exposed to CAI-IV could learn the material more efficiently, could attain a greater understanding of the material, a factor seldom tested, and might increase their test scores. Students in academic difficulty could be used to objectively evaluate the effect of CAI-IV exposure. In addition, the present study used only two programs in one course. Since the relative number of test questions addressing the two areas presented was small, no extensive analyses could be completed. Therefore, it was appropriate to use subjective evaluations to determine how students felt about such programs compared to presentation nodes used for other areas of histology that did not include any CAI-IV programs. The students participating in the two evaluation modes were unanimous in their favorable response.

Use of the computer in the medical education milieu provides an additional benefit. Since many students have limited computer experience when they enter medical school, providing access to the computer keyboard as part of the biomedical process will acclimate them to an increasingly important area in their future professional activities.

Computers are becoming widely used in all areas of medicine, medical education, and related fields. They are used for financial transactions, scheduling and appointment recording, and some cognitive processes such as continuing medical education, accessing medical literature, collecting patient histories, monitoring patient vital signs, storing patient clinical data, assisting in establishing diagnoses and helping to plan therapy, and record keeping. Since the educational experience of medical students must encourage lifelong study in the medical profession, and since computers and their use in effectively and efficiently aiding in patient care will continue to play an increasingly important role in medicine, it is essential that students become familiar with computer use in medicine during their medical college experience.

Veloski and Blacklow have stated that "the influence of the computer on medical care, education, and research is pervasive. In order to ensure that future professionals embrace this technology, it is necessary for medical educators to introduce students and faculty to the opportunities offered by computers." The use of CAI-IV programs as part of the educational experience not only augments the educational process, but it also prepares the student for professional life.

This study was supported by the Mr. and Mrs. Gabriel Lavine Clinical Scholarship Program of Jefferson Medical College of Thomas Jefferson University, Philadelphia, PA.

The author wishes to express his thanks to F. Scott Beadendorf, Robert S. Blacklow, and J. Jon Veloski for reviewing the manuscript, Ruth Eleanor Jensh for typing the manuscript, and Robert C. Weber II for his contribution in developing the computer program.
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HOW SHALL WE EVALUATE SOFTWARE – PEER REVIEW OR PEER CRITIQUE?

Harold I. Modell
Department of Radiology, University of Washington, Seattle, Washington

A mechanism is needed by which authors of educational software can receive the benefit of peer evaluation of their efforts. Such a mechanism must reflect standards for quality control and, in doing so, serve two populations. For users of the software, the process must provide a means of identifying high quality software appropriate for specific educational settings. For the life science community at large, the evaluation must establish criteria by which the community can determine if a specific author’s activities represent scholarly effort in the context of faculty code guidelines for appointment and promotion.

PEER REVIEW
The first reaction to this definition of need is to extend the traditional peer review concept for research efforts to educational software. However, the peer review mechanism as it exists for research efforts may not be appropriate. Consider the questions a reviewer asks when evaluating a manuscript for publication. Aside from the presentation issues (Does the author communicate well with the reader?; Are the number of figures and tables appropriate?), the referee asks if the experimental design addresses the hypotheses to be tested, if the data are subject to errors that the author did not consider, if there are alternative explanations for the data that the author did not consider, and if the findings represent new information for the scientific community. Although considerable debate can be generated regarding how referees go about answering these questions, the fact remains that the evaluation criteria are relatively few, and they are consistent among scientific disciplines and levels of sophistication because the basic product being evaluated is the same. This is not necessarily the case for educational software.

SOFTWARE EVALUATION ISSUES
Several years ago, the Education Committee of the American Physiological Society considered establishing an evaluation mechanism for educational software for physiology teaching. With the traditional peer review concept as a model, the intent was to recognize high quality software with some sort of APS or Committee endorsement. However, after considerable discussion, the idea was abandoned because committee members felt that they would not have the expertise necessary to make judgments on all areas that would have to be evaluated. For example, if a given piece of software to was to be designated "acceptable", all aspects of the materials should be high quality. Hence, computer science issues would have to be addressed (is the program written in an efficient way) as well as educational design and educational research issues (does this program offer a better way to present material than other presentation modes?).

Modell has discussed input/output design for different educational settings.1 Consider software written by an author whose focus is on the group setting being reviewed by a colleague whose focus is on the independent study setting. What impact does the lack of versatility have on the referee’s rating of the software?

The traditional peer review process results in an “acceptance or rejection” type of judgment which, in the case of software review, would necessitate critical review of all aspects of the software. In this respect, the APS Education Committee was probably correct in its assessment. However, perhaps the traditional peer review mechanism is not the best model for software evaluation.

PEER CRITIQUE
An alternative mechanism, peer critique, would provide authors with valuable feedback from colleagues, provide a means of evaluating software development efforts in terms of their contribution to the life science community (ie, “scholarly effort”), and provide the life science community with information concerning high quality, versatile software.
In this model, authors would submit their software and documentation along with a description of the philosophy governing its development (e.g., educational goals, educational setting, and student population) and any additional pertinent information (e.g., student evaluation). The software would then be critiqued with the following questions in mind.

- How consistent is the software with the governing philosophy?
- Is the content appropriate for the intended student population?
- How versatile is the software in terms of use in other educational settings and with different student populations?
- How transportable is the software in terms of hardware and operating system requirements?
- Is a published review of the software appropriate?
- Is a published description of the software by the author appropriate?

Because this mechanism does not operate on a “accept or reject” basis, authors could submit materials at various stages of development. In this way, they could gain a broader perspective, yielding a product that would be of use to a greater portion of the life science community.

Quality control would be assured by the last two questions. Published reviews of software may be appropriate for alerting the community to the shortcomings of readily available materials or for informing the community of high quality, versatile materials. The feedback mechanism to appointment and promotion committees represented by traditional peer review would also be available by the last question. If the software represents a significant contribution to education within the life science community, the author would be encouraged to submit a manuscript for publication. A review of the software would then be published with this manuscript. A number of journals could provide the vehicle for publication of manuscripts and reviews.

ESTABLISHMENT OF THE PEER CRITIQUE MECHANISM
NRCLSE is currently developing a proposal for the peer critique mechanism and seeking potential funding sources to initiate such a mechanism. Because this effort is intended to serve the life science community, it is essential that the community have input to developing the concept. The peer critique model outlined above represents the first stages of development. We encourage you to share your thoughts on the issue with us by mailing comments and suggestions to:

Harold Modell, Ph.D.,
NRCLSE, Mail Stop RC-70,
University of Washington,
Seattle, WA 98195

or contacting us through BITNET at MODELL@UWALOCKE.
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THE USE OF COMPUTER ANIMATIONS DURING LECTURES IN PHYSIOLOGY

James Heckman, Michael B. Wang, Michael Harris, Michael Gordon and Anthony Cardell
Department of Physiology, Temple University School of Medicine, Philadelphia, Pennsylvania

It is challenging for lecturers to describe events that have multiple steps, are cyclical in nature, and involve complex interactions among multiple structures. Examples of such topics in physiology are excitation-contraction coupling and the cardiac cycle. Another difficult category includes topics that necessitate the use of mathematics, such as establishment of the resting potential.
membrane potential and the physiological basis of the electrocardiogram. In part, the challenge lies in painting a mental picture for the students. Chalk and blackboard, overhead projectors, slides, and videotapes are frequently used by lecturers to amplify their oral presentations. Recently the computer and video projector have been used to display the results of simulations.\textsuperscript{12}

During the last several years, we have investigated the use of computer animations to assist the lecturer. This paper describes the methods used to create and display the animations and discusses the advantages and disadvantages of this new technique.

**CREATION OF ANIMATIONS**

The animations consist of separate images, usually from 5 to 30, that are displayed in sequence at a rate that can, if necessary, give the illusion of motion. The process is similar to that used in cartoons. The images are created with an IBM PC XT or AT&T 6300 (an IBM PC compatible) computer by using a drawing or 'paint' program. (Microsoft Paintbrush, Microsoft Corporation).

Microsoft Paintbrush is a powerful tool that makes it possible for someone with no artistic talent to create useful images. It allows the operator to use a mouse to input drawings and provides functions to construct straight and curved lines, duplicate and move portions of images, alter colors, and save or retrieve images.

It is not always necessary to create images de novo. If suitable images are available from textbooks and other sources, a video camera is used to view the desired image. The output of the camera is digitized, and the digitized information is passed to Microsoft Paintbrush for modification and for creation of other images needed for the animation. This process works well if the original images are line drawings and less well if there are multiple tones or gray levels. The images that we use in the animations are, for the most part, schematic in nature. For example, in an animation of a beating heart (Figure 1), the heart is represented schematically in order to enhance the presentation of information relevant to function. As mentioned below, limitations in screen resolution prevent detailed anatomical drawings from being created.

**USE OF ANIMATIONS**

The animations have been used during lectures to a class of approximately 200 first year medical students. The auditorium is equipped with a ceiling mounted, Sony color video projector. The video projector accepts either composite video or RGB (signals that carry red, green, and blue information) as input. While composite video from VCR tape is acceptable, we have found that the composite video from the IBM PC is not suitable for projection. We therefore use the RGB output. We have found that the outputs from the video cards of a number of makes and models of computers require RGB transformation before they can serve as input to a video projector. Great care must be taken when selecting the computer-projector pair.

The images produced by the projector are projected onto a conventional 8 by 8 foot screen. All of the students sitting in all portions of the auditorium can see the images; there are no dead spots. Most images can be viewed with the ambient light level used to view slides.

Care must be used in color selection because the colors produced by the video projector are not identical to those viewed on the PC monitor. We have found that it is good practice to project the animations before class to ensure that the colors have been selected properly.

During the lecture, the computer is placed adjacent to the lectern. It is an IBM PC with two 5 1/4 inch floppy disk drives, 640 kilobytes of memory, and a color graphics card and monitor that can display 4 colors with a resolution of 320 by 200 picture elements. By using simple, single key commands, the lecturer can start and stop the animations, increase or decrease their...
speed (the number of images per second), and either advance the next animation or regress a prior animation. It is also possible to jump in random fashion to any animation in the program.

We have experimented extensively with computer languages in order to find one that is optimal for displaying animations. An important feature in a language, particularly when creating graphics intensive programs, is the ability to view the effect of program changes immediately after they are made. We initially used an interpreter language (BASICA) that allowed changes to be viewed immediately and assembler language modules that gave the ability to move images rapidly to the monitor. Although this worked well, programming in BASICA with its line numbers and difficulty to name subroutines was tedious. Currently, we are investigating the QuickBASIC (Microsoft Corporation). Although this is a compiled BASIC, it compiles so rapidly that changes can be viewed seconds after they are made. In addition, among other advantages, line numbers are not necessary, and subroutines can be called by name.

We normally include computer generated static images, similar to traditional slides, among the animations. We have found that it is advisable not to have extensive labeling on the animation images. For this reason we display a computer generated slide containing the necessary labels before each animation.

Several constraints are encountered when using a standard IBM PC for animation. First, the color graphics (CGA) adapter allows only 4 colors and a resolution of 320 by 200 picture elements. While it is possible to acquire an enhanced graphics (EGA) or a professional graphics card to improve the display resolution, we have elected not to do so for several reasons. When image resolution is increased, the size of the image, in bytes, is increased which, in turn, slows the animation rate by increasing the time needed to write the images onto the monitor. In addition, students have requested that they be able to run the animations in our microcomputer laboratory that contains IBM and AT&T computers with CGA cards.

Another limitation is that the video projector we use is an earlier model that cannot show the high resolution images available with newer models. However, despite the limited resolution of the CGA card, we have found the schematic images, additional examples of which are shown in Figure 2, are suitable for our purposes.

DISCUSSION

It has been said that a picture is worth a thousand words. Certainly an animation containing 30 pictures is worth more than thirty thousand words because it imparts a sense of the passage of time to the viewer. Animations allow the viewer to form mental images rapidly of time dependent events or processes that can then be amplified by the oral presentation of the lecturer.

Computer animation has an advantage over videotape in that it can be repeated as many times as desired, without rewinding, at any desired speed, including stop frame. Animation in some instances has the advantage over mathematical simulation because it allows complex events to be depicted for which mathematical equations cannot be derived.

The animations have been well received by the medical students. By evaluating their questions during and immediately following lecture, it appears that they have been able to grasp difficult concepts more quickly than the students who have not been exposed to the animations. Admittedly this is a subjective evaluation, but since we must lecture to the entire class at one time, we cannot set up a suitable

FIGURE 2. Six images from an animation of excitation-contraction coupling. The complete series contained 40 images. The series depicts electrochemical events in the upper portion of each frame and mechanical events in the lower portion.
control group.

The major disadvantage of using animations is the time required to create them. We have attempted to reduce this time by using Microsoft Paintbrush and the video digitizing system. We also have enlisted the aid of medical students who have had physiology. After approximately a week of instruction and practice, they can create useful animations.

We have also found that the number of images needed to convey the desired information is much less than we first believed. Generally, no more than 30 to 50 images are required, and only three or four animations in a one hour lecture are effective.

Of course once created, the animations can be used year after year. As opposed to videotape, it is a simple matter to make changes to update them as desired. Because the images are stored in digital form, it is also possible to alter the storage method to accommodate advances in display technology. There will be no need, therefore, to redraw the animations as new computers become available.

In summary, we have found computer animation to be a helpful tool for use in lecture; one that is well received by the students.
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PROJECTING COMPUTER DISPLAYS

Richard E. Stull and K. Richard Knoll
College of Pharmacy, University of Arkansas for Medical Sciences, Little Rock, Arkansas

Projection of a computer's images in monochrome on a large screen allows an easier migration of the computer into the large classroom, workshop, conference, or seminar.

Lightweight, compact liquid crystal display (LCD) units that rest atop the stage of an overhead projector are currently available to display in black and white (monochrome) whatever is on the screen of a connected computer. Despite certain differences, available units project an almost identical image quality of 640 by 200 pixel resolution in an 80-character by 25-line screen size. All units include a panel which sits on the overhead projector, an AC/DC converter, and necessary interfaces. Some units include a remote control unit with a variety of switchable functions. The remote unit may include computer controls (such as page-up and page-down) and the display controls on, off, contrast, on-screen pointer, and reverse colors. Reverse colors means that a white on black image can be converted to a black on white image — useful when contrast change alone won't make the image dark enough. The panel is a translucent sheet of glass set in a metal or plastic frame about 1 1/2 in. deep that houses the electronic components. Panels are about 12 by 15 inches. Weights vary depending on material, but generally are under six lbs, making them easily portable. This is lighter than most laptop portable computers.

Currently available units support only CGA-level graphics, not EGA. They require a host overhead projector with a low 250 or 300 watt light in the base. Hotter lights tend to heat up the unit and cause a contrast change in the image; that's why fans have been added to current models. Certain "slimline" overhead projectors may present heat problems because they have a light in the head that projects down and back up from the panel, rather than through it from the bottom.

Projection distance and brightness depend on the overhead projector, not on the display system. Most of the units come with cables and plug into RGB output, composite video, or serial (RS232) ports on your computer. The only major model that differs in this regard is the Magnabyte from Telex. Magnabyte comes with an interface card for installation into one of your computer's slots.

Software, though not required for projection, comes with several of the units to allow the user a straight-forward, menu driven approach to creating and sequencing of screens. Software products such as IBM's Storyboard may be useful in producing comparable programs for projection.

The first projector marketed was the Kodak Datashow System, introduced about 18 months ago with a $1,270 list price. It supports IBM-PCs and compatibles and, with an optional adapter, the Apple II computer family. It does not support the Macintosh.

Kodak did not provide a cooling fan when the unit was first introduced. Without a fan, contrast blur from heat build-up in the projector may affect the panel about 15 minutes into a lecture — and get progressively worse. The operator must adjust the contrast button during the presentation. This may not present a problem in a 45 to 60 minute lecture, and turning the overhead projector off for about 10 to 15 minutes during a break will return the panel's contrast to normal. Kodak now offers an optional cooling fan attachment, retailing for about $100.
TABLE 1. Key features of available LCD displays for use with overhead projectors.

<table>
<thead>
<tr>
<th>MODEL</th>
<th>VENDOR</th>
<th>COMPATIBILITY</th>
<th>CONNECTION</th>
<th>COOLING</th>
<th>REMOTE</th>
<th>SOFTWARE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Show</td>
<td>Kodak</td>
<td>IBM/Apple</td>
<td>RS232/RGB Fan option</td>
<td>Infrared (IR)</td>
<td>&quot;Showmaker&quot;</td>
<td></td>
</tr>
<tr>
<td>Magniview</td>
<td>Dukane</td>
<td>IBM/Apple</td>
<td>RGB/Composite Video</td>
<td>Fan</td>
<td>No</td>
<td>&quot;Presentation Partner&quot;</td>
</tr>
<tr>
<td>MagnaByte</td>
<td>Telex</td>
<td>IBM/Apple</td>
<td>Adapter card Fan</td>
<td>Wire remote</td>
<td>provided</td>
<td></td>
</tr>
<tr>
<td>QA 25</td>
<td>Sharp</td>
<td>IBM/Apple</td>
<td>RGB</td>
<td>No</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Data Display</td>
<td>CA, Inc.</td>
<td>IBM/Apple</td>
<td>RGB/Composite Video</td>
<td>Fan</td>
<td>No</td>
<td>&quot;Presentation Partner&quot;</td>
</tr>
</tbody>
</table>

It took more than a year before major Kodak competitors appeared. Telex Communications, Inc. (Minneapolis) introduced the MagnaByte Electronic Imaging System with metal frame compared to the DataShow's plastic frame, and with a cooling fan to prevent contrast blur. It also is compatible with the IBM PC and Apple II families, excluding the Macintosh. Price for the complete system is about $1,200. A distinguishing feature of this unit is that it requires the installation of a full slot adapter board and provides shades of gray when projecting color images from the computer. The adapter card makes the projector dependent on a specific computer which may lead to problems with portability.

Sharp Electronics Corp. (Mahwah, NJ) introduced the "Sharp Computer Projection Panel QA 25" at $895. The QA 25 has a built-in fan, weighs six lbs, with a 12 by 14-inch plastic housing. In terms of display, it is essentially the same as the Kodak. Computer Accessories markets the Data Display which is comparable to the Kodak or Sharp unit. Controls such as reverse video, contrast, and vertical and horizontal position are on the front-top of the unit.

**CAUTIONS**

With any monochrome system that projects images created in color, one must be careful about the conversion of certain colors to a gray scale. If you're using a color program, you've got to think black and white. Green, brown and white will project as white. Black, red and magenta will project as black or gray. If you use green lettering on a white background, it will show as all white.

**CONCLUSION**

These additions to the peripheral options of the PC user who presents material to conference or larger groups have definite benefits. To make your selection from the available units, you may want to consider portability, if needed, and the price, since display quality is comparable for all units.

Although greater portability is provided by the non-board dependent units, if shades of gray are required to display color graphic imaging, the board dependent models are recommended. Telex Communications Inc. has recently announced a color data display unit priced at $1580. Price will vary by vendor and availability. When the units are readily available, the price may be discounted as much as 30 to 33 percent off list price.

Table I highlights features that you may wish to consider in making your selection of a PC data display. Additional information may be found in the August 1987 issue of Computer Graphics Today, in an article by DZ Meilach entitled "Projecting graphics overhead."

**Editor's note:**
We have recently had occasion to compare the Kodak and Sharp displays. Several differences not outlined in the preceding article warrant mention.

- **Display size.** The Sharp unit is a rectangular display that covers about one half of the standard overhead projector display area. The Kodak unit has more of a square display that covers a significantly greater portion of the available projection area.
- **Location of controls and connections.** All of the controls as well as the RGB and power connections on the Sharp unit are on the left of the unit (as you face the projector). The connections, therefore do not interfere with display placement on the projector. Connections to the Kodak is through a fairly stiff cable that exits the unit on the right side near the projection head arm on a standard overhead projector. This may present some problems with display alignment.
- **Available controls.** The Kodak remote control unit allows adjustment of the image location on the display. Similar adjustments on the Sharp are not as easily accessible and are not intended to be adjusted on a routine basis.
THE BULLETIN BOARD

The Bulletin Board is published periodically to inform readers of upcoming meetings of interest. If you know of meetings, symposia, continuing education courses, etc. of interest to life science educators, and they do not appear in The Bulletin Board, please let us know. Send pertinent information to: Dr. Harold Modell, NRCLSE, RC-70, University of Washington, Seattle, WA 98195, or let us know via BITnet. NRCLSE's BITnet address is: MODELL@UWALOCKE


Contact:
William W. Stead, M.D.
SCAMC – Office of CME
George Washington University Medical Center
2300 K Street, NW
Washington, DC 20037
(202) 994-8928


Contact:
ADCIS, 409 Miller Hall
Western Washington University
Bellingham, WA 98225
(206) 676-2860


Contact:
Alexia Devlin, Treasurer
California Educational Computing Consortium
San Francisco State University Accounting Data, NADM-358
1600 Halloway Ave.
San Francisco, CA 94132


Contact:
Sally Parrish, RN
Nursing Inservice
Medical Center Hospital of Vermont
Burlington, VT 05401
(802) 656-3766


Contact:
Elaine Zimbler, MA, RN
Interim Director
Society for Research in Nursing Education Forum
National League for Nursing
Ten Columbus Circle
New York, NY 10019-1350
(212) 582-1022


Contact:
Association for Educational Communications and Technology (AECT)
1126 16th Street, NW
Washington, DC 20036
(202) 466-4780


Contact:
Educational Technology Section
Florida Department of Education
Knott Building
Tallahassee, FL 32399
(904) 488-0980


Contact:
Continuing Medical Education
Box 202 UMHC
420 Delaware Street SE
Minneapolis, MN 55455
(612) 626-5525

© 1987 BY NATIONAL RESOURCE FOR COMPUTERS IN LIFE SCIENCE EDUCATION
CLSE SUBSCRIPTION RENEWAL FORM

Subscription rates for Volume 5, 1988 (includes postage and handling):
- U.S. and Canada: $30.00
- Mexico and Europe: $50.00
- Rest of the world: $53.00

Please enter my subscription for Volume 5 (12 issues) of CLSE.
- Payment enclosed in US funds
- Please bill me
- A subscription agency will enter a renewal

Send issues to:
Name: ____________________________
Address: __________________________
_______________________________
_______________________________
State: ___________ Zip: __________

Send invoice to:
Name: ____________________________
Address: __________________________
_______________________________
_______________________________
State: ___________ Zip: __________

Mail this form to: NRCLSE
Mail Stop RC-70
University of Washington
Seattle, WA 98195
AIMS AND SCOPE

The goal of Computers in Life Science Education is to provide a means of communication among life science educators who anticipate or are currently employing the computer as an educational tool. The range of content includes, but is not limited to, articles focusing on computer applications and their underlying philosophy, reports on faculty/student experiences with computers in teaching environments, and software/hardware reviews in both basic science and clinical education settings.

INVITATION TO CONTRIBUTORS

Articles consistent with the goals of Computers in Life Science Education are invited for possible publication in the newsletter.

PREPARATION AND SUBMISSION OF MATERIAL

Articles submitted for publication should not exceed 2000 words and should be typewritten, double spaced, with wide margins. The original and two copies including two sets of figures and tables should be sent to the Editor: Dr. Harold Modell, NRCLSE, Mail Stop RC-70, University of Washington, Seattle, WA 98195.

Title page should include full title, list of authors, academic or professional affiliations, and complete address and phone number of the corresponding author.

Illustrations should be submitted as original drawings in India ink or sharp, unmounted photographs on glossy paper. The lettering should be such that it can be legible after reduction (width of one column = 5.7 cm).

Reference style and form should follow the "number system with references alphabetized" described in the Council of Biology Editors Style Manual. References should be listed in alphabetical order by the first author's last name, numbered consecutively, and cited in the text by these numbers.

RESPONSIBILITY AND COPYRIGHT

Authors are responsible for accuracy of statements and opinions expressed in articles. All authors submitting manuscripts will be sent a copyright transfer form to complete. The completed form must be returned before the work will be published.

SUBSCRIPTION INFORMATION

Computers in Life Science Education is published monthly by National Resource for Computers in Life Science Education, Mail Stop RC-70, University of Washington, Seattle, WA 98195. Subscription rate is $30.00 for 12 issues, including postage and handling in the United States and Canada. Add $20.00 for postage (airmail) in Mexico and Europe and $23.00 for the rest of the world.

This newsletter has been registered with the Copyright Clearance Center, Inc. Consent is given for copying of articles for personal or internal use, or for the personal or internal use of specific clients. This consent is given on the condition that the copier pay through the Center the per-copy fee stated in the code on the first page for copying beyond that permitted by the US Copyright Law. If no code appears on an article, the author has not given broad consent to copy and permission to copy must be obtained directly from the author. This consent does not extend to other kinds of copying, such as for general distribution, resale, advertising and promotional purposes, or for creating new collective works.

Address orders, changes of address, and claims for missing issues to NRCLSE, Mail Stop RC-70, University of Washington, Seattle, WA 98195. Claims for missing issues can be honored only up to three months for domestic addresses and six months for foreign addresses. Duplicate copies will not be sent to replace ones undelivered due to failure to notify NRCLSE of change of address.

Address editorial correspondence to Harold I. Modell, PhD, NRCLSE, Mail Stop RC-70, University of Washington, Seattle, WA 98195. (BITNET MODELL@UWALOCKE)

POSTMASTER: Send address changes to Computer: in Life Science Education, NRCLSE, Mail Stop RC-70, University of Washington, Seattle, WA 98195.
In 1982, the University of Minnesota School of Dentistry reorganized its adult clinics around a patient centered model. Important support for this reorganization was provided by a curriculum teaching comprehensive treatment planning and case presentation. Prior to the reorganization, treatment planning was taught as a component of each of the dental specialties. The new program was designed to teach comprehensive treatment planning while continuing to serve each area’s specific specialty.

During this time, the School of Dentistry was also experiencing a reduction in class size and legislative funding retrenchment. It was imperative that any new treatment-planning curriculum not be labor intensive because there would be no additional faculty available.

Coincidentally, the School’s learning resources center was being equipped with microcomputers, and small development grants were available to faculty to develop learning packages. The availability of this new resource suggested the application of Computer-Assisted Instruction (CAI) to treatment
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planning and prompted the authors to review the literature on treatment planning and CAI in dental education.

LITERATURE REVIEW

The Dental Curriculum

The literature strongly suggests treatment planning in the dental curriculum is weak and greatly in need of change. Kress specifically stated that, "Dental educators agree that treatment planning education is one of the weakest areas of the curriculum." He noted that if treatment planning education were more effective, it would help ensure better patient treatment. He reported that a number of schools devote less than 10 hours to treatment planning instruction.

Many critics of dental education argue that students are inadequately taught to integrate their clinical knowledge with comprehensive planning. This might be a reflection of a fundamental weakness in the way clinical dentistry has evolved as a collection of specialties. Experts certainly exist within the clinical specialties, but few claim to be experts at integrating the various areas into a comprehensive patient care plan.

Dentists' inability to integrate knowledge into planning might also be a symptom of the difficulty of the treatment planning task. Proshek et al suggested that the dentist's planning process involves little difficulty in disease identification, but presents a considerable challenge in the proper sequencing of treatment, that is, the treatment plan. His study suggested that dentists were often ineffective at hypothesis generation and interpretation of diagnostic cues and that it might be necessary to modify their training to produce more effective decision making. This again suggests the need for a new approach in dental education.

As recently as 1985, Kennon et al, in a survey of dental educational institutions, reported that schools still seemed uncertain as to who had the responsibility of teaching treatment planning. She states that, upon careful analysis, "No discrete unit (of the institution) will accept responsibility for either teaching or coordinating treatment planning."

Ward suggested that experience is essential to the successful coordination of treatment. She noted that, "even though the formulation of a usable treatment plan is carefully covered in the classroom, students are somewhat unclear in proposing a precise blueprint of treatment in the clinical area." Kersten et al affirmed the value of developing decision making skills when treatment planning. He studied the responses of inexperienced students and experienced dentists solving problems during treatment and made the following observations.

- Third year students cannot solve problems pertaining to the design of a treatment plan for decayed teeth, in spite of their knowledge of the different standard preparations and the principles of cavity preparation and restoration.
- Knowledge does not guarantee its practical application.
- Students come closer to the solution of a problem when they use a systematic scheme providing a problem-solving route.
- Experienced dentists quickly find a correct solution.

Kersten et al concluded that feedback is a vital factor in teaching student dentists to make better treatment planning decisions.

Computer-Assisted-Instruction

CAI programs have been used in health sciences and in dentistry in particular since 1967 and have been used primarily for teaching clinical dentistry. The value of self instruction was described by Williams who notes, "self instruction is capable of significantly increasing cognitive knowledge in a shorter period of time with increased student satisfaction, compared to conventional instructional methods." The "CAIDENT" program at the University of Michigan established that CAI in dentistry is most effective when

1) students require substantially different amounts of time to learn;
2) different responses are made by students to the same question;
3) students need to explore the effects of various decision strategies;
4) actions taken on the basis of student response can be identified;
5) each student is required to actively participate in the specification of or commitment to a particular decision;
6) it is cumbersome, difficult, or unnecessary to present all cues that comprise a particular problem situation; and
7) material is substantially repetitive.

CAI provides a non-threatening, non-evaluative environment in which students can explore alternatives without concern for criticism or "image." Sokolow addressed the issue of shortage of qualified faculty as another rationale for developing CAI in dental education.

THE CAI INSTRUCTIONAL PROGRAM FOR DENTAL TREATMENT PLANNING

Based on this information, we decided to supplement the treatment planning teaching with a program of computer-assisted patient simulations. In 1994, the first of three intra-university development grants was awarded for the proposed program. A team was assembled that included 1) the author, a dental practitioner with 25 years of general practice experience and an advanced degree in education, who designed the simulations and was responsible for the didactic and treatment planning program, 2) a member of the Oral Pathology faculty with computer programming experience who designed and wrote the authoring software, and 3) a senior dental student who coordinated the pilot simulation with the software development. The following goals were established for the program.

- to provide the student dentist with a systematic approach to hypothesis generation and integration of data into
a comprehensive treatment plan; 
• to provide a library of simulations that would provide treatment planning experiences for student dentists prior to their first clinical patient care; 
• to provide a broad base of experiences; 
• to provide a self-instructional program that was not faculty labor intensive; 
• to provide a program that met the school's budgetary constraints while taking advantage of the grants and microcomputers that were readily available; and 
• to provide a resource that would also be available for all residents, graduate students, faculty, practicing dentists, and continuing dental education programs.

Creating the pilot simulation
A case study was selected and documented, and the simulation was laid out as a story board. The software was written to accommodate the story board.

To enhance the effectiveness of the educational instrument, each simulation was based on the same behavioral objectives and treatment planning philosophy as the school's clinic practice. This provided a consistent approach to hypothesis generation. The behavioral objectives of each simulation were to collect the data base, determine the treatment track, and develop the periodontal and preventive plan, the restorative rehabilitative plan, the maintenance plan, the final treatment plan, and the long-range treatment plan. Each simulation consisted of only two kinds of screens that the student would view on the monitor. Information screens were used to present information such as the objectives, philosophies, and instructions. Choice screens were used to identify a problem and present treatment choices for solving the problem. Fees could be designated for each choice to provide an accumulated total treatment fee.

The choice screens directed the student to make the "best" treatment choice, based on the treatment planning philosophies. Data previously presented on information screens. We limited the decision making to treatment choices and not the planning process or diagnostic decisions. Each choice screen was designed to offer from 3 to 5 treatment choices, and each choice selected was followed by a response. The responses, listed below, were standardized to provide similarity from one simulation to the next.

A) Great Choice! Virtually all of the dentists who reviewed and treatment planned this patient selected this choice as the most optimal treatment.
B) Good Choice. Most of the dentists who reviewed and treatment planned this patient selected this choice as the most optimal treatment.
C) An "OK" choice but not the best. About half or less of the dentists who reviewed and treatment planned this patient selected this choice as the most optimal treatment. If you choose to remain with this choice press [option] to continue. If you choose to make another choice press [option] and make another choice.
D) Poor Choice. Few of the dentists who reviewed and treatment planned this patient made this choice. Press [option] and review [topic] and them make another choice.
E) Unacceptable Choice. Virtually none of the dentists who reviewed and treatment planned this patient made this choice. Press [option] and review [topic] and then make another choice.

An unacceptable choice was followed by an authored comment or a referral back to an information screen with the data base or a consultation. Another opportunity was then presented by repeating the same choice screen. During the actual operation of the simulation, the patient's radiographs, diagnostic models, 15 3X5 inch intraoral color photos mounted on a stiff mounting board, written operational instructions, and a treatment planning worksheet were available to the student. The photos, models, and radiographs could be arranged easily so that they could be viewed while observing the monitor. The worksheet was completed in pencil as decisions were made, providing ready review and reinforcement as the plan evolved.

An effort was made to make each experience realistic as possible. Each simulation was modeled after actual patient experiences. The treatment decisions, therefore, are not only technical choices based on clinical data, but often reflect the patient's profile, responses, needs, and personal situation. A "post treatment" response that reflects the patient's reactions to the dental experience is presented at the end of the simulation. This provides positive reinforcement for a patient centered planning approach.

An evaluation component of the software allowed faculty to identify both the students who worked the simulation and the choices they made. This capability provided evaluation of the students' efforts and facilitates evaluation of the simulations.

After the pilot simulation was complete, a demonstration disk was created to present the objectives, treatment planning philosophy, and samples of each type of decision making. This has been a valuable tool when demonstrating the program to other interested faculty and schools.

SIMULATION AUTHORING
To encourage development of a library of simulations reflecting a broad base of experiences, we created an authoring manual to be used with the authoring software that we had developed. We assumed that new authors would not know how the computer program operated. Therefore, on each choice or information screen, the author is simply asked the question, "which screen is to follow?" This approach makes the authoring "friendly" for potential au-
thors who were not versed in computer applications.

The manual is in the form of a large looseleaf notebook and presents all 96 possible screens of the pilot simulation. When open, the manual has an example on the left and a corresponding page of the new simulation on the right. Where a new screen is to be created, appropriate blanks are provided. Where no change is indicated, the screen is presented as complete or mirrors the page on the left. After the faculty member has completed all entries in the workbook, it is converted to an operating simulation by the original faculty team or their staff. In this way, controls are exercised to preserve the prescribed format.

DISCUSSION
The library of simulations will be placed in the School of Dentistry and general Health Sciences learning resources libraries. All second year dental students will use the simulations as part of their treatment planning course prior to treating their first clinical patient. The simulations will also be made available to other undergraduate students, graduate dental students, and for continuing dental education as an instruction and remediation tool.

After a number of simulations have been completed, and the pilot has been tested with students, an evaluation method will be designed to identify those students who do not have acceptable treatment planning skills. A means of support and remediation will be developed and implemented, most likely by expanding the simulation program.

The CAI program has been demonstrated to students, residents, faculty, and graduate dentists. Levels of familiarity with computers accounted for varied responses from those who used the simulation, the age of the participants often reflecting the friendliness toward the program. When we demonstrated the program, virtually all students were familiar with computers and worked the program with ease, while some of the faculty were quite unfamiliar with basic computer operation. Students tended to respond with great interest and asked for more programs. Faculty or dentists often responded with either fascination or discomfort. Despite their lack of computer literacy, faculty has strong interest in the program. Many have asked for authoring manuals or have moved to secure a small grant for developing simulations.

CONCLUSIONS
The authors are pleased with the progress of the program and are committed to its development. We anticipate that future evaluation of this program will prove its appropriateness to dental education and will influence curriculum planners to consider CAI. This process will be facilitated by the familiarity with computers demonstrated by dental students and the interest shown by faculty in further developing this valuable educational resource.
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Figure 2 should appear as shown.

FIGURE 2. Six images from an animation of excitation contraction coupling. The complete series contained 40 images. The series depicts electrochemical events in the upper portion of each frame and mechanical events in the lower portion.
SIMULATIONS IN PHYSIOLOGY

- The Respiratory System -

Harold I. Modell, Ph.D.
School of Medicine, University of Washington, Seattle,

**PROGRAM OVERVIEW**

<table>
<thead>
<tr>
<th>Title</th>
<th>Material covered</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MECHANICS</strong></td>
<td></td>
</tr>
<tr>
<td>Static Relationships</td>
<td>Elastic properties of the lung, chest wall, and total respiratory system</td>
</tr>
<tr>
<td>Dynamic Relationships I</td>
<td>Effects of lung compliance and airway resistance on tidal volume development</td>
</tr>
<tr>
<td>Work of Breathing</td>
<td>Oxygen cost of elastic, resistive, and total work during inspiration</td>
</tr>
<tr>
<td>Dynamic Relationships II</td>
<td>Respiratory dynamics of the total respiratory system</td>
</tr>
<tr>
<td><strong>GENERAL GAS EXCHANGE</strong></td>
<td></td>
</tr>
<tr>
<td>Alveolar Gas Exchange</td>
<td>Gas exchange between the atmosphere and alveolar reservoir</td>
</tr>
<tr>
<td>O₂ and CO₂ Dissociation Curves</td>
<td>Interrelationships between the O₂ and CO₂ dissociation curves</td>
</tr>
<tr>
<td>Exchange from Atmosphere to Tissues</td>
<td>Influence of alveolar ventilation, cardiac output, and anatomic shunt flow on arterial blood composition and gas exchange at the tissues</td>
</tr>
<tr>
<td>Chemoregulation of Respiration</td>
<td>Influence of chemoreceptor sensitivity and respiratory mechanics on O₂ and CO₂ response curves</td>
</tr>
<tr>
<td>Vₐ/Q RELATIONSHIPS</td>
<td></td>
</tr>
<tr>
<td>Gas Exchange in a Single Alveolus</td>
<td>Effects of ventilation-perfusion ratio and inspired gas composition on exchange in a single exchange unit</td>
</tr>
<tr>
<td>The Non-Uniform Lung</td>
<td>Gas exchange from atmosphere to tissues with Vₐ/Q mismatching in the lung</td>
</tr>
<tr>
<td>Overall Gas Exchange</td>
<td>Gas exchange from atmosphere to tissues with Vₐ/Q mismatching and a true shunt</td>
</tr>
<tr>
<td><strong>ACID-BASE BALANCE</strong></td>
<td></td>
</tr>
<tr>
<td>Acid-Base Balance: Fundamental Relations</td>
<td>Acid-Base balance from a Base Excess viewpoint</td>
</tr>
</tbody>
</table>

**ORDERING INFORMATION**

- Series of 12 Simulations in Respiratory Physiology
- 117 Page Laboratory Manual
- Designed for use in student laboratory and group discussion environments
- Pictorial outputs designed to provide conceptual aid, show where variable values are measured, or illustrate the model and how it is solved
- Tabular outputs allow comparison of data from up to 7 'experiments'
- Available for Apple II, IBM-PC (MS-DOS) compatible, and Macintosh (requires Microsoft BASIC) computers
- Purchase includes permission to make enough copies to supply appropriate student populations

Computer Programs*

12 Simulations written in BASIC
Documentation
One copy of student laboratory manual

On IBM-PC uses CGA graphics
Macintosh version uses Microsoft BASIC

Student Laboratory Manuals
Quantities of 1-25
Additional copies

Address orders to:
NRCLSE
Mail Stop RC-70
University of Washington
Seattle, WA 98195

*Be sure to indicate which version you need!
NATIONAL RESOURCE FOR COMPUTERS IN LIFE SCIENCE EDUCATION QUESTIONNAIRE

As we begin to prepare to establish a peer critique mechanism for software evaluation (see CLSE September, 1987), it is imperative that we have a critical mass of colleagues willing to participate in this process. It is also time to update our CLSE colleague directory (see CLSE, November, 1986 and CLSE January, 1987). Please help us in these efforts. If you have not completed our first questionnaire (January, 1986), please take a few moments to complete the questionnaire below.

Return questionnaire to:
Harold Modell, PhD
NRCLSE
Mail Stop RC-70
University of Washington
Seattle, WA 98195

Name: ____________________________
Address: __________________________
State ________ Zip ________
Phone: ____________________________

What content areas do you teach? ____________________________

What student population(s) do you serve? (Please check the appropriate categories)

___ Undergraduate  ___ Graduate  ___ Nursing  ___ Medical
___ Allied Health  ___ Dental  ___ Veterinary
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Are you currently using the computer as an educational tool? ___ Yes  ___ No

If yes:
How many years have you used the computer in this way? ______

What kind of equipment are you using (please check appropriate categories)

___ Apple II family  ___ IBM or IBM compatible
___ MacIntosh  ___ Minicomputer (please specify) ____________________________
___ Mainframe (please specify) ____________________________

Have you written any software for use in your teaching efforts? ___ Yes  ___ No

Would you be willing to help critique software for peers? ___ Yes  ___ No
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FROM COMPUTERLESS TO COMPUTER LITERATE THROUGH RESOURCE SHARING

James F. Craig and Richard Manski

While many elementary and secondary schools were quick to acquire microcomputers for use in their academic programs, dental educational institutions appear to be lagging behind in this regard. In a recent article entitled "Computers in Dental Education: Promise of the Past Versus Reality of the Present," the authors, who are respected dental educators, indicated that "unlike the advances that have been made in the commercial sector, those in education, and more so in dental education, have been considerably short of anticipation as enumerated years ago." Evidence supporting these educators' comments regarding the use of computers, at least in the Baltimore area,
May be found in a recent guide to area private schools published in Baltimore Magazine in which computers have been added to the list of criteria used in assessing an institution's academic program. For example, the computer to student ratio for Calvert School (pre-kindergarten through grade 6) and Gilman School (grades 1-12) is 1:9 and 1:25 respectively. The same ratio in 1985 for the University of Maryland Dental School (specializing in educating individuals interested in operating and managing a dental practice) was 1:140. While the computer to student ratio in other dental schools may vary significantly, there is clear evidence that the elementary and secondary schools recognize the importance of using this technology to prepare their students for the future.

Considering the rising costs of health care delivery, a declining patient population, and intense competition for patients among practitioners, integrating information and technological developments designed to improve the cost-effectiveness of operating an office practice is essential in the preparation of "budding" health professionals. In fact, recent study by Solomon and Whiton, using the results from 2448 senior dental students from 48 dental schools, indicated more than 70 percent of the students felt that the use of computers in the academic program should be increased. It appears that these senior dental students were quite aware of the importance of integrating computer technology into their office environments. While many dental institutions provide didactic instruction to assist students in selecting a computerized office practice system, students may not have the opportunity for gaining "hands-on" experience in actually utilizing this technology for a variety of business applications related to a dental practice. This article discusses an approach used by the University of Maryland for integrating computer literacy skills into the curriculum.

**FACILITIES**

One of the important inhibitors to the dental school's computer literacy efforts at the University of Maryland was the lack of microcomputer technology for academic purposes. This dental school, noted as being the "first" established solely for the purpose of dental education in 1840, is located on a campus steeped with tradition where the territorial lines (budgetary and otherwise) are well established. Therefore, finding funds for acquisition of a sizable number of microcomputers strictly for use by dental students represented a formidable problem. An innovative approach to this dilemma was presented by the Associate Vice-Chancellor for Information Resources Management, Dr. Marion J. Ball. She offered to create a Technology Assisted Learning (TAL) Center equipped with state-of-the-art technology as long as the Dental School provided space for the ability, made it available for scheduled classes at least 55 percent of the time, and allowed students, faculty, and staff from other schools on campus to use the equipment when it was not scheduled. The time allocated for scheduling was for computer literacy courses or special discipline specific applications in support of the academic and research programs for the schools on campus.

The Dean of the Dental School readily agreed, and the TAL Center was created. It was located in the same area as the school's learning resource center and included 21 microcomputers equipped with dual disk drives, 20Mb hard disk drives, color monitors, and dot-matrix printers. Special provisions made for teaching included a color, large-screen RGB/television projection system, dimmer controlled lights, and an audio system featuring a wireless microphone to enable the instructor to move freely around the room in order to observe student performance, offer assistance, or continue presenting information and still be heard.

**INTEGRATING COMPUTER USE INTO THE CURRICULUM**

The Dental School's Department of Oral Health Care Deliver (OHCD) is responsible for providing students with the business and management aspects of planning, organizing, staffing, and operating a dental practice. The installation of the TAL Center in the school was a welcome addition in general, and, in particular, for the department responsible for introducing students to the realities of operating a business. OHCD was quick to integrate the use of microcomputers into the curriculum beginning with 103 third year dental students. The following general objectives were to be achieved.

1. Introducing students to microcomputer technology;
2. Integrating management concepts using a microcomputer; and
3. Developing computer literacy skills in order to facilitate a student's ability to review and assess computerized dental office practice systems and software.

Although the focus of the instruction was on the preparation of a business plan, students were expected to complete the assignments using a microcomputer. To prepare for the assignment, students received instruction in basic computer application, economics, marketing, accounting, and finance. A total of four hours of classroom instruction were provided using the TAL Center. The first two hours concentrated on computer hardware and software, and the last two focused on voluntary small group seminars with hands-on experience. During the seminars, instruction focused on how to use spreadsheets to develop a financial projection, how to use word processing to prepare a resume, and ultimately how to prepare a business plan. To simplify the instruction, an integrated software package, ENABLE, was used. In preparing a resume, students were asked to
set margins, format text, insert, copy and delete text, and save files. In using a spreadsheet, students were asked to establish financial relationships by setting columns and rows using mathematical operators and functions. Both tasks required that students have a fundamental understanding of MS-DOS including, but not limited to, many of the operating system capabilities to create, save, copy, and retrieve files.

RESULTS AND DISCUSSION
Upon completion of the course, students were asked to fill out a questionnaire to provide feedback on their experience and to assist the department in planning this portion of the curriculum for the next group of students. Eighty-one percent of the students responded to the request and indicated that the assignment was effective, appropriate, and useful. The results showed that over 74 percent of the students gained knowledge through working with the computer. This experience would not have been possible without the cooperation and resource sharing between the Information Resources Management Division and the Dental School. Since the installation of this facility, other schools on campus who were faced with a lack of resources have scheduled the TAL Center to meet their student and faculty computer literacy needs.

For institutions faced with a similar set of circumstances, the results achieved at Maryland may be worth pursuing as a viable alternative for bringing computer literacy into a computerless academic environment.
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LETTER TO THE EDITOR: COMMENT ON PEER REVIEW OR PEER CRITIQUE OF SOFTWARE

As an author and a user of educational software, I have long felt frustrated by two characteristics of the computer-based education (CBE) field. It has been difficult to get and to disseminate information about teaching programs, and it has been difficult to get the personal contributions of individuals evaluated by their peers. Harold Modell's recent call for the establishment of a "peer critique" mechanism to operate through NRCLSE would thus seem to address issues that have had a widespread impact in the CBE community. However, a clearer understanding of these issues is required if we, as a community, are to successfully resolve them.

As an author of CBE software, I have worked in relative isolation from even my colleagues in physiology. While I have had some opportunity to discuss and demonstrate my software in public forums, I have not had the kind of vigorous (and rigorous) feedback from my peers that is characteristic in the research sphere.

As a user of CBE programs, I find that I know about only a small fraction of the potentially useful programs (and educational approaches that they embody) that others have written. Furthermore, my experience, and that of others, suggests that there is no comprehensive source of such information.

Finally, as an academician whose professional activity lies in the realm of CBE, I have a need for professional recognition and advancement (promotion) that is difficult to get because too few people know of my work, and no one has ever evaluated it.

Evaluation, however, is a complex issue, at least in part, because we are really talking about evaluating two quite different things: (1) single pieces of teaching software, and (2) an individual's contribution to the field.

As Dr. Modell has pointed out, evaluation of software is an extremely difficult task for both theoretical and practical reasons. The use of computers in teaching continues to generate controversy about the appropriateness and effectiveness of this approach. Even if we accept its validity, we still must grapple with significant, as yet unsettled, questions about the best form of CBE to most effectively attain particular educational objectives. Until we know more about how to use the computer as a teaching/learning tool, it will be hard to answer the question "is it any good" in evaluating software. Pragmatically it is also difficult to evaluate programs. Reviewers must be qualified to comment on the scientific content, educational objectives and approach, most appropriate audience, and the effectiveness of the use of the computer medium. Finding two or three such individuals for each program...
will be a daunting job, one made even more difficult by problems of program portability (for example, I may be qualified to review a program but may not have access to the necessary computer to do so).

The following two key needs face the CBE community.

1. a need for wider dissemination of more comprehensive information about teaching software, and
2. a need for some form of evaluation of our work, if not of our individual pieces of software.

Dr. Modell's proposal, it seems to me, does not adequately come to grips with either of these needs. On the one hand, the difficulties of the process of "peer critiquing" software will limit the number of programs that will be evaluated. Thus, the comprehensiveness of the NRCLSE Newsletter as a source of information will be compromised. On the other hand, the validity of such "peer critiques" will continue to be questioned until we know more about the appropriate criteria to apply. This will make "peer critiques" a poor vehicle for professional evaluation of an individual.

Let me propose two alternative approaches that I believe will meet the needs of the CBE community, approaches that ought to be pursued simultaneously.

NRCLSE, through Computers in Life Science Education, could perform a most valuable service as a central catalog of available CBE software. What would be required is the regular publishing of listings of programs available for distribution along with adequate descriptive information to allow potential users to determine whether the program is of any interest to them. Wide dissemination of such information in a central forum would certainly facilitate the eventual feedback from one's peers that we are all seeking.

Peer evaluation of our contribution to the CBE area could best be served by making available opportunities to publish in the professional, peer-reviewed literature. This is, after all, the basic mechanism by which professional evaluation takes place in the research sphere. Currently, few if any of the physiology journals will accept papers dealing with educational issues of any kind, considering them not appropriate for publication in a research journal. Efforts to persuade such journals, or the societies that sponsor them, that education ought to be a topic worthy of the kind of intellectual creativity expected of research could make a significant difference. As an example, I would refer readers to the American Journal of Physics (published by the American Association of Physics Teachers) which each month contains scholarly peer-reviewed articles on a wide variety of topics relating to teaching. Citations to papers in such refereed journals would be of greater benefit to a CBE author in the life science area seeking promotion than software reviews, however well meaning they might be.

The issues that Dr. Modell and I have raised need to be more widely debated if workable solutions to our problems are to be devised.
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EDITOR'S NOTE

Dr. Michael has suggested an additional role for our Where's the Software? feature that we would like to pursue. To date, Where's the Software? has listed programs from vendor supplied information. We would like to expand this feature to include software and comments supplied by users. To do this, we need your help! If you have found software that has been helpful in your teaching efforts, please share the information with us. Send us the name of the program/package, the source of the program/package, content area, the student population using the software, and a few comments indicating how you use the software and why you like the software. Mail this information to NRCLSE, Mail Stop RC-70, University of Washington, Seattle, WA 98195 or use our BITNET address (MODELL@UWALOCKE) to send the information.
KEEPING ABREAST OF THE LITERATURE

The following citations are presented as part of a quarterly feature in CLSE designed to help readers become aware of current literature pertinent to computer applications in life science education.
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SIMULATIONS IN PHYSIOLOGY

– The Respiratory System –

Harold I. Modell, Ph.D.
School of Medicine, University of Washington, Seattle.

Series of 12 Simulations in Respiratory Physiology

177 Page Laboratory Manual

Designed for use in student laboratory and group discussion environments

Pictorial outputs designed to provide conceptual aid, show where variable values are measured, or illustrate the model and how it is solved

Tabular outputs allow comparison of data from up to 7 experiments

Available for Apple II, IBM-PC (MS-DOS) compatible, and Macintosh (requires Microsoft BASIC) computers

Purchase includes permission to make enough copies to supply appropriate student populations

ORDERING INFORMATION

Computer Programs*

12 Simulations written in BASIC

Documentation

One copy of student laboratory manual

... $100

*IBM-PC version uses CGA graphics

Macintosh version requires Microsoft BASIC

Student Laboratory Manuals

Quantities of 1-25 ... $10 each

Additional copies ... $8.50 each

Address orders to:

NRCLSE
Mail Stop RC-70
University of Washington
Seattle, WA 98195

Be sure to indicate which version you need!

PROGRAM OVERVIEW

Title | Material covered

**MECHANICS**

**Static Relationships**

Elastic properties of the lung, chest wall, and total respiratory system

**Dynamic Relationships I**

Effects of lung compliance and airway resistance on tidal volume development

**Work of Breathing**

Oxygen cost of elastic, resistive, and total work during inspiration

**Dynamic Relationships II**

Respiratory dynamics of the total respiratory system

**GENERAL GAS EXCHANGE**

**Alveolar Gas Exchange**

Gas exchange between the atmosphere and alveolar reservoir

**O\textsubscript{2} and CO\textsubscript{2} Dissociation Curves**

Interrelationships between the O\textsubscript{2} and CO\textsubscript{2} dissociation curves

**Exchange from Atmosphere to Tissues**

Influence of alveolar ventilation, cardiac output, and anatomic shunt flow on arterial blood composition and gas exchange at the tissue.

**Chemoregulation of Respiration**

Influence of chemoreceptor sensitivity and respiratory mechanics on O\textsubscript{2} and CO\textsubscript{2} response curves

**V\textsubscript{A}/Q RELATIONSHIPS**

**Gas Exchange in a Single Alveolus**

Effects of ventilation-perfusion ratio and inspired gas composition on exchange in a single exchange unit

**The Non-Uniform Lung**

Gas exchange from atmosphere to tissues with V\textsubscript{A}/Q mismatching in the lung

**Overall Gas Exchange**

Gas exchange from atmosphere to tissues with V\textsubscript{A}/Q mismatching and a true shunt

**ACID-BASE BALANCE**

**Acid-Base Balance: Fundamental Relationships**

Acid-Base balance from a Base Excess viewpoint
AIMS AND SCOPE

The goal of Computers in Life Science Education is to provide a means of communication among life science educators who anticipate or are currently employing the computer as an educational tool. The range of content includes, but is not limited to, articles focusing on computer applications and their underlying philosophy, reports on faculty/student experiences with computers in teaching environments, and software/hardware reviews in both basic science and clinical education settings.
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