The document is part of the final report on Project STEEL (Special Teacher Education and Evaluation Laboratory) intended to extend the utilization of technology in the training of preservice special education teachers. This volume focuses on the third of four project objectives, the development and implementation of a computer-based testing system. The system, designed for use in undergraduate and graduate level special education teacher preparation programs, was developed and formatively evaluated on the Indiana University VAX minicomputers during the second and third years of the project. A major purpose of the system is to facilitate regular testing of student progress while minimizing faculty time spent grading tests. The system can easily be integrated with the STEEL Information Management System and is particularly appropriate for programs which espouse mastery learning principles. The document describes the system and includes screen displays to illustrate typical user interaction with the testing system while accessing one of the item pools developed for a specific course objective.
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This report describes developed products, research, and evaluation regarding the computer-based Special Teacher Education and Evaluation Laboratory (STEEL) at the Center for Innovation in Teaching the Handicapped (CITH), School of Education, Indiana University, Bloomington. Four major goals were achieved in Project STEEL:

I. Development, implementation, and evaluation of a microcomputer-based observation system for codification, storage, and summarization of special education trainees' classroom teaching performances (STEEL/MBOS);

II. Development, field testing, and evaluation of computer literacy training procedures and materials for preservice and inservice special education teachers (STEEL/COLT);

III. Development, implementation, and evaluation of a computer-based testing system for assessing teacher knowledge (STEEL/CLTS); and

IV. Development and preliminary evaluation of a computer-based information management system for storing and retrieving data on special education teachers' performances during their preservice training program (STEEL/IMS).

Comprehensive descriptions of each of these major accomplishments are provided in four separately bound reports (Volumes I through IV, respectively). A fifth separately bound report contains the executive summary of Volumes I through IV, and should be read first.

This document contains Volume III only.
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ABSTRACT

Computer-Based Testing System

Version 1.0 of the STEEL Computer-Based Testing System (STEEL/CBTS) was developed and formatively evaluated on the Indiana University computer network during the second and third years of the STEEL project. A major purpose of the STEEL/CBTS is to facilitate regular testing of student progress while minimizing faculty time spent grading tests. The STEEL/CBTS is viewed as a tool which is particularly appropriate for programs which espouse mastery learning principles—i.e., every student who graduates is expected to have mastered all important program objectives at least at a minimal level.

The STEEL/CBTS is designed for use in undergraduate and graduate level special education teacher preparation programs. Results from testing teachers are then easily transferred to the STEEL Information Management System (STEEL/IMS) so that faculty can obtain progress reports on teacher attainment of various program and course objectives.

The STEEL/CBTS system is described in this section, and screen displays provided which illustrate a typical users' interaction with the testing system while accessing one of the item pools developed for a specific course/objective.
The STEEL Computer-Based Testing System

The major purpose of the STEEL/CBTS and STEEL/IMS is to assist in faculty monitoring of student attainment of program objectives, while minimizing time spent grading tests and facilitating regular testing of student progress. This information supplements that of courses taken and grades received, which is the typical method of record keeping and monitoring via university administrative computing. The STEEL/CBTS and STEEL/IMS are viewed as tools which are particularly appropriate for programs which espouse mastery learning principles—i.e., every student who graduates is expected to have mastered all important program objectives at least at a minimal level.

The STEEL/CBTS is designed for use in undergraduate and graduate level special education teacher preparation programs. Results from testing teachers are then easily transferred to the STEEL Information Management System (STEEL/IMS) so that faculty can obtain progress reports on teacher attainment of various program and course objectives. For those objectives not amenable to computer-based testing or observation of student teaching performance, assessment results can nonetheless be entered into the STEEL/IMS.

For reasons of centralization of record keeping, security, ultimate cost effectiveness, flexibility, and ease of access, both the STEEL/CBTS and STEEL/IMS have been designed for use in a computer network—i.e., a minicomputer or supermicrocomputer to which a number of student and faculty workstations (computer terminals) are connected. Since the Indiana University Bloomington Academic Computing Services (BACS) already has a network in place and supports eight VAX minicomputers and
numerous compatible graphics terminals, Version 1.0 of the STEEL/CBTS was designed for use in this environment. In addition, the VAX series was chosen because: 1) VAX computers are present on many campuses, and 2) Digital Equipment Corporation (DEC—which makes the VAX series) has an excellent record of maintaining upward and downward compatibility of software. That is, the same applications software will run, unchanged, on a MicroVAX through their biggest and fastest VAX minicomputers and mainframes, all of which run compatible versions of the VMS operating system. The latter advantage is very significant. It means that university departments with small computing budgets can purchase a MicroVAX and a few terminals and run the STEEL/CBTS and STEEL/IMS. The same software, with no modifications, will also run on bigger and extremely fast VAXes such as the 8600, which can support 100 to 200 terminals simultaneously. There is currently, to my knowledge, no other computer series on the market which has extensive applications software compatibility throughout and which has such a wide range of choices and flexibility of configurations.

**Student Use of the STEEL/CBTS**

**Login.** Students must first log onto the VAX using a monochrome or color computer terminal which can interpret ReGIS graphics—e.g., VT240, VT241, GIGI. (ReGIS is a DEC graphics protocol). The STEEL/CBTS is designed to utilize high-resolution color graphics, and various sizes, rotations and fonts of text. Students are normally expected to have separate instructional VAX accounts and passwords, though the STEEL/CBTS will work with a single account and password for all users.
**Starting the testing system.** Having logged onto the computer, the student then begins the STEEL/CBTS by typing the word, TEST, or the STEEL/CBTS is begun automatically if a turn-key system is desired.

What kind of terminal are you using?

1. GIGI
2. VT240 or VT241
3. Other

PLEASE ENTER A NUMBER AND PRESS RETURN: 1

**Identification.** The student is next prompted to enter his/her identification (ID) number, which is needed for record-keeping and authorization purposes. Since tests are often organized by courses and sections, the student is also asked to enter the course and section number.

**IDENTIFICATION**

To use the STEEL computer-based testing system, we need to know your student identification number (social security number). If your ID number is incorrect or not on our list, you will not be allowed to continue.

When asked to enter your ID number below, just type the nine digits and press RETURN—e.g., 340729142. Do NOT use any dashes (-) or spaces between the digits. Just type digits only, and be sure to use the number keys on the top row of the main keyboard.

>>> Please enter your ID number and press RETURN: 999999999
You typed: 999999999

>>> DID YOU TYPE YOUR ID NUMBER CORRECTLY? (Y/N): N
Given these three pieces of information, the STEEL/CBTS searches an authorization file to determine whether the student is registered for the course. If not, the student is given several chances to enter a different ID number, in case it was incorrectly entered earlier. If a student's ID number does not appear in the authorization file, s/he is not allowed to proceed further, the testing system is aborted, and the student is logged off the computer. This is the first level of security checking, to minimize unauthorized access to tests.
Personal password. If the student is registered for the course in the STEEL/CBTS, then s/he is prompted to enter his/her personal password, which is presumably known only to that student and the course instructor—to prevent someone else from using his/her ID number. This is the second level of security checking. Passwords are never echoed on the screen as they are typed.

PERSONAL PASSWORD ENTRY

First name: [Redacted]
Last name: [Redacted]

If the above information is correct, please type your personal password for this course and section, and then press RETURN.

(Otherwise, type EXIT and press RETURN.)

ENTER PASSWORD OR EXIT: [Blank]

Test menu. Having gotten this far, the student is presented with a menu of tests for a course/section, which have been previously developed. Currently, as many as 15 test titles can be displayed on the test menu. The student then chooses the test desired.

MENU OF TESTS

1 K500 Computer literacy: Basic concepts and terminology.
2 K553 Principles of behavior management
3 P345 Academic/Behavior Assessment of the Mildly Handicapped
4 STEEL/CBTS practice quiz (3 questions on world history)
EXIT Quit and not take any test.

Please enter a number (or EXIT) and press RETURN: 1
Date/time check. Each test has associated with it a date and time range in which it can be taken (specified in advance by the instructor). If the current date and time are not within those ranges, the student is not allowed to take that test, and is given an opportunity to choose another one. This is the third level of security checking—to prevent a student in a course from taking the test at times not specified in advance by the course instructor.

Maximum administration check. Next, a database is checked to see how many times this student has taken the test before, and this number is compared to the maximum number of administrations permitted by the instructor. Again, if the student tries to take a test more times than allowed, s/he is prevented from doing so. This is the fifth level of security checking.

Test password. Finally, a student is prompted to enter the password for the chosen test. Normally, students are not informed of a test password until they come to a testing site, and passwords are changed after each test administration on a given day and time. This is the sixth and final level of security checking in the STEEL/CBTS.

1 K500 Computer literacy: Basic concepts and terminology.
2 K553 Principles of behavior management
3 P345 Academic/Behav. Assessment of the Mildly Handicapped
4 STEFL/CBTS practice quiz (3 questions on world history)
EXIT Quit and not take any test.

Enter the F3355555 for test #4 (or EXIT) and press RETURN →
Security checking is necessary on time-sharing systems where the STEEL/CBTS can potentially be accessed from anywhere in the network at any time of the day or night from any computer account on the VAX being used. For example, a student could take a test at his/her residence, if s/he had an appropriate terminal and modem, and called the network or computer on the phone. Normally, however, tests would be taken at a supervised terminal site or cluster (e.g., a lab), to minimize cheating when tests are being used for grading or other formal assessment.

Taking the test. If the student is authorized to take a given test at a particular time, s/he is presented with a set of general test directions which explain how to answer questions, how to correct typing errors, and the method by which the test will be administered (see below). The student then answers questions until the test is completed. At any time during the test students can access directions. They can also exit the test before completion, but data records are stored, and it is counted as an administration.

Welcome to the test:

K500 Computer literacy: Basic concepts and terminology.

To exit, press [Esc]  To continue, press [Enter]
**GENERAL TEST DIRECTIONS**

In each question, type your answer. When finished answering, press the RETURN key. Then the next question will be given.

If you make a typing mistake, use the or key to erase (found just above the RETURN key). Then re-type from that point. Do not use BACKSPACE, LEFT-ARROW, or CTRL-H keys—your answer will be judged as incorrect!

Questions will be randomly selected from a pool of items and administered one at a time. As soon as a mastery or non-mastery decision can be reached, the test will end. The number of questions will depend on how well or poorly you do on the test, and the mastery and non-mastery levels set for the test. If you do very well or very poorly EARLY IN THE TEST, it will end sooner than if you do moderately well. The mastery level is set at .90, and the non-mastery level is set at .60. There are a maximum of 65 items, but it is not likely that you will be given all items.

To exit, press . To continue, press .

**QUESTION #55:**
You have answered 0 questions so far.

Type your answer and press or press for directions.

True or False: Most software will not run on machines made by various computer manufacturers; however, software that runs on one model of machine made by a particular company will usually run on other models made by the same company.

True
**QUESTION #4:**
You have answered 1 question so far.

An arrangement whereby a computer is configured to serve just one person is called a:

a. time-sharing system  
b. a CRT  
c. a batch mode  
d. a mainframe  
e. none of the above

**QUESTION #45:**
You have answered 3 questions so far.

"BASIC" is:

a. a set of computer instructions  
b. a programming language  
c. stored in ROM on many machines  
d. all of the above  
e. none of the above

**QUESTION #17:**
You have answered 5 questions so far.

CPU translated means:

*central processing unit*
QUESTION #31:
Which of the following are generally true about caring for diskettes?

a. they should be labelled with pencil or ballpoint pen
b. they should not be bent or folded
c. they should be kept in a dust-free place
d. (b) and (c)
e. (a), (b), and (c)

Type your answer and press RETURN or press F1 for directions.

QUESTION #57:
True or False: Information stored in ROM is erased when the machine is turned off.

Type your answer and press RETURN or press F1 for directions.

QUESTION #58:
Give one example of an input device:

Type your answer and press RETURN or press F1 for directions.
**QUESTION #26:**
You have answered 9 questions so far.

True or False: In a microcomputer, printed hard copy is used to store information for later machine-based analysis.

(\checkmark false) (Type your answer and press \texttt{RETURN} or press \texttt{F} for directions.)

**QUESTION #62:**
You have answered 10 questions so far.

BASIC is an example of a:

a. high-level language
b. low-level language

\( \checkmark \) (Type your answer and press \texttt{RETURN} or press \texttt{F} for directions.)

**QUESTION #60:**
You have answered 11 questions so far.

COBOL is an example of a:

a. high-level language
b. low-level language

\( \checkmark \) (Type your answer and press \texttt{RETURN} or press \texttt{F} for directions.)
Test summary. When the test is completed, students are informed of the number of correct and incorrect answers, and the decision outcome associated with the percentage correct (which is determined in advance by the instructor and depends on the method of administration and scoring criteria specified). In the current version of the STEEL/CBTS, students are also informed of the items they answered incorrectly and what their responses were. They are not informed of the right answers nor permitted to see the questions they missed. It is assumed that the course instructor will review the test with the class as a whole, when students are given printed summaries of their test results, which students may or may not be allowed to keep, depending on the situation.

TEST RESULTS

You got 11 right and 1 wrong, for a score of 92 percent.

CONGRATULATIONS!!! YOU PASSED THE TEST.

The percent of correct answers indicates that it is most likely that you have sufficient mastery of the instructional objective(s) assessed by this test, according to the mastery and non-mastery criteria established for this test.

Press RETURN if you want to see which questions you missed.
.... AND HERE'S HOW YOU DID ON ITEMS ANSWERED INCORRECTLY ....

Get something to write with and on, so you can copy information from the screen that you may need later. Results will be presented for incorrectly answered items only, in the order given, one item at a time. You will be shown the item number, how your answer was judged, how long it took you to answer it, and what you typed for your answer. You will NOT be shown the item itself, or the correct answer(s). You may want to copy each item number and exactly what you answered for later discussion with your instructor.

ITEM NUMBER: 45
JUDGMENT OF YOUR ANSWER: Wrong
RESPONSE TIME (IN SEC.'S): 38
THE ANSWER YOU GAVE:

b

To exit, press PF4. To continue, press RET-ENT.
The test is finished. See your instructor concerning questions about the test.

Press RETURN to exit.

Logout. After the test is completed, the student is automatically logged off the computer. In the current version, if the student wants to take another test, the above authorization steps must be repeated.

>>>> STEEL Testing System Terminated <<<<
>>>> You will now be logged out. <<<<<
Record keeping. Student records are kept in a temporary database. For each test administration, recorded data include the student ID, objective tested, date, time started and stopped, decision method used, number of right and wrong answers, and decision outcome. In addition, item number, item sequence number, student answer, response latency, and response judgment are stored for each test item administered to each student. Student records are subsequently transferred to the STEEL/IMS system for permanent storage, and for various kinds of retrievals of results—e.g., by student, class, date, and/or objective tested. Furthermore, standard item analyses can be performed by instructors based on test results. Students can also access the STEEL/IMS for summaries of their own test results, but not those of other individual students.

Instructor Use of the STEEL/CBTS.

Instructors can use the testing system in at least six ways: 1) entering, modifying and/or updating test authorization information; 2) developing and debugging test items; 3) installing test item pools in the STEEL/CBTS and trying them out; 4) reviewing student test results in an intermediate database; 5) transferring database records to the STEEL/IMS; and 6) running retrievals on test results and performing item analyses. The following describes capabilities in Version 1.0. Plans for subsequent versions are discussed later.

1. Test authorization. The instructor or another designated person must enter information pertaining to who can take a given test, when, and under what conditions. This can be done at a terminal by using a text editor on a VAX (like a wordprocessor), or by using a stand-alone
word processor on a microcomputer. If the latter is chosen, the word processing program must be able to store text in ASCII format, and a communications program and hardware for that microcomputer are necessary to upload the text to the VAX for storage there.

Information in the test authorization file for a given course and section includes each student's ID number, first and last name, and personal password. For each test in the course/section, the following are required: the identification of the objective in the STEEL/IMS with which the test is associated, the name of the test item file, the title of the test to appear on the student test menu, the test password, the date and time range for which the test is authorized, the maximum number of administrations allowed per student, and the method by which the test is administered. Currently there are three methods by which tests can be administered, and further information to be entered depends on which is chosen.

**Conventional testing.** A conventional test is one where a fixed number of items are given to each student. Items may be presented either in a random order or in a fixed sequence. If items are randomly selected from the item pool, the length of the test can, if desired, be shorter than the total number of items in the pool--i.e., not everyone will get the same items. If items are given in a fixed sequence and the test length is less than the total item pool, then obviously everyone will take the same items, and no one will get the remaining items.

In addition to specifying the length of the test and whether items are presented in a fixed or random order, the instructor must specify criteria used for scoring the test. A maximum of 15 scoring categories can be used, and each is associated with a percentage range and decision.
outcome for that range. The decision outcomes can be labelled as normal grades such as A-, B, etc., or by any other labels such as EXCELLENT, GOOD, PASS, FAIL, etc. (up to 16 characters in length).

**Adaptive mastery testing.** Adaptive mastery tests are those which can be shortened, depending on the student response pattern during the test and other criteria. Various statistical decision procedures are available for this purpose. The one available in the current version of the STEEL/CBTS is the sequential probability ratio test (SPRT). In this approach, items are selected at random from the test item pool for a given objective. After an item is administered and scored, the SPRT is applied. If a mastery decision can be reached, given the information thus far and decision criteria established by the instructor, then the test is ended and the student is informed of the result. If no decision can be reached, another item is selected at random from the remaining pool, and the SPRT is applied again. The process continues until a decision is reached or the item pool is exhausted. See Frick (1986) for details. The decision outcomes are MASTERY, NONMASTERY, or NO DECISION (the last occurring when either the item pool is exhausted or the student exits the test before a decision is reached). If the SPRT is chosen as the testing method, then the instructor must specify a mastery level, nonmastery level, and statistical error rates for incorrect mastery and nonmastery decisions. A variation of the SPRT is also available in the STEEL/CBTS in which a fixed number of items are selected at random, and the SPRT is applied after they are administered.

Future versions of the STEEL/CBTS may include other decision methodologies, such as standard Bayesian probability models, and models based on item response theory, both of which utilize a single cut-off
score, rather than the dual mastery/nonmastery levels required by the SPRT. Both approaches are also more complicated and require greater instructor sophistication, particularly item response theory.

Once all of the student and test authorization information is entered, the file is normally validated by a STEEL/CBTS utility program which checks the information for correct sequencing, syntactical form, valid date/time ranges and other parameters, and for internal consistency insofar as possible. The utility obviously cannot detect erroneous student ID numbers (other than for form), misspelled names, or missing ID numbers, unless a list of this information is available elsewhere (in ASCII form)—in which case it can be transferred into the text editor to save data entry time.

When validated, the authorization file can be installed in the testing system. Normally, this would be done once a semester for a given course, and modified subsequently as needed (e.g., changing passwords and validation ranges, adding new tests, etc.).

Test item pool development. In Version 1.0 of the STEEL/CBTS, item templates are available for instructor use. These templates are written in the Dimension Authoring Language (DAL). To use these templates an instructor would normally use a VAX text editor (e.g., EDIT/EDT—which is easy to use, and for which DEC has developed a good computer-assisted instruction program (EDTCAI)). The instructor must also know some basic VMS commands (the VAX operating system that the STEEL/CBTS is written for). Likewise, DEC has a CAI program (VMSCAI) which teaches the basics of VMS. Finally, the instructor must know a subset of the Dimension Authoring Language (DAL) which concerns response judging and formatting of text and graphic information on the screen. Again, DEC has an
excellent CAI tutorial on DAL (DALCAI).

There are three basic item templates: true/false, multiple choice, and short answer. The instructor chooses the template wanted for an item, and electronically copies it into the text editor.

There are five sets of criteria pairs which are applied "simultaneously" in judging student answers—whether or not student responses must: 1) be spelled exactly as specified, or minor spelling errors are acceptable; 2) be capitalized as specified, or case is ignored; 3) be typed in the same order as the specified answer, or word order is ignored (when there is more than one element or word in the answer); 4) be punctuated as specified, or punctuation is ignored; and 5) have no more words than does the specified answer, or extra words are ignored. If the default response judging specifications in a given template are chosen, they are left unchanged.

Next, the question itself is entered in the text editor. If the instructor does not want to use the default screen location for beginning text or the defaults for text size, color, italics, rotation, or font, these parameters can be changed or added. If additional graphics are desired, simple commands for drawing lines, boxes, circles, vectors and curves are available in DAL. If graphics are complex, they can be independently developed in a DEC graphics editor and then displayed in the question as a slide. Similarly, alternate fonts can be developed in a DEC character set editor (e.g., for nonstandard characters such as Greek letters, chemical symbols, mosaics used in animation, etc.).

Finally, the instructor must specify the right answer or answers to
the question (and in the case for binary and multiple choice templates, the wrong answer or answers).

This process is repeated for each test question. After some time, the instructor may want to exit the text editor, and try out the item pool developed thus far. The pool is then compiled with the DAL compiler, and if no errors, then linked to an item TRYOUT program. This STEEL/CBTS utility allows a person to select a question by number. The item is presented as it would appear to students. The instructor can then try various right and wrong answers to see if they are judged as desired. If changes are needed, then the item pool is edited further, and the process is repeated until the instructor is satisfied with screen appearance of test items and with response judging.

3. **Installation of a test item pool and a final try-out.** The compiled test item pool is installed in the STEEL/CBTS by simply linking the object code to the test administration utility, copying to an appropriate directory, and setting file protection according to which VAX accounts are expected to access the item pool, so that the item pool can be executed from those accounts, but otherwise cannot be read, copied or modified. The instructor should sign onto one of the student or instructional accounts which is to access the test, and then take the test, as a final check to make sure everything displays and works as anticipated.

4. **Reviewing student test results in the intermediate database.** The instructor can immediately access test results with a STEEL/CBTS utility. This program allows terminal display of results for individual students and objectives, as well as providing similar hardcopy listings.
5. **Transferring database records to the STEEL/IMS.** Additionally, there is a STEEL/CBTS utility program for conversion of the intermediate database to a form ready for input into the STEEL/IMS database and/or for hardcopy summaries of the entire database. Thus, the STEEL/CBTS can be used completely independent of an external DBMS system, such as SIR, in which the STEEL/IMS was written. The data retrieval capabilities in the STEEL/CBTS are not as sophisticated and flexible, however, as those available through a good DBMS program such as SIR. If other DBMS packages are available, the STEEL/CBTS data can be transmitted to one of them. Nonetheless, the STEEL/CBTS can be used stand-alone, if desired.

6. **Retrieving test results and performing item analyses.** Test results can be retrieved via the STEEL/IMS in a variety of ways, such as by course, by course and section, by program objective(s), by date(s) of administration, and of course, by student(s). It will also soon be possible to retrieve a group of test results and run standard item analyses, for estimating reliability, item difficulty, and item discriminatory power.

**Field testing and Formative Evaluation of the STEEL/CBTS**

The STEEL/CBTS has been used successfully to date with over 200 graduate and undergraduate students in eight different courses, ten different test item pools, three different course instructors, and over 400 test administrations. To date, the STEEL/CBTS has kept accurate records and worked as expected, with the exception of a minor bug which caused, under certain extreme conditions, a program crash for five individual student tests. (The bug has been fixed, and no data have been...
since lost.) Thus, the STEEL/CBTS program code works correctly and runs without error.

One of the initial concerns of the developer was whether test administrations would become "bogged down" when a large number of persons were simultaneously using a VAX 11/780 minicomputer with 8 megabytes of primary memory. With as many as 40 to 50 users working on the same VAX at the same time, 24 of which were taking STEEL/CBTS tests, no significant delays in computer response time were observed during test administrations. At times, screen displays would pause for a fraction of a second when a new item was being presented, but this rarely occurred, and students did not complain about having to wait.

Some delays were observed when an entire class of students logged onto the VAX at about the same time. This is a function of the VMS operating system, and not the STEEL/CBTS. Once the program began, no further significant delays in response time were observed.

The most frequent positive student comment was that they liked knowing their test results immediately afterward. The most frequent suggestion for improving the STEEL/CBTS concerned the inability to go back and change answers to previously encountered questions. Students generally claimed a preference for this feature, and could not do so in the current version of the STEEL/CBTS. A further comment was that they wanted to review questions they missed and find out the right answers immediately after the test on the computer terminal. In the current version, they are required to wait until the instructor runs a program which generates hard copy listings of the test results and reviews the questions together with the class. Lastly, some groups of students said
they felt more anxious than usual when taking a test on the computer, while other groups did not. Further inquiry isolated the fact that the former groups were taking a computer-based test for the first time, and they had never or seldom worked with computers before. Other groups had some prior computer experience, mainly in the form of taking practice tests in the STEEL/CBTS, or by doing CAI drill/practice exercises with similar questions, or by other computer experiences (e.g., word processing, CAI learning activities). A few students, even with prior opportunities to take computer-based practice tests, said they felt so nervous that they would rather take the test in paper-and-pencil form. However, the majority apparently did not feel any more anxiety about taking a test on the computer than they normally would experience in traditional formal testing situations.

At this time, we have only a little data on instructor use of the system. In order to expedite matters during initial field testing, instructors were given assistance in developing item pools and installing them on the testing system. Approximately two to four hours of individualized training were required to learn how to develop test items in DAL. In addition, anywhere from about 10 to 20 hours of learning time was required to go through the CAI lessons on using the EDT editor, VMS, and DAL. Additional time may also be needed to learn how to use the graphics and/or character set editors, if required for item development.

Since many faculty are unwilling to invest this amount of time in learning, and because assistance may be unavailable, the subsequent version (2.0) of STEEL/CBTS will include a test item editor and a test
authorization editor. These are to be menu-driven, with significant on-line help, and will consist of mostly questions to answer and blanks to fill in by simply pressing arrow keys and typing. The editors will then write out information in the appropriate formats and places.

Additionally, an option is to be built into the testing system so that students can, if permitted by the instructor, go back and change answers to previous questions, as well as review test questions and correct answers on a terminal immediately after the test.

Finally, some additional test administration methods and decision methodologies are to be incorporated into the testing system, time permitting, such as the standard Bayesian model and item response theory models. A general release version of the STEEL/CBTS is not anticipated before January, 1987, after the above changes have been made and thoroughly field tested. Inquiries should be addressed to the author, noting whether you are interested in the final version, or participating as a field test site.
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INTRODUCTION

Criterion-referenced achievement testing has gained increasing acceptance over the last twenty-five years, particularly in mastery learning contexts. Since computers have become less expensive and more prevalent in schools and universities, tests administered interactively to individuals by computers are becoming more practicable. Computer-based mastery tests can be adapted and shortened, depending on an examinee’s response pattern during the test. One of the major advantages of adaptive testing is reduction of administration time necessary for mastery classifications.

Adaptive Mastery Testing

One of the more promising approaches to adaptive mastery testing (AMT) is based on item response theory (Weiss & Kingsbury, 1984). In this approach a one-, two-, or three-parameter logistic ogive is assumed to describe the functional relationship between an achievement continuum and the probability of observing a correct response to any of the items on the test. Information available in any test item is considered to be a function of the item's difficulty, discriminatory power, and lower asymptote (i.e., the "guessing" parameter). As a test is administered in the AMT approach, the item selected next is that which provides the most information about student achievement at that point in the test. After scoring a response to an item, a student's achievement level is estimated by a test characteristic curve (TCC), which is a mathematical function that describes the relationship between an achievement continuum and the expected proportion of correct responses that a person at any achievement level would attain had all the items on the test been administered. If a Bayesian confidence interval surrounding a student's predicted achievement level does not include the cut-off point used for decision making and lies above that point, then a mastery decision is rendered; or if below, nonmastery. Otherwise, if the confidence interval includes the cut-off point, the test is continued by selecting the item in the remaining pool which is predicted to provide the most information about that student's achievement level. In other words, a test is adapted to an individual's achievement level and ends as soon as a mastery or nonmastery decision can be reached, given a priori classification error rates.
Comparison of Adaptive, Sequential, and Conventional Mastery Tests

In a computer-based Monte Carlo simulation, Kingsbury and Weiss (1983) compared the AMT approach to the sequential probability ratio test (SPRT—developed by Wald, 1947), and to conventional tests of various fixed lengths. The SPRT is described in detail below (pp. 7 – 14). Conventional mastery tests are those in which an examinee is given a fixed set of items, and the proportion of correct answers is compared to a predetermined cut-off for mastery decisions. While the SPRT was the most efficient method when items were of equal difficulty levels, the AMT was found to be superior under test conditions where item parameters were varied. Although the AMT almost always required more items than the SPRT to reach a mastery/nonmastery decision, the AMT yielded fewer classification errors when item parameters were varied. Thus, it would appear from this simulation that the AMT is, overall, a better approach than either the SPRT or conventional fixed length tests.

It is not surprising that the SPRT resulted in more classification errors than the AMT, since shorter tests tend to be less reliable than longer ones. One might wonder if the SPRT would have predicted more accurately had it been used more conservatively (i.e., with smaller alpha’s and beta’s). One might also wonder if the comparisons were truly equitable, since the SPRT compares two simple hypotheses rather than two composite hypotheses in determining a person’s mastery status. For example, what if a narrower zone of indifference (the gap between the two hypotheses) had been used with the SPRT? It is clear from the SPRT model that narrower zones of indifference will tend to increase the average sample number required to choose one of the hypotheses. It should be noted that Kingsbury and Weiss (1983) did recognize these difficulties in comparing the AMT and SPRT.

It should be also noted that the SPRT assumes random sampling from an item pool in order to predict the decision that would be reached had the entire pool been administered to an individual, whereas the AMT assumes nonrandom sampling based on factors described above. In this sense, the comparison with the SPRT is somewhat questionable, since the SPRT is, at least as originally formulated, not an adaptive methodology—though see Reckase’s (1983) modification of the SPRT for tailored testing.
Limitations of Adaptive Mastery Testing

While the item response theory (IRT) on which the AMT approach is based has some distinct advantages over classical test theory (c.f., Lord & Novick, 1968; Hambleton & Cook, 1977), IRT does have some limitations: 1) Its validity depends on the adequacy of the posited test characteristic curve for modeling an achievement continuum. If the functional form of the mathematical model does not correspond to a true achievement continuum for a test (i.e., it is not an ogive, or perhaps not a continuous function at all), then decisions based on students' predicted achievement levels would be based on an incorrect model and hence lack validity. 2) In order to use IRT for making decisions about test results, it is first necessary to estimate item characteristic curves (ICCs) and a test characteristic curve (TCC). To obtain good estimates of item parameters, administration of test items to a fairly large number of individuals is required. It has been suggested that an n of at least 200 is needed for reasonably accurate estimates of item parameters (Hambleton & Cook, 1983—though see Lord's (1983) discussion of the one parameter model).

The first limitation is more serious. To the extent the chosen mathematical model is incorrect, test decisions are not valid. The second limitation is a practical one for typical classroom testing situations. Many teachers who design their own tests will not have the luxury of waiting until 200 students have taken a given test in order to estimate item parameters, let alone have access to the computing power and software necessary to calculate ICCs and TCCs, or possess the expertise to implement it correctly. Moreover, developers of computer-assisted instruction (CAI) programs, where embedded mastery tests are used, will probably find such a complex procedure unwieldy for many practical applications.

While IRT appears promising for standardized or large-scale testing situations, where test developers are more likely to have the resources and expertise to implement it, the practicality of this approach for most classroom testing situations and CAI embedded mastery tests can be seriously questioned at present.
Further Examination of the SPRT

One of the attractive features of the SPRT is that it is not very difficult for a competent programmer to implement on a computer—roughly 15 to 25 lines of code in most high-level languages—and could be incorporated in a fairly straightforward way into computer-based testing systems and CAI programs as an alternative decision model to conventional testing. Moreover, the SPRT does not require advanced estimates of item parameters and could be used immediately for mastery test decisions.

Why, then, has the SPRT seldom been used as a decision model for mastery testing? The most frequent criticism is that if item parameters vary widely, probability estimates in the SPRT will be incorrect—i.e., a major assumption of the SPRT model is violated. This criticism will be addressed in considerable detail below. The second difficulty with the SPRT is that it requires two "cut-off" levels rather than a traditional single cut-off used in criterion-referenced testing to which most practitioners are accustomed. The second problem is no different in principle, however, than the problem of classification of test scores near a single cut-off point when measurement error is considered, and so is of lesser concern here—though not everyone may share this view.

The author has developed a computer simulation of the SPRT in order to observe the number of test items required to reach mastery or nonmastery decisions with different response patterns when mastery, nonmastery, alpha and beta levels are systematically varied. Generally, fewer test items are required to reach decisions when the zone of indifference (the gap between mastery and nonmastery levels) is greater or when alpha and beta decision error rates are higher. The converse is true as well. These results should not be surprising given the formulation of the SPRT. Also, nonmastery decisions tend to be reached more quickly than mastery decisions when a pattern of mostly incorrect responses is given, compared to a pattern of mostly correct ones, using typical mastery and nonmastery levels.

The SPRT was then pilot tested in a computer-based instructional program that taught a programming concept that few students had previously learned. A test item pool of 20 items was developed and used for both pretesting and posttesting. The items were fairly uniform and all
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required constructed responses. In 45 out of 46 cases students agreed that
the decision reached by the SPRT was valid at both pre- and posttest
occasions. This was independently cross-checked by informal observation
of student performance. Typically, 3 to 5 items were required to reach
pretest nonmastery decisions, and 8 to 14 for posttest mastery decisions
(using a mastery level of .85, nonmastery level of .50, alpha = .05, and
beta = .10).

Thus, pilot test results suggested that the SPRT was promising as a
decision methodology when items were mostly uniform. These results were
consistent with those in the Kingsbury and Weiss Monte Carlo simulation.
However, will SPRT decisions be valid with heterogeneous item pools?
The Kingsbury & Weiss simulation suggested that the SPRT will predict
less well under these conditions. On the other hand, if used
conservatively, the SPRT might nonetheless predict well enough to be
satisfactory in many mastery learning contexts, though not as precise as
the AMT approach.

In short, despite an apparent violation of an assumption of the SPRT
model, it might still remain robust as a decision model if used
conservatively (similar to ANOVA, for example, when the normality
assumption is violated to some extent). The predictive validity of the
SPRT with heterogeneous item pools is the major focus of the present
study. Before discussion of methodology and results, a brief review of the
classical hypothesis testing procedures on which the SPRT is modeled and
a description of the SPRT itself are presented for those who are
unfamiliar with these models.

BACKGROUND

The Neyman-Pearson Classical Approach

This example of classical hypothesis testing in the Neyman-Pearson
framework is provided in order to contrast it subsequently with the
sequential probability ratio test.

Suppose a quality control inspector were faced with the task of
deciding whether or not to reject a large batch of mass-produced
integrated circuits (ICs). When the production system is working
normally, 85 percent or more ICs meet expected standards and 15 percent
or less do not; buyers of large quantities of these ICs are willing to accept this failure rate and simply discard bad chips when encountered. When the production system is not working properly, 60 percent or less are good, as determined from past experience, and a 40 percent or higher failure rate is clearly unacceptable to buyers.

There would be two hypotheses in the Neyman-Pearson approach:

\[ H_0: \ p(\text{good IC}) = .60 \quad H_1: \ p(\text{good IC}) = .85 \]

If by randomly sampling ICs from the lot either \( H_0 \) or \( H_1 \) can be chosen with a fairly high degree of confidence, then it will be unnecessary to test the entire lot, which would be prohibitively expensive. Suppose that 40 ICs are sampled randomly without replacement from the lot, and after testing, 31 are found to be good. Which of the two hypotheses is more likely to be true?

The theoretical sampling distributions for the two hypotheses are illustrated in Figure 1. There are two types of decision errors that could be made. If \( H_1 \) is chosen when \( H_0 \) is really true, we have made a Type I error (alpha). Conversely, if \( H_0 \) is chosen when \( H_1 \) is actually true, we have made a Type II error (beta). Typically, an alpha level and sample size are determined in advance, and these choices determine beta, given the hypotheses in question. (We could, however, set alpha and beta in advance, which would determine the sample size; or instead set beta and the sample size, which would determine alpha.)

If we set alpha = .05 for a random sample of 40, then a critical region of the \( H_0 \) sampling distribution is established. \( H_0 \) will be rejected if the obtained number of good ICs falls within the critical region. In this example, the critical region determined from the \( H_0 \) sampling distribution is 30 or higher with alpha = .05 and \( n = 40 \); beta is therefore approximately .03.

Since the obtained number of good ICs (31) in our random sample of 40 lies within the critical region, we reject \( H_0 \) and accept the alternative, \( H_1 \). The probability of a sample with 31 successes out of 40 occurring in the \( H_1 \) distribution is about .0682, whereas it is about .0095 in the \( H_0 \) distribution. In other words the odds are about 7 to 1 in favor of the sample occurring in the \( H_1 \) vs. the \( H_0 \) distribution. Notice that the obtained number of good ICs in the sample was not equal to 34; but it is 7 times more likely that such a sample would be drawn from a theoretical binomial distribution with an expected value of 34 vs. 24 (\( n = 40 \)).
Figure 1. Theoretical Sampling Distributions for N = 40 (Null Hypothesis: p = .60)

Figure 2. Theoretical Sampling Distributions for N = 40 (Null Hypothesis: p = .85)
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Notice also that we would have reached the same conclusion for $H_0$'s with $p$'s less than .60 and $H_1$'s with $p$'s greater than .85, and it can be shown that alpha's and beta's would be no greater than their levels set for the original hypotheses.

One might wonder why the null hypothesis was chosen to be $p \leq .60$. What if the null and alternative hypotheses were switched? If the null hypothesis is taken to be $p \geq .85$, will the decision be the "same" with the obtained sample? In this case the critical region is 29 or less good ICs for an alpha = .05, with $n = 40$, and beta = .034. See Figure 2. In this example with an obtained sample of 31 good ICs, the decision is not to reject the null hypothesis that $p \geq .85$, which is parallel to the earlier decision. However, this will not always be the case. For example, if the obtained sample were 29 or 30 good ICs, the decision will depend on which hypothesis is treated as null—though it should be noted that the alpha's and beta's are not exactly equivalent here, since the sampling distributions are discrete. Normally, the null hypothesis is the one to be rejected—i.e., there must be compelling evidence that it is not true before we change our minds about it. In this quality control example, if the expectation is that the production system is working normally, then it would probably be more appropriate to take that as the null hypothesis (Figure 2). If the sequential probability ratio test is used for the statistical decision, as discussed below, it does not matter which hypothesis is taken to be null.

The Sequential Probability Ratio Test (SPRT)

Abraham Wald (1947) originally developed the SPRT as a statistical decision procedure to solve problems of inference similar to the one above concerning quality control. Wald indicated that the SPRT will require, on the average, about half the sample size required by a classical Neyman-Pearson test of the same hypotheses using the same alpha and beta levels. How can this be?

One difference between the two procedures is that in the classical approach the statistical test of the hypotheses does not occur until a sample of $n$ observations is obtained and evaluated, where the outcome of each observation is characterized dichotomously (e.g., good/bad,
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In the SPRT, a test of the hypotheses is made after each observation. If one of the hypotheses can be chosen, given the sequence of observations thus far and established alpha and beta levels, sampling terminates; otherwise another object is randomly chosen and the SPRT is applied again. If there is a clear trend favoring one hypothesis over the other early in the sequence of observations, it is likely that the same conclusion would have been reached by a classical Neyman-Pearson test with the same alpha and beta levels. Moreover, the average sample number (ASN) for the SPRT would be about half the \( n \) required for an equivalent classical test (Wald, 1947, p. 57).

Normally both approaches require that observations are independent and that sampling is random without replacement. Wald (1947) claimed that the SPRT is also valid when observations are dependent (p. 44).

The SPRT relies on three inequalities:

\[ \text{Reject } H_0 \text{ (accept } H_1 \text{) if: } \frac{p_{1m}}{p_{0m}} \geq A \]
\[ \text{Do not reject } H_0 \text{ if: } \frac{p_{1m}}{p_{0m}} \leq B \]
\[ \text{Continue sampling if: } B < \frac{p_{1m}}{p_{0m}} < A \]

It is assumed here that the \( p \) for \( H_1 \) is greater than that for \( H_0 \); \( B < A \); \( p_{1m} \) is the probability of the observed sequence when \( H_1 \) is true; and \( p_{0m} \) is the probability of the observed sequence when \( H_0 \) is true. Wald demonstrated that the constant \( A \) is approximated conservatively by \( \frac{(1 - \beta)}{\alpha} \), and \( B \) by \( \frac{\beta}{(1 - \alpha)} \). Formulas for determining \( p_{1m} \) and \( p_{0m} \) depend on whether or not observations are assumed to be independent.

Inequality [1] can be interpreted: If the odds of the observed sequence of observations, when \( H_1 \) is true vs. \( H_0 \), are equal to or greater than the odds of rejecting \( H_0 \), when \( H_1 \) is true vs. when \( H_0 \) is true, then stop sampling and reject \( H_0 \).

Inequality [2] can be interpreted: If the odds of the observed sequence of observations, when \( H_1 \) is true vs. \( H_0 \), are less than or equal to the odds of accepting \( H_0 \), when \( H_1 \) is true vs. \( H_0 \), then stop sampling and do not reject \( H_0 \).

Inequality [3] can be interpreted: If the odds of the observed sequence of observations, when \( H_1 \) is true vs. \( H_0 \), are between the introduction of \( H_0 \), when \( H_1 \) is true vs. \( H_0 \), then stop sampling and do not reject \( H_0 \).

As an example using the same hypotheses and alpha and beta levels as above for the Neyman-Pearson test, we begin randomly sampling from the lot of ICs. The first one is good. The SPRT is applied. Inequality [3] is true, so we sample another, and so on, until we just happen to have
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found 19 good ones and 4 bad ones so far. At this point, inequality \([3]\) is still true (with \(H_0: p = .60; H_1: p = .85; \alpha = .05; \beta = .03\)). We sample another IC and it is a good one (20 good, 4 bad so far). We apply the SPRT and inequality \([1]\) is now true. We therefore reject \(H_0\), and accept the hypothesis \(H_1\) that the lot is an acceptable one (where \(p(\text{good IC}) > .85\)). The total sample size this particular time was 24, substantially less than the 40 required by the Neyman-Pearson test. If we were to begin sampling again from this same lot, the SPRT sample size would probably be different from before, but the same decision will be reached in accordance with the a priori alpha and beta error rates. Occasionally, wrong decisions will be made via the SPRT, due to sampling error, but no more often than would occur in a large number of samples using the Neyman-Pearson approach with equivalent alpha and beta levels (Wald, 1947).

Use of the SPRT in Mastery Testing

Although the SPRT has been used widely as a decision methodology in manufacturing quality control settings, few references to the SPRT have been found in the educational and psychological testing literature. Ferguson (1969) used the SPRT for making mastery decisions in an individually prescribed instruction (IPI) framework. Reckase (1979, 1981, 1982), McArthur and Chou (1984), and Kingsbury and Weiss (1983) have explored the use of the SPRT in criterion-referenced testing, particularly for computer-based tests.

The major criticism of the SPRT is that it does not account for variability in item parameters, which in turn might result in invalid probability estimates in inequalities \([1]\) to \([3]\) (c.f., Kingsbury and Weiss, 1983; Reckase, 1979; McArthur & Chou, 1984). A second criticism of the SPRT for use in mastery test decisions is that it requires in effect two cut-off levels, rather than the traditional single cut-off level. Typically, a cut-off score is established (e.g., .85) and examinees who score at or above the cut-off are classified as masters, and those who score below as nonmasters.

The second criticism is somewhat misleading. It is known that misclassifications are likely to occur when examinees score near the cut-off score (c.f., Novick & Lewis, 1974). Given the reliability of a
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mastery test, it is possible to construct a confidence interval around each obtained score, based on the standard error of measurement. If that confidence interval does not include the cut-off score, then fewer classification errors would be expected. However, when a confidence interval includes the cut-off score, we cannot be as sure. Due to error of measurement and possibly other factors, an examinee who happened to score just above the cut-off this time might score below if the test (or an equivalent one) were taken again. An alternative way of viewing the situation would be to establish a confidence interval around the cut-off score and require that obtained scores lie outside that interval for classification, whereas scores falling inside the interval would not be classified as either mastery or nonmastery. For example, suppose that a cut-off of .80 were established, and the 95 percent confidence interval was determined to be .80 ± .07. Thus, scores falling in the .73 to .87 range would be classified as no decision, those below .73 as nonmasters, and those above .87 as masters.

Though not the same, the latter procedure and the SPRT are very similar. The SPRT requires two hypotheses. Following Wald (1947, p. 29), the zone of indifference should be established by answering two questions:

1) What is the highest proportion of correct responses on the test above which we would not want to classify someone as a NONMASTER?

2) What is the lowest proportion of correct responses on the test below which we would not want to classify someone as a MASTER?

These two proportions then determine the zone of indifference and the hypotheses tested by the SPRT. For example, in a mastery learning situation we might decide that we would not want to classify someone who scored at least .85 on the test as a nonmaster. Similarly, we might decide that we would not want to classify someone who scored .60 or lower as a master. How these levels are chosen will depend on the nature of the situation and the consequences of incorrect decisions.

One might ask, "But what do we do about students who score in the zone of indifference?" The answer may be a little surprising. If the item pool is large enough, one of the hypotheses will eventually be chosen by the SPRT. Why is that? Recall in the earlier quality control
example of the sample of 31 good ICs (see Figure 1). The alternative hypothesis was that there are at least .85 good ICs in the population (the lot in question). If the alternative hypothesis is true, we would expect 34 good ICs in a sample of 40, but due to sampling error the number of ICs will not be exactly 34 most of the time. Although a sample of 34 good ICs in 40 would be expected most often under the alternative hypothesis, the probability of obtaining exactly 34 good parts in 40 is about .17. In other words, about 83 percent of the samples of 40 would be expected to yield a number of good parts other than 34.

A student's obtained score may lie in the zone of indifference, or it may be at or below the nonmastery level, or at or above the mastery level. The SPRT simply indicates which of the two hypotheses is most likely to be true, given a priori alpha and beta decision error rates. For example, a student may have answered 78 percent of the items correctly thus far in a test. Sampling would end, with a mastery decision, if it is true that the odds of a sample of this size with 78 percent correct, when the mastery vs. nonmastery hypothesis is true, are equal to or greater than the odds of a correct vs. an incorrect mastery decision. See inequality [1].

Before discussing the issue of variability in item parameters, such as difficulty level and discriminatory power, terminology and formulas related to use of the SPRT in mastery testing are addressed next.

Mastery hypothesis \((H_m: p \geq P_m)\). This is the hypothesis that the examinee is a master of some educational objective, as indicated by responses to test items which match the objective, where items are scored dichotomously (i.e., right or wrong). The \(P_m\) for the mastery hypothesis is established by answering the question, "What is the highest proportion of correct responses on the whole test above which we would not want to classify someone as a nonmaster?"

Nonmastery hypothesis \((H_{nm}: p < P_{nm})\). This is the hypothesis that the examinee has not mastered some educational objective, as indicated by responses to test items which match the the objective, where items are scored dichotomously. The \(P_{nm}\) for the nonmastery hypothesis is established by answering the question, "What is the lowest proportion of correct responses on the whole test below which we would not want to classify someone as a master?" It is further assumed that \(P_{nm} < P_m\).
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Incorrect mastery decision (alpha) This is the probability of concluding mastery when the examinee is actually a nonmaster, and should indicate our tolerance for making decision errors of this type. Note that (1 - alpha) is the probability of a correct nonmastery decision.

Incorrect nonmastery decision (beta) This is the probability of concluding nonmastery when the examinee is actually a master. Note that (1 - beta) is the probability of a correct mastery decision.

P_m, P_nm, alpha and beta are established by the decision maker prior to administration of the mastery test. Their values will depend on the purpose of testing and the relative consequences of incorrect decisions.

The final two pieces of information needed by the SPRT are the number of right (R) and wrong (W) answers observed thus far in a test.

The decision formulas are as follows:

\[
\text{CHOOSE } H_m \text{ IF: } \frac{(P_m)^R(1 - P_m)^W}{(P_{nm})^R(1 - P_{nm})^W} \geq \frac{(1 - \beta)}{\alpha} \cdot \quad [1']
\]

Another way of expressing this is:

\[
\frac{P(\text{sequence}|H_m)}{P(\text{sequence}|H_{nm})} \geq \frac{P(\text{Mastery decision}|\text{Master})}{P(\text{Mastery decision}|\text{Non-master})}.
\]

\[
\text{CHOOSE } H_{nm} \text{ IF: } \frac{(P_m)^R(1 - P_m)^W}{(P_{nm})^R(1 - P_{nm})^W} \leq \frac{\beta}{(1 - \alpha)} \cdot \quad [2']
\]

Another way of expressing this is:

\[
\frac{P(\text{sequence}|H_m)}{P(\text{sequence}|H_{nm})} \leq \frac{P(\text{Nonmastery decision}|\text{Master})}{P(\text{Nonmastery decision}|\text{Nonmaster})}.
\]

OTHERWISE, MAKE NO DECISION, AND CONTINUE TESTING.

It should be noted that when dealing with finite populations which are rather small the above formulas for calculating the probabilities of the sequence of observations under the two hypotheses should be modified (see Wald, 1947, p. 44).
In order to calculate the probabilities of the observed sequence of responses to test items under $H_m$ and $H_{nm}$, respectively, it appears necessary to assume that observations are independent and that the probability of a correct response to any given test item is invariant, though not the same, under each hypothesis (using the above formulas).

Translated into practical terms, the first assumption implies that the probability of a correct response on any given test item for a given examinee should not differ depending on which items may have been answered previously. If items are randomly selected and no feedback is given during the test, this assumption should generally be met—at least in principle, though it could be empirically tested.

The second assumption is apparently the troublesome one. For example, suppose an examinee were taking a test where items varied widely in terms of their difficulty level. It could happen, just by chance, that very easy items were sampled early in the test, resulting in a SPRT mastery decision; yet, had the whole test been taken, a nonmastery decision would have been reached. Conversely, it could likewise happen that very hard items were sampled early in the test, resulting in a SPRT nonmastery decision that would disagree with a total test master-...ion. This problem is similar to that which might occur in a qual. Itrol setting if the sample were not representative enough. If an inspector happened to take a sample from one area of the lot where there were many bad ICs, the lot would most likely be rejected although it might have been perfectly acceptable had a larger and more representative sample been taken.

$P_m$ and $P_{nm}$ have often been interpreted as the probabilities of a correct response to any item on a test under the two hypotheses (c.f., Ferguson, 1969; Kingsbury & Weiss, 1983; Reckase, 1983, McArthur & Chou, 1984). It is argued that since the probability of a correct response to a test item will depend on the difficulty of the test item, the ability of the examinee, and other factors, the SPRT is therefore an inappropriate model—particularly if items are selected to maximize information at various ability levels, as is done in tailored or adaptive testing.

On the other hand, if items are selected randomly, and $p$ is the proportion of items a student can correctly answer, this SPRT assumption
would not appear to be violated. That is, the SPRT is merely trying to predict the decision that would be reached had the entire universe of test items been taken by a particular examinee at this particular time. In other words, given a smaller sample of responses to test items which have been selected at random from a larger sample of test items (which in turn have been selected from the universe of test items), the SPRT is simply predicting the decision that would be reached had all the items in the larger sample been administered to this particular examinee on a particular testing occasion (c.f., Lord & Novick, 1968, Chapter 11).

Furthermore, it can be argued that the probability of a correct response to a particular test item on a particular test by a particular examinee on a particular occasion is either zero or one—i.e., a person either gets that item right or wrong on a particular administration of the test (assuming dichotomous scoring). As an analogy, suppose an urn contained 100 balls of various sizes and shapes, 70 of which were colored red (R) and 30 white (W). If we select a particular ball, it is either R or W—the probability that it is R is either zero or one, and likewise for W. However, assuming the balls have been mixed up, none has been selected so far, and we sample randomly, we would say the probability of selecting a red ball is .70.

Thus, the danger in using the SPRT is not that the probability of selecting a test question that an examinee would answer correctly will change according to item difficulty, when the universe of generalization is a particular examinee's mastery status, inferred from his or her total test score at that time. The danger in using the SPRT is terminating the test too quickly, before obtaining a sample of items representative enough of the whole pool. Therefore, if a test is suspected or known to have widely varying item parameters, then the SPRT should be used conservatively to insure that enough items are administered which are representative of the entire item pool, which in turn are assumed to be representative of the universe of test items for measuring mastery of some instructional objective. In other words, alpha and beta (particularly beta), should be kept very small when test item parameters vary widely. In addition, narrower zones of indifference will tend to increase the ASN in the SPRT model.
METHOD

Tests

Computer-based tests were constructed on: 1) the structure and syntax of the Dimension Authoring Language (DAL test), and 2) knowledge of how computers functionally work (COM test). Test items representative of these content domains, respectively, were constructed so that difficulty levels would be expected to vary. About half of the items on each test were multiple choice, one fourth binary choice, and one fourth constructed short answer. Subsequent item analyses indicated that items did vary considerably in difficulty and discriminatory power (see Appendix A).

The DAL test consisted of 97 items, and the COM test 85 items. Coefficient α was .977 and .943 for the two respective tests, based on results from the two groups described below. The DAL test was perceived by examinees as a very hard test. The mean score was 63.2 (66 percent correct) with a standard deviation of 24.6 (n = 53). The COM test was easier on the whole, with a mean score of 67.3 (79 percent, S.D. = 13.6, n = 105).

Tests were individually administered by the STEEL Computer-based Criterion-referenced Testing System (Frick, 1985). As an examinee sat at a computer terminal, items were selected at random without replacement from the total item pool until all items were administered. (Due to an oversight, only 96 items were administered on the DAL test.) Students were not allowed to go back and change previous answers to items, nor was feedback given during the test. When the test was finished, complete data records were stored in a database, including the actual sequence in which items were randomly administered, response time, literal response to each item, and the response judgment (right or wrong). Students were also informed of their total test scores at the end of the test. The COM test typically took 30 to 45 minutes to complete, whereas the DAL test usually took between 60 and 90 minutes.
Examinees

The examinees who took the DAL test were mostly either current or former graduate students in a course on computer-assisted instruction (CAI) taught by the author. Currently enrolled students took the DAL test twice, once about mid-way through the course when they had some knowledge of the Dimension Authoring Language (which they were required to learn in order to develop CAI programs), and once near the end of the course when they were expected to be fairly proficient in DAL. The remainder of the examinees took the DAL test once, and had never taken the test before. Since the test was long and known to be difficult, no one was asked to take the test who did not have some knowledge of DAL or other CAI authoring languages.

About two-thirds of the students who took the COM test were current or former graduate students in two sections of an introductory course on using computers in education taught by the author. Current students took the test as a pre- and posttest. The remaining one-third were undergraduate education students taking a beginning course in instructional computing and took the test once, as well as did former students who had never taken the test before.

Though students were not chosen randomly, the timing of testing and other prior indications of their knowledge in these two content areas helped insure that there were fairly wide ranges of scores on both tests. The total number of administrations of the COM test was 105, and 53 for the DAL test.

Almost all examinees had some first-hand experience with computers prior to testing and, with few exceptions, did not appear to be intimidated by using a computer terminal or appear to be especially nervous about taking a computer-based test. Many indicated that they would have liked to go back and change some previous answers to questions, but were not allowed to do so by the testing system.

Method of Determining SPRT Outcomes

The SPRT was applied retroactively, since each student was originally given all the items in a pool. This was accomplished by a computer program which retrieved test results for each examinee from a database in which results were stored in the order the randomly selected
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items were administered. $P_m$ was set a priori to .85, $P_{nm}$ to .60, and alpha and beta to .025. The SPRT was applied after each item, as it would have been used during the actual testing, until a mastery or nonmastery decision was reached or the item pool was exhausted. The SPRT outcome, number of right and wrong answers required to reach a decision by the SPRT, and the total test results were written to a separate data file for further analysis.

The mean number of items required for SPRT mastery decisions on the DAL test was 19.1 (S.D. = 12.9) and for nonmastery decisions it was 17.4 (S.D. = 16.3). For the COM test the mean was 21.6 (S.D. = 12.6) for mastery decisions and 18.6 (S.D. = 14.7) for nonmastery decisions. Only once was the item pool exhausted without reaching an SPRT decision on either test.

Methods of Determining Mastery Status for the Total Item Pool

At first glance, a method of determining mastery status based on results from administration of the entire item pool to an examinee may appear to be straightforward and simple. One approach would be to classify any person who scored at or above $P_m$ as a master; at or below $P_{nm}$ as a nonmaster; and anywhere in between $P_m$ and $P_{nm}$ as neither (no decision). This approach would appear appropriate if: 1) measurement error is zero; and 2) the test item pool is considered to be the universe of test items that could be used to assess attainment of some instructional objective. If this approach were adopted, the calculations of probabilities in [1'] and [2'] should be altered to reflect sampling from a finite population (Wald, 1947). For example, if the nonmastery level is set for 60 or less out of 100 questions answered correctly, and someone has already missed 40 during sampling, then the test should be obviously terminated with a nonmastery decision. The probability that someone is a nonmaster is one in this example using this approach.

However, this approach is not considered suitable here, since measurement is not perfect and the total test item pool for a given instructional objective is considered to be a representative sample of the universe of test items that could be used to test mastery.

Another obvious method would be to use the SPRT itself on the total test results from an examinee. While tempting, this method should
be avoided because it is likely to be biased. That is, the SPRT sample and total test decisions might agree very well (and they do tend to, by the way), but the decisions may be incorrect.

Since Wald claimed that the SPRT would predict Neyman-Pearson (N-P) decisions, the latter would appear to be a viable method of comparison, as long as measurement error is considered and alpha and beta levels are equivalent respectively in both approaches. For example, if the item pool is very large and if the SPRT alpha is used for the N-P test, the N-P beta will ordinarily be much smaller than the SPRT beta (i.e., the N-P test would be more powerful than the SPRT test). Conversely, if the SPRT beta is used for the N-P test, then the N-P alpha will typically be much smaller.

Double N-P tests. One solution to this problem of non-equivalent alphas and betas would be to perform two Neyman-Pearson tests, where the $H_m$ and $H_{nm}$ are treated, respectively, as null hypotheses and an obtained score is treated as the alternative hypothesis, $H$.

One test would be:

$$[T_1] \quad H_m: \ p \geq P_m \quad \text{vs.} \quad H: \ p < P_m$$

(where the N-P alpha = SPRT beta and N-P beta = SPRT alpha).

The other test would be:

$$[T_2] \quad H_{nm}: \ p \leq P_{nm} \quad \text{vs.} \quad H: \ p > P_{nm}$$

(where the N-P alpha = SPRT alpha and N-P beta = SPRT beta).

Unfortunately, the power of these tests of composite hypotheses will vary depending on $p$ and could be problematic in rendering valid comparisons of the N-P and SPRT. (However, see below.) If $H_m$ is rejected but $p$ is barely in the region of rejection, it is a less powerful test than when $p$ is further away from $P_m$, and similarly for $H_{nm}$.

Another issue is measurement error. Given the reliability of a test item pool for a group of examinees, a confidence interval can be established around an obtained score (or proportion). For $[T_1]$ to be powerful enough, we should require that the confidence interval around the obtained score lies entirely in the region of rejection of the null hypothesis, $H_m$, and the confidence interval be established on the N-P beta (e.g., if beta = .025, then use a .95 confidence interval so the right tail of the theoretical sampling distribution for obtained score measurement error for $H$ is beta). Similarly, for $[T_2]$ we should require...
that the confidence interval surrounding the obtained score lies entirely in the region of rejection of the null hypothesis, \( H_{nm} \), such that the left tail of the sampling distribution for obtained score measurement error for \( H \) is equal to the N-P beta. By requiring the use of the confidence interval around an obtained score, as described here, the power of the statistical test should be thus comparable to that of the SPRT.

There are four possible joint outcomes of \([T_1]\) and \([T_2]\):

\[
\begin{array}{cc}
[T_2] & \text{Reject } H_{nm} & \text{Do not reject } H_{nm} \\
[T_1] & \text{Reject } H_m & \text{NO DECISION} & \text{NON MASTERY} \\
& \text{Do not reject } H_m & \text{MASTERY} & \text{NO DECISION}
\end{array}
\]

One of these outcomes may be a little surprising—i.e., when both \( H_m \) and \( H_{nm} \) are rejected. This will occur when \( P_m \) and \( P_{nm} \) are far enough apart and the item pool is large enough that the confidence interval for an obtained score somewhere mid-way between \( P_m \) and \( P_{nm} \) lies in regions of rejection for both \([T_1]\) and \([T_2]\). So we choose neither \( H_{nm} \) or \( H_m \)...

Mid-point with a confidence interval. As mentioned above, one of the criticisms of the SPRT was that it requires two "cut-off" points, although it was argued that the use of a single cut-off point is prone to misclassifications when obtained scores lie near the cut-off. In other words, when measurement error is considered, the result is a no-decision interval surrounding the single cut-off, which in effect creates an upper and lower bound for mastery and nonmastery decisions in a manner analogous to the SPRT. Therefore, it is intuitively appealing to choose the mid-point between \( P_{nm} \) and \( P_m \). Then, if the confidence interval for an obtained score does not include the mid-point and lies above it, a mastery decision would be made; or if below, nonmastery. Otherwise if the confidence interval includes the mid-point, no decision would be rendered.

It should be noted that this method is not as parallel to the SPRT in a statistical sense as is the Neyman-Pearson double test. Nonetheless, the
mid-point has been used in other comparison studies (c.f., Kingsbury & Weiss, 1983) and appears to be consistent with extant conceptions of determining mastery status during criterion-referenced testing.

Mid-point with no confidence interval. This method is similar to the one above, except that no confidence interval is used. Thus, the decision rule is simply to choose which hypothesis an obtained total score is closest to, or make no decision if the obtained score is equal to the mid-point. While the above two methods are preferable to this one, it nonetheless indicates the extent to which SPRT decisions are in the right direction.

Application of the Three Rules for Total Test Decisions

Neyman-Pearson double test. For the DAL test the \( H_m \) sampling distribution is 82 out of 96 items correct (for \( P_m \) approximately equal to .85). The critical region (left tail) for alpha less than or equal to .025 is 74 or less correct. The standard error of measurement was 3.73; thus, half the .95 confidence interval for an obtained score, assuming a normal distribution of errors, is \( 1.96 \times 3.73 = 7.31 \). The right tail of this distribution is therefore .025, equal to the SPRT beta chosen a priori. The highest obtained score that has a confidence interval which lies entirely in the rejection of rejection of \( H_m \) is 66 ([66 + 7.31] < 74). An alternative method of establishing a confidence interval around an obtained score would be to use the binomial sampling distribution corresponding to that number correct out of 96 and require that .975 of that distribution lie in the region of rejection (c.f., Lord & Novick, 1968, Chapter 11). It turns out that with a relatively large number of items on the test (e.g., 50 or more), obtained scores not near the extremes from a highly reliable test (in the classical sense) will have confidence intervals based on a normal distribution of errors nearly identical to those based on a binomial distribution for that number correct.

For the DAL test the \( H_{nm} \) sampling distribution is 58 out of 96 items correct (for \( P_{nm} \) approximately equal to .60). The critical region (right tail) for alpha less than or equal to .025 is 67 or more correct. The .95 confidence interval requires a score of 75 or higher so that \( (75 - 7.31) > 67 \) and it lies entirely in the region of rejection of \( H_{nm} \).
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Therefore, to reject $H_{nm}$ and not reject $H_m$ requires an obtained score of 75 or more to reach a mastery decision; to reject $H_m$ and not reject $H_{nm}$ requires a score of 66 or lower to reach a nonmastery decision; and scores between 67 and 74 inclusively result in no decision.

The standard error of measurement for the 85-item COM test was 3.24. Similarly following the above rules, the mastery region was determined to be 67 or higher, nonmastery 57 or lower, and no decision for scores in the range 58 to 66.

**Mid-point with confidence interval.** For the DAL test the mid-point between the mastery and nonmastery hypotheses is 70 correct. Scores of 78 or higher have .95 confidence intervals which are above and do not include the mid-point (mastery decisions), scores of 62 or lower resulted in nonmastery decisions, and scores in the range 63 to 77 were classified as no decisions.

For the COM test the mid-point was 61.5. Scores of 68 or higher were classified as mastery, 55 or lower as nonmastery, and 56 through 67 as no decision.

**Mid-point with no confidence interval.** For the DAL test scores of 71 or higher were classified as mastery, 69 or lower as nonmastery, and 70 as no decision. For the COM test, scores of 61 or lower resulted in nonmastery decisions, and 62 or higher in mastery decisions.

When comparing the Neyman-Pearson double test with the .95 confidence interval rule using the mid-point, it can be seen that the latter creates a slightly wider no-decision interval. It should be noted that the no-decision interval for both these approaches is wider than it would have been had the SPRT itself been applied at the end of the total test. Thus, if the SPRT decisions based on the smaller sample of items were to predict perfectly the SPRT decisions for the total test, the predictions would be less than perfect when compared to the Neyman-Pearson double test or .95 confidence interval decisions, since the no-decision interval is greater for the latter two approaches. The no-decision intervals are nonetheless in the same general areas for all these approaches for the test results in this study.
RESULTS

To address the validity of the SPRT in making mastery classifications when items vary in difficulty levels, contingency tables were constructed for the DAL test and COM test which indicate the agreement between SPRT decisions and those reached by the Neyman-Pearson double test, the mid-point with a .95 confidence interval, and the mid-point without a confidence interval. See Table I. For example, if the SPRT reached a mastery decision for an examinee and a mastery decision was also reached by the Neyman-Pearson double test, then a tally was entered in the top left cell of that contingency table, etc. Frequencies in the main diagonal of each table indicate agreements, whereas off-diagonal cells indicate disagreements. It should be noted that the expected proportion of agreement is .95. That is, in a large number of cases (assuming about half masters and half nonmasters) we would expect to make classification errors about 2.5 percent of the time for mastery decisions and 2.5 percent for nonmastery decisions.

SPRT vs. Neyman-Pearson Double Test

On the DAL test the SPRT predicted very well (.96), about what would be expected from the established alpha and beta error rates. The two misclassifications were when the SPRT predicted nonmastery, but no decision could be reached by the N-P double test. Note that there were no mastery/nonmastery reversals.

On the COM test the SPRT predicted less well (.88) than on the DAL test, somewhat less than expected. The majority of classification errors were when the SPRT predicted mastery or nonmastery, but the N-P double test resulted in no decisions (12 out of 105 cases). Only one mastery/nonmastery reversal was found. If the results from both tests are combined, the overall agreement is .91, compared to an expected agreement of .95. The average test length required to reach an SPRT decision on either test was about 20 items.
Table 1. Agreement of SPRT Mastery Decisions with Total Test Decisions on Two Different Mastery Tests, where Total Test Decisions are Determined by Three Different Methods: Neyman-Pearson Double Test, Mid-point with a .95 Confidence Interval, and Mid-point with No Confidence Interval. [(P_m = .85, P_nm = .60, Alpha = Beta = .025, Expected Agreement = (1 - alpha - beta) = .95)]

<table>
<thead>
<tr>
<th>SPRT</th>
<th>DAL Test (96 items, n = 53, r_{xx} = .977)</th>
<th>CCM Test (85 items, n = 105, r_{xx} = .943)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mastery (M)</td>
<td>Neyman-Pearson Double Test</td>
<td>Neyman-Pearson Double Test</td>
</tr>
<tr>
<td></td>
<td>Mid-Point (.95 c.i.)</td>
<td>Mid-Point (.95 c.i.)</td>
</tr>
<tr>
<td>Nonmastery (NM)</td>
<td>Mid-Point (no c.i.)</td>
<td>Mid-Point (no c.i.)</td>
</tr>
<tr>
<td>No Decision (ND)</td>
<td>Mid-Point (no c.i.)</td>
<td>Mid-Point (no c.i.)</td>
</tr>
<tr>
<td>M</td>
<td>NM</td>
<td>ND</td>
</tr>
<tr>
<td>---</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>23</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>27</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Percent Agreement
M Mastery: 0.96 0.74 0.99
Nonmastery: 0.88 0.68 0.98
No Decision: 0.85 0.68 0.96

Coefficient Kappa
M Mastery: 0.92 0.68 0.92
Nonmastery: 0.81 0.68 0.96
No Decision: 0.85 0.68 0.96

Mean number of items for SPRT mastery decisions = 19.1 (S.D. = 12.9)
Mean number of items for SPRT nonmastery decisions = 17.4 (S.D. = 16.3)

Mean number of items for SPRT mastery decisions = 21.6 (S.D. = 12.6)
Mean number of items for SPRT nonmastery decisions = 18.6 (S.D. = 14.7)

Percent Agreement (both tests) Master: 0.91 0.84 0.99
Nonmastery: 0.83 0.71 0.96
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SPRT vs. Mid-Point with a .95 Confidence Interval

It can be seen from Table 1 that more disagreements were observed for this comparison on both the DAL and COM test, with agreements of .81 and .85, respectively; and only one reversal was found. The disagreements were SPRT mastery or nonmastery decisions when no decision could be reached with the .95 confidence interval method. Overall agreement on both tests was .84.

SPRT vs. Mid-Point with No Confidence Interval

This comparison indicates the extent to which SPRT predictions are in the right direction. It can be seen that across both tests (158 cases) only three disagreements were observed, two of which were reversals. Overall agreement was .98.

Efficiency of the SPRT

On the average between 20 and 25 percent of the total item pool was required to reach a decision in this study, an approximate savings of 75 to 80 percent over the administration time necessary for the whole pools. Only twice in 158 cases was a reversal of mastery status observed. If we were to flip a coin to predict mastery status (ignoring the no-decision outcome), we would be correct about half the time, assuming no prior information and about the same number of masters and nonmasters in the population of examinees of interest. Given the number of observed agreements between the SPRT mastery decisions and the other methods in this study, the SPRT can be said to improve our decision making accuracy between 68 and 96 percent above our accuracy had we simply guessed mastery status at random, depending on which classification method is used for the total item pools.

Another way of determining efficiency is coefficient kappa (Con-n, 1960). Kappa indicates the proportional reduction of error beyond that expected by chance alone (based on obtained marginal distributions). In other words, it is not necessary to assume that there are about half masters and nonmasters. As can be seen in Table 1, kappa's ranged from .68 to .96. Although the proportions of mastery and nonmastery decisions are not split 50-50, the proportional reduction of error is nonetheless about the same as indicated above.
DISCUSSION

Mastery test classifications based on item response theory (IRT) appear to be more accurate than those based on the sequential probability test (SPRT), according to Monte Carlo simulations by Kingsbury and Weiss (1983). On the other hand, the IRT approach is less practical than the SPRT approach. The trade-off therefore seems to be one of practicality vs. accuracy. The SPRT was not compared to the IRT approach in this study because the sample size of examinees was not large enough to obtain reasonably accurate estimates of item parameters, according to recommendations by Hambleton and Cook (1983). The major question addressed in this study was: How well do SPRT decisions predict decisions that are reached on the basis of results from a relatively large and heterogeneous item pool, where item parameters vary considerably?

Results indicated that the SPRT predicts fairly well if it is used conservatively. In this study decision error rates were set at .025, and the mastery and nonmastery levels were chosen on the basis of a typical grading policy. A score of 85 percent or higher is often considered satisfactory for minimal mastery (e.g., comparable to a grade of B or better), whereas a score of 60 percent or lower is considered nonmastery or failing. Probably the most important finding was that, on the two major methods of total test score classifications, only one mastery/nonmastery reversal was observed in 158 cases. In that particular case, the student missed the first four questions randomly administered, resulting in an SPRT nonmastery decision at that point. However, the total test decision for this person was mastery in all three comparison methods. There were no cases where the SPRT predicted mastery, but the total test decision was nonmastery. Depending on which total test classification method was used, the agreement between SPRT decisions and the criterion ranged from .84 to .98 over all cases observed on two different mastery tests, when expected agreement was .95. The average test length for SPRT decisions was about 20 items, though there was considerable variance in SPRT test lengths.
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Disagreements tended to occur when the SPRT predicted either mastery or nonmastery, but the total test outcome was no decision. More no-decision disagreements occurred when the classification method for the total test was to determine the mid-point between the mastery and nonmastery levels and then require that the obtained score confidence interval not include the mid-point to render a decision. When no confidence interval is used, SPRT decisions did agree very highly with total test decisions—i.e., almost all SPRT decisions were in the right direction, but some of the obtained scores were not far away enough from one hypothesis or the other in order to reject one of them with sufficient statistical power.

Based on the results of this study, the SPRT appears to be a practical alternative to adaptive mastery testing, where the goal is to render a decision on mastery of a particular educational objective, with as short a test as possible and without sacrificing too much accuracy. It is important to note that these results would be expected only if the SPRT is used rather conservatively. In a true mastery learning context where students have multiple opportunities to retake a test if they have not mastered a particular objective, the consequences of occasional incorrect mastery decisions by the SPRT would seem to be outweighed by the substantial savings in test administration time, particularly when demand for access to computers is high relative to the number of computers or terminals available. The SPRT would also appear to be especially useful for diagnostic testing on a number of objectives (tested one by one, drawing from separate item pools for each objective), since nonmastery decisions tend to be reached very rapidly when a student is clearly ignorant with respect to the knowledge necessary to master a given objective.

Limitations of the Study

As with any study, replications in a variety of contexts with a variety of examinees are needed. It could be that since students were not selected at random, some unknown factor might have affected the results of this study. If similar results obtain in other settings, then it is more likely that the findings are generalizable.
Admittedly, one of the most troublesome parts of this study was to find a method of classifying total test scores in a manner that would render a fair but unbiased comparison with SPRT classifications. Three methods were chosen and they each have their weaknesses. The Neyman-Pearson double test is somewhat novel and was in the opinion of the author the most fair and unbiased method of comparison. One criticism that could be levied is that the same observed score is used to test two different "null" hypotheses. Because the "contrasts" are nonorthogonal, alpha may be inflated. This is analogous to the problem in ANOVA when an $F$ test is significant, where nonorthogonal, multiple contrasts are made.

A further criticism might concern independence of observations. If we believe that this assumption is violated, then we should not be using either the SPRT or the Neyman-Pearson decision model. We would hope, however, that the assumption of local independence would hold (which is also required for IRT); and we try to minimize the problem by selecting test questions at random without replacement, by not giving feedback on correctness of answers during the test, and by not allowing students to change previous answers.

The choice of method of determining confidence intervals for both the Neyman-Pearson double test and the mid-point with the $.95$ confidence interval might be questioned. A normal distribution of errors was assumed. Thus, $Z$ scores were used to form a confidence interval around an obtained score by using the standard error of measurement, which is in turn dependent on the reliability of a test and the standard deviation of the group of examinees studied. Alternative sampling distributions that could have been used are the binomial and beta distributions. However, the central portions of these three distributions are very similar for the number of items in the pools studied, and choosing either of the latter two would most likely not affect the overall results and conclusions of the study.

Perhaps the greatest limitation here is the assumption of the SPRT which is apparently violated when item parameters vary. That criticism was addressed earlier, and a counter-argument was put forth: As long as the probabilities of selecting an item that a master or nonmaster would answer correctly on a given administration of a test remain invariant,
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respectively, then the assumption is not really violated. Rather, the danger in using the SPRT is that it may end a test too soon, before enough items representative of the universe have been administered. To minimize this problem, the SPRT should therefore be used conservatively—i.e., with small alpha and beta levels, zones of indifference which are not too broad, and with nonmastery levels that are above a proportion correct that might be obtained by guessing.

Whether or not one accepts the counter-argument, the results from the present study indicate that the SPRT remains fairly robust as a decision model if used conservatively—at least when item pools are not too small and total test reliabilities are high.

Though not a limitation of the SPRT per se, there is a broad philosophical or perhaps attitudinal difficulty in accepting it as a decision model. Most practitioners are accustomed to a single cut-off in making mastery decisions, and may tend to resist the requirement that a zone of indifference must be specified—i.e., both a mastery and nonmastery level. On the other hand, when a single cut-off is used, two composite hypotheses are implied. It is known in statistics that there is no uniformly most powerful and unbiased test of composite hypotheses (cf., Hays, 1972). Such tests will be less powerful when obtained scores are closer to the cut-off level. For this reason, construction of a confidence interval around an obtained score is often recommended. If this is done, then there will be a range of obtained scores for which no decision can be reached, since their confidence intervals include the cut-off. In effect, a zone of indifference is created which is conceptually not different from that required by the SPRT. However, the SPRT requires the decision maker to specify the zone of indifference a priori, whereas the confidence interval method is typically used a posteriori.

Finally, if test items are poor, then poor decisions will most likely result, regardless of the decision methodology used. Using the SPRT does not excuse us from attempting to develop good test items, perform item analyses when possible, throw out or revise poor items, etc.

Some Unanswered Questions

One question that has been raised is, "Does the predictive validity of the SPRT change as a function of choice of mastery, nonmastery, alpha
and beta levels?" Although the theoretical answers to the question are predictable from the nature of the SPRT decision formulas, it is one which can be empirically tested, and is currently under study. A further question is, "Does the predictive validity of the SPRT change as a function of the degree of heterogeneity of item pools?" This, too, is currently under study.

Another obvious question is, "How do the SPRT and AMT approaches compare empirically?" A future study is planned when enough students are tested to obtain good estimates of item parameters in the IRT model.

A question which may be less obvious concerns the psychological effect that adaptive or shortened tests may have on students--e.g., complaints such as, "This isn't fair—I would have done a lot better if I had taken the whole test. She got to answer 23 questions but I only got to answer 6. She passed and I didn't." It may be that students (and teachers) do not want to use efficient testing methods, even if proven to be generally reliable and accurate, particularly when the consequences of passing or failing are perceived as significant (e.g., course grades, admission to a program, etc.).

As a final comment, the use of the SPRT in mastery testing as described here is intended primarily for making instructional decisions in mastery learning contexts. The SPRT would generally not be a good choice for a decision model for achievement tests where it is important to be able to rank individuals along a continuum with high accuracy.
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APPENDIX

Item analyses were performed on two tests: 1) the DAL test—on knowledge of the syntax and structure of the Dimension Authoring Language (n = 53); and 2) the COM Test—on knowledge of how computers functionally work (n = 105). Classical item analyses were first performed. A one-parameter (Rasch) model was also used to estimate item difficulty levels. Two- or three-parameter models were not used due to relatively small sample sizes. In the tables below the following notation is used:

\[ p_{i+} = \text{proportion of examinees who answered item } i \text{ correctly.} \]

\[ r_{it} = \text{correlation of scores on item } i \text{ with total test scores.} \]

\[ b_i = \text{difficulty level estimated by the Rasch model for item } i. \]

\[ \text{S.E.}_i = \text{standard error of estimate of difficulty for item } i. \]
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**DAL TEST**

<table>
<thead>
<tr>
<th>Item</th>
<th>$p_{i+}$</th>
<th>$r_{it}$</th>
<th>$b_i$</th>
<th>S.E.</th>
<th>Item</th>
<th>$p_{i+}$</th>
<th>$r_{it}$</th>
<th>$b_i$</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.89</td>
<td>.51</td>
<td>-1.89</td>
<td>.49</td>
<td>50</td>
<td>.60</td>
<td>.74</td>
<td>.74</td>
<td>.35</td>
</tr>
<tr>
<td>2</td>
<td>.77</td>
<td>.46</td>
<td>- .73</td>
<td>.39</td>
<td>51</td>
<td>.51</td>
<td>.72</td>
<td>1.02</td>
<td>.35</td>
</tr>
<tr>
<td>3</td>
<td>.66</td>
<td>.51</td>
<td>.03</td>
<td>.36</td>
<td>52</td>
<td>.60</td>
<td>.71</td>
<td>.41</td>
<td>.35</td>
</tr>
<tr>
<td>4</td>
<td>.89</td>
<td>.33</td>
<td>-1.89</td>
<td>.49</td>
<td>53</td>
<td>.58</td>
<td>.53</td>
<td>.53</td>
<td>.35</td>
</tr>
<tr>
<td>5</td>
<td>.77</td>
<td>.57</td>
<td>-.79</td>
<td>.39</td>
<td>54</td>
<td>.85</td>
<td>.51</td>
<td>-1.47</td>
<td>.44</td>
</tr>
<tr>
<td>6</td>
<td>.57</td>
<td>.41</td>
<td>.65</td>
<td>.35</td>
<td>55</td>
<td>.79</td>
<td>.39</td>
<td>-.95</td>
<td>.40</td>
</tr>
<tr>
<td>7</td>
<td>.53</td>
<td>.68</td>
<td>-.90</td>
<td>.35</td>
<td>56</td>
<td>.60</td>
<td>.61</td>
<td>.41</td>
<td>.35</td>
</tr>
<tr>
<td>8</td>
<td>.64</td>
<td>.62</td>
<td>.16</td>
<td>.36</td>
<td>57</td>
<td>.83</td>
<td>.57</td>
<td>-1.28</td>
<td>.42</td>
</tr>
<tr>
<td>9</td>
<td>.42</td>
<td>.61</td>
<td>1.65</td>
<td>.36</td>
<td>58</td>
<td>.77</td>
<td>.47</td>
<td>-.79</td>
<td>.39</td>
</tr>
<tr>
<td>10</td>
<td>.70</td>
<td>.34</td>
<td>-.23</td>
<td>.37</td>
<td>59</td>
<td>.62</td>
<td>.48</td>
<td>.29</td>
<td>.36</td>
</tr>
<tr>
<td>11</td>
<td>.72</td>
<td>.43</td>
<td>-.36</td>
<td>.37</td>
<td>60</td>
<td>.91</td>
<td>.41</td>
<td>-2.15</td>
<td>.52</td>
</tr>
<tr>
<td>12</td>
<td>.79</td>
<td>.65</td>
<td>.93</td>
<td>.40</td>
<td>61</td>
<td>.68</td>
<td>.62</td>
<td>-.10</td>
<td>.36</td>
</tr>
<tr>
<td>13</td>
<td>.91</td>
<td>.50</td>
<td>2.15</td>
<td>.52</td>
<td>62</td>
<td>.72</td>
<td>.31</td>
<td>-.36</td>
<td>.37</td>
</tr>
<tr>
<td>14</td>
<td>.60</td>
<td>.54</td>
<td>.41</td>
<td>.35</td>
<td>63</td>
<td>.68</td>
<td>.63</td>
<td>-.10</td>
<td>.36</td>
</tr>
<tr>
<td>15</td>
<td>.42</td>
<td>.72</td>
<td>1.65</td>
<td>.36</td>
<td>64</td>
<td>.66</td>
<td>.77</td>
<td>.03</td>
<td>.36</td>
</tr>
<tr>
<td>16</td>
<td>.23</td>
<td>.53</td>
<td>3.10</td>
<td>.41</td>
<td>65</td>
<td>.60</td>
<td>.72</td>
<td>.41</td>
<td>.35</td>
</tr>
<tr>
<td>17</td>
<td>.55</td>
<td>.72</td>
<td>.78</td>
<td>.35</td>
<td>66</td>
<td>.91</td>
<td>.49</td>
<td>-2.15</td>
<td>.52</td>
</tr>
<tr>
<td>18</td>
<td>.87</td>
<td>.34</td>
<td>-1.67</td>
<td>.46</td>
<td>67</td>
<td>.72</td>
<td>.61</td>
<td>-.36</td>
<td>.37</td>
</tr>
<tr>
<td>19</td>
<td>.55</td>
<td>.51</td>
<td>.78</td>
<td>.35</td>
<td>68</td>
<td>.74</td>
<td>.50</td>
<td>-.50</td>
<td>.38</td>
</tr>
<tr>
<td>20</td>
<td>.36</td>
<td>.60</td>
<td>2.05</td>
<td>.37</td>
<td>69</td>
<td>.94</td>
<td>.26</td>
<td>-2.81</td>
<td>.65</td>
</tr>
<tr>
<td>21</td>
<td>.45</td>
<td>.73</td>
<td>1.40</td>
<td>.36</td>
<td>70</td>
<td>.58</td>
<td>.55</td>
<td>.53</td>
<td>.35</td>
</tr>
<tr>
<td>22</td>
<td>.73</td>
<td>.51</td>
<td>-.50</td>
<td>.38</td>
<td>72</td>
<td>.47</td>
<td>.27</td>
<td>1.27</td>
<td>.35</td>
</tr>
<tr>
<td>23</td>
<td>.68</td>
<td>.44</td>
<td>-.10</td>
<td>.36</td>
<td>73</td>
<td>.53</td>
<td>.80</td>
<td>.90</td>
<td>.35</td>
</tr>
<tr>
<td>24</td>
<td>.66</td>
<td>.75</td>
<td>.03</td>
<td>.36</td>
<td>74</td>
<td>.38</td>
<td>.74</td>
<td>1.91</td>
<td>.37</td>
</tr>
<tr>
<td>25</td>
<td>.81</td>
<td>.35</td>
<td>-1.11</td>
<td>.41</td>
<td>75</td>
<td>.55</td>
<td>.69</td>
<td>.78</td>
<td>.35</td>
</tr>
<tr>
<td>26</td>
<td>.68</td>
<td>.57</td>
<td>-.10</td>
<td>.36</td>
<td>76</td>
<td>.51</td>
<td>.69</td>
<td>1.03</td>
<td>.35</td>
</tr>
<tr>
<td>27</td>
<td>.57</td>
<td>.57</td>
<td>.78</td>
<td>.35</td>
<td>77</td>
<td>.68</td>
<td>.39</td>
<td>-.10</td>
<td>.36</td>
</tr>
<tr>
<td>28</td>
<td>.91</td>
<td>.48</td>
<td>-2.15</td>
<td>.52</td>
<td>78</td>
<td>.37</td>
<td>.71</td>
<td>.66</td>
<td>.35</td>
</tr>
<tr>
<td>29</td>
<td>.81</td>
<td>.47</td>
<td>-1.11</td>
<td>.41</td>
<td>79</td>
<td>.64</td>
<td>.45</td>
<td>.16</td>
<td>.36</td>
</tr>
<tr>
<td>30</td>
<td>.83</td>
<td>.43</td>
<td>-1.28</td>
<td>.42</td>
<td>80</td>
<td>.79</td>
<td>.56</td>
<td>-.95</td>
<td>.40</td>
</tr>
<tr>
<td>31</td>
<td>.57</td>
<td>.28</td>
<td>.66</td>
<td>.35</td>
<td>81</td>
<td>.81</td>
<td>.36</td>
<td>-1.11</td>
<td>.41</td>
</tr>
<tr>
<td>32</td>
<td>.89</td>
<td>.31</td>
<td>-1.89</td>
<td>.49</td>
<td>82</td>
<td>.67</td>
<td>.50</td>
<td>1.27</td>
<td>.35</td>
</tr>
<tr>
<td>33</td>
<td>.81</td>
<td>.35</td>
<td>-1.11</td>
<td>.41</td>
<td>83</td>
<td>.62</td>
<td>.62</td>
<td>.29</td>
<td>.36</td>
</tr>
<tr>
<td>34</td>
<td>.68</td>
<td>.32</td>
<td>-.10</td>
<td>.36</td>
<td>84</td>
<td>.79</td>
<td>.23</td>
<td>-.95</td>
<td>.40</td>
</tr>
<tr>
<td>35</td>
<td>.81</td>
<td>.44</td>
<td>-1.11</td>
<td>.41</td>
<td>85</td>
<td>.60</td>
<td>.62</td>
<td>.41</td>
<td>.35</td>
</tr>
<tr>
<td>36</td>
<td>.91</td>
<td>.41</td>
<td>-2.15</td>
<td>.52</td>
<td>86</td>
<td>.53</td>
<td>.69</td>
<td>.90</td>
<td>.35</td>
</tr>
<tr>
<td>37</td>
<td>.45</td>
<td>.65</td>
<td>1.40</td>
<td>.36</td>
<td>87</td>
<td>.40</td>
<td>.67</td>
<td>1.78</td>
<td>.36</td>
</tr>
<tr>
<td>38</td>
<td>.72</td>
<td>.49</td>
<td>-.36</td>
<td>.37</td>
<td>88</td>
<td>.40</td>
<td>.70</td>
<td>1.78</td>
<td>.36</td>
</tr>
<tr>
<td>39</td>
<td>.45</td>
<td>.47</td>
<td>1.40</td>
<td>.36</td>
<td>89</td>
<td>.51</td>
<td>.0</td>
<td>1.03</td>
<td>.35</td>
</tr>
<tr>
<td>40</td>
<td>.85</td>
<td>.56</td>
<td>-1.47</td>
<td>.44</td>
<td>90</td>
<td>.49</td>
<td>.79</td>
<td>1.15</td>
<td>.35</td>
</tr>
<tr>
<td>41</td>
<td>.89</td>
<td>.36</td>
<td>-1.90</td>
<td>.49</td>
<td>91</td>
<td>.52</td>
<td>.80</td>
<td>.90</td>
<td>.35</td>
</tr>
<tr>
<td>42</td>
<td>.85</td>
<td>.51</td>
<td>-1.47</td>
<td>.44</td>
<td>92</td>
<td>.57</td>
<td>.60</td>
<td>.66</td>
<td>.35</td>
</tr>
<tr>
<td>43</td>
<td>.47</td>
<td>.67</td>
<td>1.27</td>
<td>.35</td>
<td>93</td>
<td>.43</td>
<td>.71</td>
<td>1.52</td>
<td>.36</td>
</tr>
<tr>
<td>44</td>
<td>.57</td>
<td>.51</td>
<td>.66</td>
<td>.35</td>
<td>94</td>
<td>.55</td>
<td>.50</td>
<td>.78</td>
<td>.35</td>
</tr>
<tr>
<td>45</td>
<td>.87</td>
<td>.36</td>
<td>-1.67</td>
<td>.46</td>
<td>95</td>
<td>.66</td>
<td>.52</td>
<td>.03</td>
<td>.36</td>
</tr>
<tr>
<td>46</td>
<td>.64</td>
<td>.43</td>
<td>.16</td>
<td>.36</td>
<td>96</td>
<td>.64</td>
<td>.56</td>
<td>.16</td>
<td>.36</td>
</tr>
<tr>
<td>47</td>
<td>.70</td>
<td>.73</td>
<td>-.23</td>
<td>.37</td>
<td>97</td>
<td>.55</td>
<td>.46</td>
<td>.78</td>
<td>.35</td>
</tr>
<tr>
<td>48</td>
<td>.49</td>
<td>.69</td>
<td>1.15</td>
<td>.35</td>
<td>98</td>
<td>.28</td>
<td>.53</td>
<td>2.62</td>
<td>.39</td>
</tr>
<tr>
<td>49</td>
<td>.81</td>
<td>.30</td>
<td>-1.11</td>
<td>.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item</td>
<td>$p_{1+}$</td>
<td>$r_{1t}$</td>
<td>$b_1$</td>
<td>S.E.</td>
<td>Item</td>
<td>$p_{1+}$</td>
<td>$r_{1t}$</td>
<td>$b_1$</td>
<td>S.E.</td>
</tr>
<tr>
<td>------</td>
<td>----------</td>
<td>----------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>----------</td>
<td>----------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>1</td>
<td>.65</td>
<td>.53</td>
<td>1.05</td>
<td>.24</td>
<td>44</td>
<td>.92</td>
<td>.31</td>
<td>-1.18</td>
<td>.39</td>
</tr>
<tr>
<td>2</td>
<td>.78</td>
<td>.49</td>
<td>.26</td>
<td>.26</td>
<td>45</td>
<td>.89</td>
<td>.43</td>
<td>-.78</td>
<td>.34</td>
</tr>
<tr>
<td>3</td>
<td>.98</td>
<td>.30</td>
<td>-2.71</td>
<td>.73</td>
<td>46</td>
<td>.72</td>
<td>.51</td>
<td>.71</td>
<td>.25</td>
</tr>
<tr>
<td>4</td>
<td>.87</td>
<td>.38</td>
<td>-.47</td>
<td>.31</td>
<td>47</td>
<td>.78</td>
<td>.35</td>
<td>.33</td>
<td>.26</td>
</tr>
<tr>
<td>5</td>
<td>.76</td>
<td>.64</td>
<td>.40</td>
<td>.26</td>
<td>48</td>
<td>.84</td>
<td>.41</td>
<td>-1.11</td>
<td>.29</td>
</tr>
<tr>
<td>6</td>
<td>.87</td>
<td>.26</td>
<td>-.47</td>
<td>.31</td>
<td>49</td>
<td>.82</td>
<td>.49</td>
<td>-.03</td>
<td>.28</td>
</tr>
<tr>
<td>7</td>
<td>.77</td>
<td>.22</td>
<td>.33</td>
<td>.26</td>
<td>50</td>
<td>.69</td>
<td>.68</td>
<td>.88</td>
<td>.24</td>
</tr>
<tr>
<td>8</td>
<td>.91</td>
<td>.26</td>
<td>-.90</td>
<td>.36</td>
<td>51</td>
<td>.72</td>
<td>.49</td>
<td>.71</td>
<td>.25</td>
</tr>
<tr>
<td>9</td>
<td>.85</td>
<td>.44</td>
<td>-.28</td>
<td>.30</td>
<td>52</td>
<td>.81</td>
<td>.27</td>
<td>.12</td>
<td>.27</td>
</tr>
<tr>
<td>10</td>
<td>.74</td>
<td>.58</td>
<td>.52</td>
<td>.25</td>
<td>53</td>
<td>.97</td>
<td>.30</td>
<td>-2.28</td>
<td>.60</td>
</tr>
<tr>
<td>11</td>
<td>.89</td>
<td>.49</td>
<td>-.78</td>
<td>.34</td>
<td>54</td>
<td>.73</td>
<td>.47</td>
<td>.59</td>
<td>.25</td>
</tr>
<tr>
<td>12</td>
<td>.89</td>
<td>.35</td>
<td>-.78</td>
<td>.34</td>
<td>55</td>
<td>.85</td>
<td>.39</td>
<td>-.28</td>
<td>.30</td>
</tr>
<tr>
<td>13</td>
<td>.93</td>
<td>.26</td>
<td>-1.33</td>
<td>.41</td>
<td>56</td>
<td>.81</td>
<td>.33</td>
<td>.12</td>
<td>.27</td>
</tr>
<tr>
<td>14</td>
<td>.70</td>
<td>.22</td>
<td>.82</td>
<td>.24</td>
<td>57</td>
<td>.63</td>
<td>1.21</td>
<td>.23</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>.89</td>
<td>.23</td>
<td>-.78</td>
<td>.34</td>
<td>58</td>
<td>.56</td>
<td>.45</td>
<td>1.57</td>
<td>.23</td>
</tr>
<tr>
<td>16</td>
<td>.88</td>
<td>.29</td>
<td>-.56</td>
<td>.32</td>
<td>59</td>
<td>.84</td>
<td>-.20</td>
<td>.20</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>.88</td>
<td>.48</td>
<td>-.67</td>
<td>.33</td>
<td>60</td>
<td>.80</td>
<td>.42</td>
<td>.19</td>
<td>.27</td>
</tr>
<tr>
<td>18</td>
<td>.85</td>
<td>.52</td>
<td>-.20</td>
<td>.29</td>
<td>61</td>
<td>.91</td>
<td>.29</td>
<td>-.90</td>
<td>.36</td>
</tr>
<tr>
<td>19</td>
<td>.87</td>
<td>.59</td>
<td>-.37</td>
<td>.31</td>
<td>62</td>
<td>.94</td>
<td>.28</td>
<td>-1.33</td>
<td>.41</td>
</tr>
<tr>
<td>20</td>
<td>.65</td>
<td>.33</td>
<td>1.10</td>
<td>.23</td>
<td>63</td>
<td>.96</td>
<td>.23</td>
<td>-1.72</td>
<td>.48</td>
</tr>
<tr>
<td>21</td>
<td>.79</td>
<td>.10</td>
<td>.19</td>
<td>.27</td>
<td>64</td>
<td>.88</td>
<td>.28</td>
<td>-.56</td>
<td>.32</td>
</tr>
<tr>
<td>22</td>
<td>.77</td>
<td>.41</td>
<td>.40</td>
<td>.26</td>
<td>65</td>
<td>.64</td>
<td>.48</td>
<td>1.10</td>
<td>.23</td>
</tr>
<tr>
<td>23</td>
<td>.92</td>
<td>.26</td>
<td>-1.03</td>
<td>.37</td>
<td>66</td>
<td>.82</td>
<td>.62</td>
<td>-.03</td>
<td>.28</td>
</tr>
<tr>
<td>24</td>
<td>.86</td>
<td>.63</td>
<td>-0.28</td>
<td>.30</td>
<td>67</td>
<td>.56</td>
<td>.41</td>
<td>1.62</td>
<td>.23</td>
</tr>
<tr>
<td>25</td>
<td>.88</td>
<td>.47</td>
<td>-.56</td>
<td>.32</td>
<td>68</td>
<td>.66</td>
<td>.33</td>
<td>.99</td>
<td>.24</td>
</tr>
<tr>
<td>26</td>
<td>.82</td>
<td>.59</td>
<td>-.03</td>
<td>.28</td>
<td>69</td>
<td>.63</td>
<td>.55</td>
<td>1.26</td>
<td>.23</td>
</tr>
<tr>
<td>27</td>
<td>.81</td>
<td>.51</td>
<td>.04</td>
<td>.28</td>
<td>70</td>
<td>.51</td>
<td>.56</td>
<td>1.81</td>
<td>.22</td>
</tr>
<tr>
<td>28</td>
<td>.93</td>
<td>.57</td>
<td>-1.33</td>
<td>.41</td>
<td>71</td>
<td>.74</td>
<td>.45</td>
<td>.52</td>
<td>.25</td>
</tr>
<tr>
<td>29</td>
<td>.50</td>
<td>.39</td>
<td>1.91</td>
<td>.22</td>
<td>72</td>
<td>.73</td>
<td>.31</td>
<td>.58</td>
<td>.25</td>
</tr>
<tr>
<td>30</td>
<td>.81</td>
<td>.53</td>
<td>.04</td>
<td>.28</td>
<td>73</td>
<td>.24</td>
<td>.29</td>
<td>3.31</td>
<td>.26</td>
</tr>
<tr>
<td>31</td>
<td>.90</td>
<td>.43</td>
<td>-.90</td>
<td>.36</td>
<td>74</td>
<td>.88</td>
<td>.29</td>
<td>-.67</td>
<td>.33</td>
</tr>
<tr>
<td>32</td>
<td>.80</td>
<td>.45</td>
<td>.12</td>
<td>.27</td>
<td>75</td>
<td>.91</td>
<td>-.18</td>
<td>-.90</td>
<td>.36</td>
</tr>
<tr>
<td>33</td>
<td>.67</td>
<td>.39</td>
<td>.99</td>
<td>.24</td>
<td>76</td>
<td>.79</td>
<td>.57</td>
<td>.26</td>
<td>.26</td>
</tr>
<tr>
<td>34</td>
<td>.83</td>
<td>.14</td>
<td>-.11</td>
<td>.29</td>
<td>77</td>
<td>.64</td>
<td>.04</td>
<td>1.10</td>
<td>.23</td>
</tr>
<tr>
<td>35</td>
<td>.43</td>
<td>.26</td>
<td>2.26</td>
<td>.23</td>
<td>78</td>
<td>.66</td>
<td>.48</td>
<td>.99</td>
<td>.24</td>
</tr>
<tr>
<td>36</td>
<td>.90</td>
<td>.48</td>
<td>-.90</td>
<td>.36</td>
<td>79</td>
<td>.83</td>
<td>.33</td>
<td>-.11</td>
<td>.29</td>
</tr>
<tr>
<td>37</td>
<td>.83</td>
<td>.63</td>
<td>-.11</td>
<td>.29</td>
<td>80</td>
<td>.82</td>
<td>.50</td>
<td>.04</td>
<td>.28</td>
</tr>
<tr>
<td>38</td>
<td>.81</td>
<td>.69</td>
<td>.12</td>
<td>.27</td>
<td>81</td>
<td>.84</td>
<td>.32</td>
<td>-.20</td>
<td>.29</td>
</tr>
<tr>
<td>39</td>
<td>.98</td>
<td>.10</td>
<td>-2.71</td>
<td>.73</td>
<td>82</td>
<td>.75</td>
<td>.28</td>
<td>.46</td>
<td>.26</td>
</tr>
<tr>
<td>40</td>
<td>.94</td>
<td>.43</td>
<td>-1.51</td>
<td>.44</td>
<td>83</td>
<td>.50</td>
<td>.39</td>
<td>1.91</td>
<td>.22</td>
</tr>
<tr>
<td>41</td>
<td>.89</td>
<td>.28</td>
<td>-.78</td>
<td>.34</td>
<td>84</td>
<td>.84</td>
<td>.21</td>
<td>-.11</td>
<td>.29</td>
</tr>
<tr>
<td>42</td>
<td>.92</td>
<td>.50</td>
<td>-1.18</td>
<td>.39</td>
<td>.85</td>
<td>.72</td>
<td>.38</td>
<td>.71</td>
<td>.25</td>
</tr>
</tbody>
</table>