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Introduction
A Festgchrift for Ilse Lehiste

Edited by Brian D. Joseph and Arnold M. Zwicky

This volume celebrates our colleague Ilse Lehiste and also marks
the twentieth amniversary of the Department of Linguistics at the Ohio
State University. Since Ilse’s retirement happens to coincide with this
milepost inthehistoryofthedepartnmtuhedidso-achtolhape—u
the director cf the Division of Linguistics from 19651967 and chair of
the Department of Linguistics from 1967-71 and 1985-87, and as its most
distinguished member—we are able to offer ber a doubly appropriate token
of our regard.

The contributors to this volume have all been Ilse’s colleagues
during her years at Ohio State (a full list of those who have held
faculty appointments since the Division of Linguistics wes established is
provided on the next page). Our diverse contributiocns touch on most of
the areas in which Ilse has published during her career: studies in
Beltic, Finno-Ugric, Germanic, and Slavic languages; historical and
comparative linguistics; instrimental pbonetics, investigating both the
perception and production of language; language contact; phonological
theory; poetics and stylistice; and prosody and suprasegmentals. We look
forward to her own contributions in these areas during the department’s
third decade.
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On Incomplete Mutations in Breton

Gregory T, Stump
University of Kentucky

l. Incomplete mutations

Anmong the distinctive characteristics of the Celtic languages are their
elaborate systems of grammatically conditioned word-initial consonant
mutations, Breton, for example, possesses four principal mutations, according
to the native grammatical tradition: these are the spirantizing, the
teinforcing, the leniting, and the mixed mutations, In a particular syntactic
context, the initial consonant of a word may undergo one Or another of theae
mutations, ordinarily as a consequence of the influence of some immediately
adjacent mutation 'trigger’. Thus, the possessive pronoun e 'his' lenites the
initial consonant of the noun which follows it, as in the-examples in (1),
(1) Lenition: penn 'head', e benn 'his head'

tad 'father', e dad 'his father’

kador 'chair', e gador 'his chair'

breur 'brother', e vreur 'his brother®

dant 'tooth', e zant 'his tooth’
'h (= [A]) gavr 'goat!, e c'havr 'his goat'

gwele 'bed', e wele 'his bed'

mamm 'mother', e vamm 'his mother!

)
BER QOO X

IR AR R R R
<fEAoN<mOoc

Similarly, the possessive pronoun va 'my' spirantizes the initial consonant of
the noun which follows it, as in the examples in (2),

(2) Spirantization

f penn 'head', va fenn 'my head'
z tad 'father', va zad 'my father’
c'h (= {x]) kador 'chair', va c'hador ’my chair'

® o
\ AN

(Strictly speaking, spirantization should be viewed as converting voiceless
stopa into voiceless fricatives; the latter, however, may subsequently undergo
& phonological rule which voices initial fricatives after resonants., The
effects of the latter rule are often simply regarded as an integral part of
the spirantization process, since all of the spirantization triggers in Breton
end in resonants. The contexts in which the fricative voicing rule applies
vary dialectally; in the orthography of standard literary Breton, t is the
only initial consonant whose spirant alternant is explicitly represented as

voiced. See Jackson (1967: 360-375) and Willis (1982: 24f, 114££) for
discussion,)

In traditional grammars of Breton, certain expressions are claimed to
trigger incomplete mutations; an incomplete mutation is just like one or
another of the principal mutations except that it apparently affects a gmaller
range of consonants. For example, the first person singular enclitic pronoun
!m 18, in many dialects, said to trigger an incomplete spirantization, in that
it appears to spirantize t and k but not p:
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(3) a. kambr 'room' (e 'in' + 'm >) em c'hambr 'in my room'
ti 'house' em zi 'in my house'
but: penn thead' em pean 'in my head'
b. karout 'like' (da 'to' + 'm ») da'm c'harout 'to like me'
treid 'turn' da'm zreidf 'to turn me' .
but: prenafl 'buy' da'n prenafl 'to buy (for) me'

This pattern is typical of the atandard literary dialect (Kervella (1947: 95))
and the Léoa dialect (Vallée (1926: 69, £n 1), Hemon (1975a: 8)), and is
reported as optional in other dialects (e.g. by Le Roux (1896: 8f), Trépos
(n.d.[1968): 46), and Vallée (1926: 79, fn 1)), In Trégorrois, however, 'm
triggers the full range of spirantizations (Le Clerc (1911: 19), Le Roux
(1896: 8££)).

Despite this variation in the pattern exemplified in (3), other cases of
incomplete mutation appear exceptionlessly in all dialects of the language.
For example, when an article is imnediately followed by a feminine singular
noun (or by a masculine plural noun with hunan reference), the article
apparently triggers the full range of lenifions except that of d to _z_:1

(4) paner ! basket! ar baner 'the basket'
taol ttable! an daol 'the table'
kador fchair! ar gador 'the chair'
bag 'boat' ar vag 'the boat'
gavr tgoat! ar cthavr 'the goat'
gvern 'mast! ar wern ‘the mast'
zaum 'mother' . ar vamm 'the mother'

but: delienn tleaf’ an delienn 'the leaf'

Thus, in a formal analysis of Breton mutations, one might postulate the
existence of a partial lenition rule (5b) alongside the full lenition rule
(58); and for those dialects other than Trégorrois, one might postulate a
partial spirantization rule (6b) alongside the full spirantization rule (6a).

(5) a. Lenition: - son
[+ voi - [+ cont]
[: :gﬁt] -+ [+ voi] in leniting environments
(cf. Willis (1982: 54f))

[+ nas
+ ant + [+ cont]
- cor

b, Partial [ aon]

lenition: - cor| = [+ cont]
L+ voi
- gon after the articles [in
[— cont] + [+ vol) certain contexts], ..
-+ nas
: + ant - [+ cont]
L- cor

(6) u. Spirantization: [~ voi] - [+ cont] in spirantizing environments
(cf, Willis (1982: 57))

e 10
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(6) b. Partial - voi
spirantization: a ant = [+ cont] after 'm, ...
a cor

Hereafter, I shall refer to this kind of analysis of incomplete mutations as
the partial mutation (or PM) analysis.

2. Incomplete mutations as the effect of mutation reversal

Willis (1982: 119-121) has argued that in certain cases, expressions which
have traditionally been analyzed as triggering incomplete mutations ghould in
fact be viewed as triggering complete mutations; in such cases, she claims,
the mutations only appear to be iucomplete because some of their effects are
reversed by low-level phonological rules.

Consider the class of nouns which includes both feminine singulars and
masculine plurals with human reference (a clags to which I shall henceforth
refer as 'FS/MPH nouns'): nouns in this class ordinarily trigger a lenition
in a following adjective, as in (7a-c); those which end with an obstruent,
however, seemingly fail to trigger a lenition if the following adjective
begins with a voiceless stop. Thus, the feminine singular nouns in (7d-£)
apparently trigger an incomplete lenition (one which s distinct from that
triggered by the definite article in (4)):

(7) a. paour ‘'poor' ur vamm baour 'a poor mother!'
b. tev *thick® ur wern dev 'a thick mast!'
c. kaer 'fine' ur gador gaer 'a fine chair'
d. ur vaouez paour 'a poor woman'
e. ur voest tev 'a thick box'
f. ur gazeg kaer 'a fine mare'

Willis suggests, however, that the apparent failure of lenition in examples
such as (7d-f) should instead be viewed as the cumulative effect of lenition
and either of two rules of Breton phonology:

(8) a. Obstruents are devoiced following voiceless obstruents.
b. Sequences of two voiced obstruents may optionally stay as they
are or be mutually devoiced. (Willis (1982: 119))

In Willis' analysis, the combination of boest 'box' with tev "thick' produces
(7e) in two steps: €irst, lenition yields ur voest dev, which (8a) then
converts to (7e). Similarly, the apparent absence of lenition in (7d,£) is
regarded as the cumulative effect of lenition and rule (8b), respectively: ur
kazeg kaer lenites to ur gazeg gaer, which (8b) then converts to (7£) (in
which the final g in gazeg is voiceless, despite its gspelling). In what
follows, I shall refer to this sort of approach to incomplete mutations as the
mutation reversal (or MR) analysis.

The XR analysis provides a satisfying alternative to the P analysis in
its account of the mutation pattern exemplified in (7). Willis has, however,
suggested that two other apparent cases of incomplete mutation should likewise
be treated as involving complete mutations whose effects are partially
reversed by low-level phonological rules. I shall argue here that for these
latter two cases, the MR analysis is poorly motivated.

ERIC i1
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Consider again the examples in (3) and the traditional view that 'm
triggers an incomplete spirantization which leaves p unaffected. Willis
rejects this view, proposing instead that 'm triggers the full range of
spirantizations but that the mutation of p to f is subsequently reversed by an
assimilative phonological rule converting £ to p after m; according to her
proposal, em penn derives from the underlying sequence et'm penn by
spirantization (- en fenn) followed by assimilation.

Willis proposes a similar account of the apparently incomplete pattern of
lenition exemplified in (4); that is, she suggests that the articles an, un
trigger the full range of lenitions but that the mutation of d to z is
ultimately reversed by an assimilation converting z to d after o, Thus, an
delienn derives from the underlying sequence an delienn by lenition (-~ an
zelienn) followed by assimilation.

The plausibility of this account of the mutation patterns in (3) and (4)
is, of course, entirely dependent on the extent to which one can justify
postulating a phonological rule whose effect is to reverse the spirantization
of p and the lenition of d. Willis does not explicitly formulate such a rule.
(9), however, might be proposed as a rule achieving the desired effect; note
that as (9) is stated, it must be ordered before the fricative voicing rule
mentioned sbove if it is to reverse the spirantization of p in the intended

manner.
9) ~ son + nas
: :2; > |- cont) / [-i- ant:l #
a voi @ cor

As it stands, rule (9) (hence, the MR analysis itself) turns out to be
implausible for two reasons; moreover, it is not clcar that (9) can be
modified in such a way as to overcome these two difficulties, as I shall show
in the following two sections.

3. A potential problem for the MR analysis: underlying initial £

1f (9) is in fact a rule of Breton phonology, then it should apply not only to
instances of £ and = arising as the effect of a mutation--it shyuld, in
addition, apply to any underlying instance of initial £ or z preceded by a
homorganic nasal. This prediction is difficult to confirm (or to disconfirm)
in the case of z, since only a vanishingly small number of words begin with an
underlying z in Breton, and nearly all of these are obviously recent
borrowings. Words with underlying initial f are nevertheless abundant, and it
is clear that the initial f in such words does not become p when preceded by
m; this is true whether the preceding expression is a spirantization trigger
Cas i- (10)) or not (as in (11)).

(10) a. em fri 'in my nose', da'm frealzii 'to console me’
b.(*)em pri (f 'in my nose'; = 'in my mud (pri)'), *da'm prealzilf
(11) a. en em flojennifi 'to find shelter’ (en em: reflexive particle),
ur vame £s% 'a mother overcome with fatigue’
b, *en em plojennifi, *ur vamm pat

Thus, (9) cannot be adopted in its present form, since it would incorrectly

o - 12
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convert the & examples in (10) and (1i) to the corresponding b examples.

A proponent of the MR analysis could, however, react to this evidence
with a counterargument: that at the stage at which rule (9) applies, the
spirantized alternant of p is in some way distinguished from underlying f.
Consider again the spirantization rule in (6a): by itself, (6a) predicts that
the spirant alternant of p should be |é). This prediction coula be overridden
by adopting the tedundancy rule in (12), which would automatically require f
rather than [#] as the spirant alternant of P; but suppose, on the other hand,
that (12) were instead a low-level rule applying after (6a) to convert [#])
into f. -

(12) - son

+ cont -> [+ stri] (cf. Willis (1982: 55))
+ ant

Under this latter assumption, thz failure of rule (9) to apply in the examples

in (10) and (11) could then be easily accounted for by (1) restricting the

application of rule (9) to segments marked |- stri], as in (9");

! ") - son
- stri + nas
+ ant -> [= cont] / + ant #
a cor a cor
a vol

(11) ordering rule (9') after the spirantization rule (6a) but before the low-
level rule (12); and ({1i) assuming that underlying f is indeed |+ stri], as
its spelling suggests.“ According to this analysis, the expressions va fenn
'wy head', em penn 'in my head', and em fri 'in my nose' would be derived as

in (13).
(13) Underlying form: va penn em penn em fri
(6a): va denn em denn -
(9'): - em penn -
(12): va fenn - -

This analysis depends (a) on the existence of a phonological distinction
between |¢] and £ at thie stage at which (9') applies, and (b) on the
subsequent, absolute neutralization of this distinction by rule (12). To my
knowledge, however, there is no independent motivation for regarding (12) as
anything other than a redundancy rule, incapable of interacting with other
rules as though it were itself an ordered rule; thus, in any reasonably
concrete approach to phonology, the proposed revision of the MR analysis would
have little to recommend it over the PM analysis.

One could, in fact, imagine a sort of compromise between the PM and MR
analyses which would provide a superior account of the incomplete spirantiza-
tion triggered by 'm, and would do 8o without recourse to rule (9'). In this
. analysis, 'm would still be regarded as an ordinary spirantization trigger,
but the gpplicability of this mutation would be subject to the followirg anti-
dissimilation condition in those dialects showing the mutation pattern in (3):

| 298N
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(14) A nmutation rule has no effect if it would cause a [- som, + ant,
a cor, a voi) segment to become [+ cont) after a {+ nas, *+ ant,
a cor] segment.

Under this analysis, 'm would be treated as a spirantization trigger on a par
with va ‘my'; urlike va, however, 'm would be incapable of spirantizing p in
those dialects subject to restriction (14). This account (which I shall call
the conditional mutation (or CM) analysis; is superior to the revised MR
analysis in that it doesn't entail the postulation of any absolutely
neutralized phonological distinctions, nor does it require one to view (12) as
anything other than a redundancy rule; and the fact that underlying initial £
remains unaffected when preceded by ‘m follows, in the CM analysis, from the
simple fact that fricatives aren't mutable consonants in Breton.

The CM analysis might appear to be indistinguishable in its predictions
frcm the PM analysis, at least as far as the spirantizing properties of 'm are ;
concerned; there is one important difference, however. As mentioned above,
spirantization of p after 'm is optional in some dialects of Breton; in
vannetais, for example, both (15a) and (15b) =rc possible:

(15) a. ean em preuas

he bought (e (verbal particle) + 'm - em)
'he bought (for) me'
b. ean em frenas (Guillevic & Le Goff (1912: 8))

This optionality is easily accounted for under the assumptions of the CM
analysis: one can simply regard (14) as an optional tendency (rather than an
absolute restriction) in Vannetais and similar dialects. In the PM analysis
schematized in (6b), on the other hand, it is not clear how the optionality
exenplified in (15) might be accounted for. Perhaps one could assume that 'm
may function alternatively as a fuil-fledged spirantization trigger cr as a
trigger of partial spirantization; I know of no irdisputable precedent,
however, for such free variation in the properties of mutation triggers.3

To summarize: three different approaches to the incomplete mutation
produced by 'm have been examined in this section. The success of the MR
analysis hinges on the validity of the phonological rule (9'); maintaining
this rule, however, entails the postulation of an absolutely neutralized
distinction between f and [#] in Breton—a distinction which might be rejected
on metatheoretical grounds. The PM analysis, embodied by rule (6b), provides
no ready account of the fact that in some dialects, initial p way optionally
appear in its spirant form after the spirantization tri ger ‘m, The CM
analysis, like the MR analysis, makes no use of partial mutation rules such as
(6b); but by employing (14) as a phonological condition on the application of
full mutation rules such as (6a), the CM analysis avoids the metatheoretical
objections to the MR analysis, and also provides a natural means of accounting
for the optional spirantization of p after 'm in certain dialects. I
therefore conclude that the CM analysis provides a superior account of the
incomplete pattern of spirantization exemplified in (3).

In the following section, I shall present some additional evidence
against the revised MR analysis; in particular, I shall argue that the pattern

of incomplete lenition in (4) cannot be the effect of mutation reversal. ,
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4. A second problem for the MR analysis: optional lenition of d after n

The revised MR analysis developed above predicts (I) that the spirantization
of p 1s uniformly reversed after spirantization triggers ending with m; and
(II) that the lenition of d is uniformly reversed after lenition triggers
ending with n. The attractiveness of the revised MR analysis therefore hinges
on whether or not these predictions are actually confirmed. Prediction (I) is
confirmed, but only trivially so, given that the first person singular clitic
pronounj_n is the only spirantization trigger which ends with o (except in
Trégorrols; vide infra). Prediction (II), on the other hand, 18 actually
disconfirmed, as I shall now show.

In most dialects of Breton, there are three kinds of lenition triggers
which end withn:* (a) the articles an 'the!', un 'a'; (b) the preposition
dindan ‘under'; and (c¢) FS/MPH nouns ending with n,” According to prediction
(II) above, the lenition of d should be uniformly reversed after all of the
lenition triggers in (a)-(c). It is universally true in Breton that initial d
never surfaces as z when preceded by an article; but both within and across
dialects of Breton, there is considerable variation in the behavior of initial
4 when it is preceded by the lenition triggers in (b) and (c)e

Consider, for example, the preposition dindan. Kervella (1947: 85), a
native of northwestern Cornouaille, asserts that 4 may optionally appear in
its lenir-3 form after dindan, as in (16b).

(16) a. dek 'ten' b. dindan zek devezh 'in ten days'

Hemon (1975b: 12-14), a native of Brest (in the dialect region of Léon),
observes that dindan may sometimes fail to produce any lenition--whether of 4
or of any other consonant--but classifies it among the lenition triggers which
may convert d to z rather than among those which leave d unaffected; cf. also
Vallée (1926t 101; ‘02, fn 2). Thus, in those dialects in which dindan acts
as 8 lenition trigger,” it doesn't affect initial d in the same way as the
articles do: in all such dialects, dindan may lenite d to 2z 1n at least some
circumstances.

Now consider lenition triggers of type (c)--FS/MPH nouns ending with n,
According to Vallée (19263 114), nouns of this soct lenite the initial dof a
following modifier in the Léon dialect, as in (17b); Hemon (1975b: 17) regards
the lenition of initial d by any sort of FS/MPH noun as optional in this
dialect, but cites (18b) and (19b) as examples in which d is lenited to z
after n. (I have standardized the spelling in these examples.)

(17) a. dall 'blind’ b. al logodenn zall 'the blind mouse (= bat)'
(18) a. diaoulod 'devils' b. ur vandenn ziaoulol 'a crowd of devils®
(19) a. derv 'oak' b, ur c'hrazienn zerv 'the root of an oak'

Similarly, Trépos (n.d.[1968): 37-38), a native of southwestern Cornouaille,
cites the examples in (20b) and (21b):

(20) a. du 'black’ b. un delienn zu 'a black leaf'
(21) a. dir 'steel!’ bs ur bluenn zir 'a steel pen'

Finally, Kervella (1947: 90-Y1) asserts that the lenition of initial d after a
FS/MPH noun ending in n 1s optional in standard literary Breton.

[
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In the Tréguier dialect, initial ¢ %5 never lenited after a FS/MPH noun
ending in n; this is, however, merely one reflection of the fact that initial
g is never subject to lenition in this dialect--not even if it is preceded by
a lenition trigger ending in a sound other than n (Hemon (1975b: 6), Jackson
(1967: 313), Kervella (1947: 91), Le Roux (1896: 17)).’ Thus, in those
dialects in which postnominal adjectives are productively lenited by FS/MPH
nouns and in which d is lenitable, FS/MPH nouns ending with n don't affect
initial d in the same way as the articles do: 4n all Juch dialects, nouns of

this sort may optionally lenite d to z.

Consider the possibilities which are open at this juncture, Certainly it
cannot be maintained 'that the lenition ox d is uniformly reversed after
lenition triggers ending with n'; prediction (II) of the MR analysis is
plainly disconfirmed, both by the leniting properties of dindan and by those
of FS/MPH nouns ending with n, Whether a lenition trigger with a final o
lenites a following initial d or leaves it unaffected thus depends not merely.
on the phonological context, but on the grammatical identity of the trigger;
this being the case, the pattern of incomplete mutation in (4) cannot simply
be viewed as the cumulative effect of the lenition rule (5a) and the
phonological rule (9'). The revised MR analysis must therefore be rejected.

How, then, is the mutation pattern in (4 to be accounted for? More
specifically, how can one account for the fact that in those dialects in which
it is lenitable, initial d absolutely resists lenition when preceded by an
article, but may optionally undergo lenition when preceded by any other
lenition trigger ending with n?

Clearly the articles are somehow differentiated from the other lenition
triggers ending with n, What distinguishes the articles, I suggest, is that
they trigger the partial lenition in (5b); this accounts for their absolute
failure to lenite d in any dialect of the language. On the other hand, I
suggest that the remaining lenition triggers ending with n trigger the full
set of lenitions in (5a), but are subject-—optionally—-to the phonological
restriction (14) (except in Trégorrois, to which I return presently), Thus,
my proposal is thal the peculiar difference between the articles and the other
n-final lenition triggers can best be accounted for by a combination of the PM
analysis with the CM analysis: the former accounts for those cases in which
the lenition of d after n in absolutely blocked (i.e. after the articles),
while the latter provides for those cases in which this same lenition exists
at least as an option (i.e. after other lenition triggers ending with n.

Let me note, in conclusiou, that this mixed approach to the lenition of 4
after n provides a8 auch more satisfying account of the peculiarities of
Trégorrois than the MR analysis does. Recall that in the dialect of Tréguier,
d never undergoes lenition under any circu.stances, To account for this fact,
one must assume that lenition is a narrower phenomenor {n Trégorrois than in
the other Breton u'alects--that it is, in fact, idencicar in its effects to
the 'partial lenicion' represented in (5b). A proponent of the MR analysis
would therefore have to assume that Trégorrois possesses a 'full lenition'
rule distinct from gny rule found in the other dialects (cf. Willis (1982:
156, fn 6)); and even though d is never lenited after the articles in any
dialect of Lreton, the proponent of the MR analysis would have to view this
fact as the effect of different rules in different dialects--in lLéonais, it
would be viewed as the cumulative effect of lenition (rule (5a)) and mutation
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reversal (rule (9'), while in Trégorrois, it would be viewed as an effect of
the atrophied lenition rule (= (5b)) peculiar to that dialect.

Tae analysis proposed here affords a much more satisfying understanding
of the dialect of Tréguier. In my analysis, the full lenition rule in Trégor- ’
rois is identical to the partial lenition rule proposed for the other
dialects; as a consequence, the former can be viewed as a straightforward
analogical development from the latter (Jackson (1967: 313), Le Roux (1896:
17)).  Moreover, the fact that d is never lenited after the articles in any
dialect receives a single, unified explanation in the analysis proposed here:
this fact follows directly from the assumption that in all dialects, the
articles trigger the pattern of lenitions in (5b).

Because d isn't lenitable in any context in Trégorrois, condition (14) is
obviously irrelevant as a constraint on lenition in this dialect. As it turns
cut, it is irrelevant for spirantization as well. Recall first that in
Trégorrois (unlike the other dialects), the enclitic 'm triggers the full
range of spirantizations, even that of P to £, In addition, Trégorrois (again
urilike the other dialects) possesses a second spirantization trigger ending
with m, namely the possessive pronoun hom 'our' (Le Roux (1896: 9-10), Trépos
(n.d,[1968): 46)); this, too, triggers the full range of spirantizations.
Accordingly, condition (14) is simply irrelevant for the analysis of
incomplete mutations in Trégorrois. Thus, while I have proposed a mixed PM/CM
analysis for most Breton dialects, it appears to be most appropriate to

account for all incomplete lenitions in the dialect of Tréguier by means of
the PM approach.

Yotes

1. Note that the Breton articles are subject to the following phonologi-
cally conditioned alternation: un, an appear before initial n, d, £, h, or an
initial vowel; ul, al appear before initial 1; and ur, ar appear elsewhere,

2. In fact, graphic £,v represent bilabial (hence |- stri)) fricatives
in at least gome dialects of Breton; cf. Hemon (1975a: 84). In order to adapt
the MR analysis to these dialects, each of (6a), (9"), and (12) would have to
be reformulated in some way.

3. There are, of course, expressions that may trigger different
mutations in complementary contexts; e.g. the articles, which trigger an
incomplete lenition in a following FS/MPH noun (as in (4)), but trigger the ‘
incomplete spirantization of k to c'h in a following noun not belonging to the
FS/MPH class. This is very different from a situation in which a particular
word could freely trigger either of two different mutations in the same
context.

4. For brevity's sake, I am excluding from consideration those instances
of lenition occurring in the internal worphology of worde, as, for example, in
compounds; note, however, that the lenition of d after n is not unusual in
such combinations: kornzigor 'ajar' (<« korn fcorner' + digor ‘open');
dindan-zouar ‘underground’ (< dindan 'under' + douar 'earth'); kenziskibl
Tclassmate' (< ken- (expresses association) + diskibl 'pupil'),
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%, According to the discussion in Guillevic & Le Goff (1912), the Vannes

dialect does not possess a lenition trigger of type (b): in this dialect, the

preposition dindan 'under' appears as edan, and does not produce tny sort of
wmutaticn. Moreover, only a handful of frequently used adjectives undergo
lenition after FS/MPH nouns in the Vannes dialect, and as it happens, none of
these adjectives begins with d, Thus, as far as this dialect is concerned,
prediction (II) is borne out, but again, only trivially, since the articles
are the only lenition triggers which end with n and can precede an initial
lenitable d.

6. To judge from the discussion in Le Clerc (1911) and Le Roux (i..6),
dindan never functions as a lenition trigger in the dialect of Tréguier; cf.
also footnote 5.

7. Apparently d did at one time undergo lenition in Trégorrois; early in
thie century, in fact, Le Clerc (1911: 17, 21f) still classified the lenition
of 4 as an option in certain circumstances.
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Perceived P-Center Location in English
and Japanese¥

Robert Allen Fox
Speech & Hearing Scicnce, The Ohio State University

1.0 Introduction

To most speakers/hearers, both linguistically trained (Abercrombie,
1964; Classe, 1939; Pike, 1945) and naive (Donovan & Darwin, 1979;
Lehiste, 1972), languages sound rhythmical, that is, the occurrence of
spoken elements in time seems to be organized in terms of some
potentially specifiable set of principles. Three classes of rhythmic
organization have been proposed for languages: stress-timing (e.g.,
English, German), syllable-timing (e.g., French, Spanish), and
mora-timing (Japanese). In stress-timing, for example, the temporal
regulation of the spoken utterances should make the intervals between
stressed syllables approximately isochronous, However, research
directed at the nature of the temporal characteristics of speech,
particularly for English (the most studied language in terms of its
rhythmical properties), has failed to discover strict regularity or
isochrony between acoustically defined intervals--such as stressed
syllable onset--in either spontaneous or more constrained utterances
(e.g., Classe, 1939; Shen & Peterson, 1962; Bolinger, 1965; Lehiste,
1972; see discussion in Lehiste, 1982).

The perception of rhythmicity in speech also does not seem to arise
from the presence of isochronous acoustic onsets of linguistic elements
(such as stressed syllables). For example, if listeners hear
acoustically isochronous sequences of monosyllables (i.e., equal
temporal intervals between the syllables' acoustic onsets) whose initial
consonants differ in terms of manner of articulation these sequences
will sound irregular. Listeners will hear these sequences as being
"regular" only if systematic deviations from acoutic isochrony are
introduced (Morton, Marcus, & Frankish, 1976; Fowler, 1979, 1981; Fowler
& Tassinary, 1981). Fowler (1979) found that the temporal deviations
from isochrony that appeared in the speech of talkers attempting to
produce isochronous sequences of speech were precisely those
anisochronies required by listeners to perceive the utterances as
regular.

It is thus apparent that listeners and talkers are capable of
focusing on some aspect of orally produced steech when required either
produce speech or to make timing judgments, A question that remains is
determining upon what basis listeners/speakers on making their timing
Jjudgments. Morton et al. (1979) introduced the term "perceptual center"
or "P-center" which was defined as the perceptual moment of occurrence
of a monosyllabic token {1]. Regular sequences of speech tokens have,
by definition, perceptually isochronous P-center. The P-center thus
defined presumably corresponds to the locus of the "stress beat" (2]
(Allen 1972; Rapp, 1972). The P-center, however, does not seem to
correspond to any commonly measured acoustic event such as the onset of
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measurable acoustic energy, the onset of the periodic energy of the
stressed vowel, or the energy peak (Rapp, 1971; Fowler, 1979; Tuller &
Fowler, 1981). Rather, the P-center in stressed syllables corresponds
to some event in the signal which can be affected by the duration of the
initial consonant (Fowler, 1979), the durations of the medial vowel and
final consonants (Marcus, 19813 Smith & Fowler, 1984; Fox & Lehiste,
1985a,b,c), as well as by the addition of unstressed prefixes and/or
suffixes (Fox & Lehiste, 1986).

Fowler and her colleagues (e.g., Fowler, 1979; 1983; Fouwler &
Tassinary, 1981; Tuller & Fowler, 1980; Smith & Fowler, 1984) have
suggested that the P-center may correspond to an articulatory event,
such us the onset of the vowel., Since coarticulatory phenomena may
blend the acoustic characteristics of the vowel with surrounding
consonants this articulatory onset may not line up conveniently with
commonly used acoustic measurements (such as onset of vocalic
periodicity). As Fowler argues, this may produce the situation in which
the acoustic measures deviate from isochrony, even in the event of
articulatory isochrony. In particular, the articulatory onset of the
vowel may occur during the production of the precediug consonant
(particularly with segments such as fricatives, see discussion
coarticulatory overlap in Fowler, 1983). This hypothesis corresponds
well to the findings of experiments which required subjects to mark

‘perceived stress beats in repeated sy “le sequences by finger taps

(Allen, 1972e,b; Van Katwijk & van den ‘rg, 1968) or click location
panipulations (Eggermont, 1969; Rapp, 1./1). When the stimulus syllable
began with a stop, the listeners tended to mark the stress beat as
occurring at or near the onset of the vowel, However, when the initial
consonant was a fricative and longer in duration, the beat was perceived
as occurring earlier in relation to the onset of the vowel's
periodicity.

The perceived stress beat does not seem to be related to
articulatory onset in a simple manner, however. For example, Marcus
(1931) demonstrated that increasing the duration of the {t] closure in
the token eight--which would presumably not affect the perception of the
articulatory onset of the vowel—shifted the perceived location of the
token's stress beat, For the purposes of this paper it is sufficient to
state that the phonetic structure of the entire word may contribute to
the location of the stress beat.

Given that stress-timing is but one possible principle in the
organization of speech rhythm, one obvious concern is with the status
and/or nature of stress-beat (or P—center) location in languages *:ing
different timing principles. In particular, is the P-center a uni ersal
phenomenon? If so, is the location of the P-center determined by the
same set of acoustic and/or articuistery cues?

The suggestion that the P-center phenomenon was universal in spoken
language behavior was made by Hoequist (1983a) who conducted a study
exanining the P-center effect in the production of English, Spanish, and
Japanese monosyllables, Hoequist required sets of subjects to produce a
series of rhythmic utterances. Each utterance was composed of 10
alternating monosyllables that differed in terms of their initial
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consonant (an experime~tal design similar to Fowler, 1979 and others),
The stimulus syllables included a, ma, ba, pa, end sa, although only the
pairs a-ba, ma-ba, and pa-sa (in both orders) were used in the test
utterances. Subjects uttered these alternating sequences in time to a
metronome for practice (no information about rate was given) and in the
test condition uttered the sequences without external timing cues. The
utterances were analyzed in terms of both the durations of the nine

" intersyllabic intervals (ISIs) in each sequence and the duration of any
portion of the syllable preceding vocalic periodicity.

Hoequist (1983a) compared average difference in quration for
sdjacent ('different onset') ISIs (e.g., pa-sa vs. sa-pa) with the
difference for non-adjacent ('same onset') ISIs (e.g., pa-sa vs. pa-sa).
The pattern of results indicated that the P-center came after the
acoustic onset of the syllable., Examination of the different-onset ISIs
in terns of the onset of vocalic periodicity showed that the P-center
cane before, although much closer to, the ouset of periodicity.
-Analysis of the duration differences showed a significant effect of
Onset Type (same vs. different) but no effect associated with Language
(English vs. Japanese vs., Spanish). Thereywas also no significant
Language X Onset interaction., Hoequist suggested that the P-center
effect vas present in all three languages investigated, apparently to
the same degree, In general, any speaker who attempted to produce
isochronous syllables aligned some point in the token which did not
correspond either to the acoustic onset of the syllable or the onset of
the periodicity,

The question which this paper poses is whether the perceived
location of the P-center or stress beat is also generalizable across
distinct language groups. To address this question a perceptual
experiment was conducted comparing the responses from a group of
functionally monolingual Japanese speakers with a group of monolingual
Anerican English speakers. In particular, Smith & Fowler (1984), and
Fox & Lehiste (1985a,c¢) demonstrated that the nature of the final
consonant in CVC monosyllables affected the location of the stress beat
(or P-center) when subjects were required to produce sequences of
monosyllabic tokens in both metronome and non-metronome conditions. The
-present experiment examines whether analogous syllable-final variations
can shift the location of the P-center in monosyllables in a perceptual
task, and whether such shifts are the same for both American English and
Japanese gpeakers.

2,0 Method
2,1 Subjects

There were 29 monolingual American English subjects. These
subjects were undergraduate students at The Ohio State University who
participated to fulfill a conrse requirement in Speech & Hearing
Science. There were 31 native Japanese subjects. These subjects were
second-year students in the Domestic Science Department at a women's
junior college in Tokyo. The instructions for the Japanese subjects
were in Japanese and the tes. was administered by a native Japanese
Professor (Dr. Morio Kohno).
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2,2 Stimulus Materials

Eleven stimulus tokens were constructed, each of which had the form
(da__). Ten tokens ended in a coronal consonant and one token ended
vith the vowel [a]. The stimuli consisted of the following: dah, dot,
dodd, doss, dozz, dosh, dotch, dodge, don, doil, and dar. A male talker
(RAF, a phoneticians produced several examples of each token in time
vith a metronome pulse which occurred every 1000 ms. The tokens were
recorded with a high-quality cassette recorder (Sony TC-FX705) using a
condenser aicrophone (Sony ECM-170) while the talker sat in a
sound-conditioned booth (IAC). The metronome pulse was used as an
organizing cue and was not recorded. These productions were then
low-pass filtered at 4800 Hz and digitized at a 10 kHz sampling rate
using the ILS waveform analysis programs implemented on a PDP 11/23
computer. One example of each token was selected for editing. For each
token, all acoustic energy prior to the releage of the initial [d]
consonant wos eliminated and the durations of the medial vowel and final
consonant were measured. Final stops were released and their durations
vere measured from consonant closure to closure release. The overall
amplitudes of the tokens were then equalized. The vowel, consonant, and
vowel+consonant durations for these 11 tokens appear in Table 1.

Table 1, Acoustic measurements, including medial vowel and
final consonant duration, and probit-determined means for
1istener-perceived isochronous ISIs for each of the 11 stimulus
tokens, in ms. (Note, the sonorant consonants {r] and [1] are
considered as part of the vowel in the following table, and in
the accompanying qnalyses.)

Token Vowel Consonant Probit-determined ISIs
Duration Duration English Japanese
Subjects Subjects
dah 451 0 975 965
dodd 388 144 999 974
dot 248 98 1047 . 1071
dozz 408 124 996 982
doss 272 237 1006 1020
dosh 303 251 996 1020
dotch 226 269 1060 1077
dodge 342 194 1003 999
don 388 147 993 961
doll 466 0 977 960
dar 404 0 1010 951

2.3. Procedure

The experimental procedure utilized was based on that used by
Halpern & Darwin (1982). In each separate experimental trial there were
four experimental tokens. The first three tokens were dah while the
fourth token was one of the 11 tokens listed above, On each trial .the

ERIC 2

Aruitoxt provided by Eic:



-15-

interayllable interval (the syllable-onset to syllable onset interval)
between the first, second, and third tokens was 1000 ms. The ISI
between the third and fourth tokens varied frem trial to trial. This
interval deviation amounted to 0%, 3%, 6%, and 9% of the basic 1000 ms
ISI. Since each deviation could be either longer or shorter than the
basline, there was a total of 11 different ISIs for the final interval.
The- deviation increments were based on difference limens estimated by
Halpern & Darwin (1982). The presentation order of these sequences were
then randomized, example stimulus sequences and fillers were added and
the stimului were converted into analog form, filtered at 4800 Hz and
recorded on a high-quality stereo cassette recorder (Sony TC-FX705).

For each trial, listeners were required to listen to the four
tokens presented in sequence and to respond whether the final token
occurred 'too early' or 'too late.' The experiment was conducted in one
session which lasted about 25 minutes. This procedure will not
determine the absolute location of a token's P-center but rather will
allow a determination of each token's relative P-center location using
. probit analysis of the resulting psychometric function as compared with
" the other 10 tokens. This procedure will thus allow us to compare
whether vowel and final consonant durations affect the relative location
of the P-center in both American English and Japanese speakers.

3.0 Results and Discussion

The data for each stimulus token were collapsed over listeners in
each of the two language groups and psychometric functions were derived
~for each token by plotting the number of sequences in which the fourth
token was judged 'late' as a function of the variable ISI interval.
These data were ther aubmitted to probit analysis (Ray, 1982) which
fitted a normal ogive to each different function. Shown in Table 1 are
~ the means of the fitted distributions for each of the 11 atimulus tokens
for each of the two language groups. These means represent an estimate
of the ISI required between the third and fourth token ao that all four
tokens are perceived as occurring isochronously, If we assume that
subjects are making their judgments on the basis of aligning the
P-center of the four stimulus tokens in time, then the longer the

-‘estimated mean ISI to produce isochrony, the earlier the location of the
P-center in the fourth stimulus token. These data will be further
analyzed first by separate language group to determine the best
predictor(s) of estimated isochronous ISIs and then together using
analysis of variance to determine whether the two different groups
produced significantly different responses.

The English data were analyzed using step-wise multiple linear
regression analysis with estimated isochronous ISI values aa the
dependent variable and vowel duration, consonant duration, and
voweliconsonant duration as the independent variables. Regression
analysis showed that the ISI values were aignificantly predicted by
vovel duration (r=0.844, F(1.9)=22.2, p<.002). The slope of the
regreasion line was -0.27. Thia suggests that as vowel duration
increases by 100 ms, the ISI duration needed to produce a perceptually
isochronous gequence decreases by 27 ms. This value is only slightly
swaller than as those obtained by Smith & Fowler (.984) and by Fox &
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Lehiste (1985b,c) who examined the effect of medial vowel duration on
P-center location. The present regression results support the
conclusion that as the vowel duration increases--as a function of the
final consonant--the P-center location moves to a later point in the
token. ISI means were also significantly related to final consonant
duration (r(11)=0.62, p<.02), but final consonant duration is also
significantly related to vowel duration (r(11)=-0.90, p<.001). I cthe
contribution of vowel duration is partialled out from the consonant
duration variable, consonant duration is only marginally related to mean
ISI (£(10)=-2.2, p<.067).

The estimated isochronous ISI data for the Japanese subjects were
also analyzed using step-wise multiple linear regression. Analysis
showed that estimated ISIs were significantly predicted by vowel
duration (r=0.93, F(1,9)=57.4, p<.CO1). The slope of the regression
line was -0.50. This suggests that as vowel duration increases 100 ms,
the ISI duration needed to produce an isochronous sequence decreases by
50 ms. This value is greater than that obtained both for the American
English group and by Smith & Fowler (1984) and Fox & Lehiste (1985b,c).
Estimated ISIs were also significantly related to final consonant
duration (r(11)=0.81, p<.001), but when the contribution of vowel
duration is partialled out, consonant duration is not even a marginally
significant predictor of mean ISI (£(10)=-0.56, p>.59). The basic
pattern of results is the same between the two language groups, namely,
as vowel duration increases, the P-center location moves to a later
point in the token. The similarity between the two groups is best
i1lustrated by the fact that the estimated ISIs between the English and
Japanese groups are significantly correlated (r(11)=0.85, p<.001)
although there seems to be some difference between the groups in terms
of the contribution of final consonant duration o the estimated ISI
means.

Since the estimated ISI values have been calculated on the basis of
responses collapsed over subjects within each of the two language
groups, they cannot be easily used to determine differences between the
two groups. To examine such differences, the number of 'late' responses
for each subject for each stimulus token were calculated--that is, the
responses were collapsed over the nine experiment ISI durations. The
more 'late’ responses a token receives, overall, the earlier in the
token the P-center occurs. To balance the number of subjects within
each language group the responses from two Japanese subjects were not
included. ‘'fhe two subjects chosen had participated in a rhythmic
production test (utilizing Japanese stimuli only) prior to the
perceptual test. These responses were then submitted to a mixed-design,
repeated-measures analysis of variance (ANOVA) with the factors Stimulus
Token and Language {3]. The cell means for number of 'late' responses
in each language for each stimulus token appear in Table 2. The ANOVA
showed significant main effects of both Stimulus Token (F(10,280)=21.08,
p<.001) and Language (F(1,28)=4.68, p<.05). In additicn, there was a
stggigicant Stimulus Token x Language interaction (F(10,280)=2.21,
p<.05).

First and as expected, these results demonstrate that the number of
'late' responses given to a stimulus token seems to vary as a function
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of its final consonant/medial vowel durations. Second, these results
.ahow that there is a slight difference in the mean number of 'late'
reaponses overall between the two language groups. Third, these results
show that the two language groups tend to have a different pattern of
'late' responses across different stimulus. The difference is small,
but with this number of subjects, significant. This difference is very
likely related to the differential effect of final consonant duration on
the perception of isochronous sequences in the two language groups. It
is tempting to speculate that the response differences between the two
. language groups are related to the differences between English and
Japanese in phonetically acceptable syllable structures-—particularly
wvith regard to syllable-final consonants. However, such speculation
would obscure the more interesting discovery that the perceptual
responses of English and Japanese subji: :s are very similar, despite
phonological-phonetic and/or timing differences between the languages.,

Table 2. Cell means for number of 'late' respoises by language
groups and stimulus token.

Stimulus Token Subject Group
English Japanese
dah 4.41 3.55
dodd 4.07 3.72
dot 5.90 6.24
dozz 4.41 3.76
doss 4,69 5.00
dosh 4,41 5.10
dotch 5.97 5.79
dodge 4,59 4,59
don 4.03 3.10
doll 3.48 3.31
dar 4.31 2.90

In summary, the data support the hypothesis by Hoequist (1983a)
that the P-center effect is a universal phenomenon. In both 3roups the
eatimated value of the ISI between the third and fourth tokens required
to produce an isochronous aequence waa aignificantly related to the
vowel duration of the fourth token. These data also show that there are
some differences between the perceptual responses of the American
English group and the Japanese group. In particular, the P-center
locations estimated for the Japanese aubjects do not seem to have been
significantly affected by final consonant duration; only medial vowel
duration. The P-center locationa for the American English subjects were
significantly affected by medial vowel duration, and additionally
affected by final conaonant duration at at least a marginally
significant level.

The results presented here complement those presented by Hoequist
(1983) and support the contention that the P-center phenomenon might be
found in speakers/hearers uf all languages, but many questions remain.
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How might the P-center effect operate in the production or perception of
Japanese stimuli having either a light (one-mora) or a heavy (two-mora)
ayllable. Is the P-center related only to single syllable
production/perception or does it also relate to a language's more global
rhythmic organization? It thus goes without saying that much work
remains to be done in understanding the organization of timing in both
the perception a~d timing of speech. However, in this volume dedicated
to Ilse Lehiate, we ahould take the space to briefly acknowledge the
numerous contributions which Ilse haa made to field in the areas of
speech timing and proacdic phenouena in particular, and to the
understanding of linguistic phenomena in general. Ilse haa provided
many important experimental and theoretical contributions, of course,
but an even greater contribution ia her insiatence upon acientific rigor
in the atudy of language behavior. She continues to provide our field
with an example of the fertile gcientific mind at work, and remains a
scholar who is warmly appreciated by her colleagues vho will value their
leaa frequent interactions with her after her retirement.

Notes

*This research was aupported by Grant 1 ROl NS21121-01 from NINCDS,
National Inatitutea of Health. Ilae Lehiste is my co-investor on this
grant and aa auch ahould be considered the 'covert' co-author of this
paper. Of courae all the mistakea are mine. I wish to thank Profeasor
Morio Kohno of the Kobe City University of Foreign Studies who collected
the Japaneae data for me.

1. Morton et al. (1675) uaed spoken digits as their atimuli, and
their preciae definition of P-center more properly refers to the moment
of occurrence of a spoken digit.

2. The terms P-center and stress beat, as uaed in the relevant
experimental literature, aeem to refer to the same 1'nguistic phenomenon
and the reader ahould assume that theae terms are interchangeable in

this paper.

3. Technically thia analyais may violate one assumption underlying
the use of parametric statistic analytic techniquea. In particular, use
of ANOVA assumea that the data analyzed are interval in nature. One
could argue that since the calculated responsea can only asaume the
values from 0-9, *hat they better repreaent ordinal <vel data. This
type of violation is probably not very aignificant and actually is
actually relatively common in psychological reaearch. However,
following Hays (1973), I will here caution that the ANOVA results may
not accurately reflect the magnitude of the differences between language
and/or stimulua tokens, but should tell us something about the quality
differences between them.
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Ordeting Paradoxes and Lexical Phoncbogy *

David Odden
The Ohio State University

L Mroduction

In this paper I consider a rule ordering paradox in Kimatuumbi, a Bantu language of Tanzunia. The paradox
In Kimatuumbi concerns two rules, Glide Formation and Lengthening, and their relative orderings at different
lexical levels. The paradox is that at level 2 the rule Glide Formation precedes Lengthening, brtat level 3 Glide
Formation follows Lengthening. The viciation of the antisymmetry of rule ordering is only apparent, and results
simply from viewing ordering relations between rules as conditions on the entirz set of rulesina grammar. There is
o paradox if rule ordering relations are a function of a particular phonséo_xcal level in the sense of the theory of
lexical phonoogy.

Talso suggest more generally that properties of rules ate susceptible to change at different lexical levels. The
properties subject to cross-stratal changes might be rule-ordering statements as in Kimatuumbi, or changes in the
class of input segments, or & change from obligatory to optional applxation. The proposal that the form of a rule is
not entirely fixed might be implemented by viewing the core of a rule as >+ing in a sense underspecified, and having
missing properties filled in at particular levels. One of the properties a rule will bave which is tied to particular
levels even in the current conception of grammatical organisation in lexical phonckogy is & specification of the levels
at which a ruleapplies.

Asa preliminary to arguing for crosedevel recrdering in Kimatuumbi, I will briefly consider the issue of
changes in the properties of rules between lexical levels. There are various cases in the literature where two
formally uncollapeible rules are, according to at least some people’s theoretical intuitions, one rule. Mcbanan (1982)
discusees two rules in Malayalam, n- deletion ilfustrated in (1) and nasal-deletion, iltustrated in (2).

(1) g/ ——[C s-deletion (Level 1)

asroogyam  ‘healtl’ an-aaroogyam il health’

aikyam ‘unity’ anaikyam ‘disunity’

sukham ‘happiness’ a-sukbam ‘unhappiness’

kramam ‘order’ akramam ‘disorder’

masal 4§/ e [ nesel-deletion (Level 2, 3)

[wrksam) [agram] + [wreksaagram) “Yree top' (level 2)
(maram) [kutira) + [mara(k)kutira) “wooden horse’ (level 2)

{sukbam) [dukXham) -+ [sukbadukkbam) ‘peasureand pain’  (level 3)
[sukham) fasukbam) -+ [sukhaasukkam) ‘bappiness and sorrow’ (level 3)

ERI

Aruitoxt provided by Eic:

A )



- 22 -

A number of dissimilarities between the two rules prevent them from being collapeed into one rule. The rule
a-deletion only applies to 8, only applies at level 1, and only applies before consopagts. The more general nasal
deletion rule applies at levels 2and 8, applies to all nasals, and applies whether a consonant follows or 3 vowel foliows.
With the usual assumptions about rule writing, these differences are sufficient to prohibit (1) and (2) from being
collapsed. However t.bmlelp;iyinzlthvdthndsiuunthllyw to the earlier rule, with certain focaland
environmental restrictions being dropped. Ignoring the question of & formal motation for leve-dependent conditions
on rules, a unified pule of nasal deletion in Malayalam might be writtenas in (3.

) +paml «+p/—]) O Level £ conditions present
¢+eoronald . Level 2, 3 not present

The meaning of the sngled brackets and level-conditions is simply that at level 1, the conditions on the rule enclosed
in angled brackets must be satisfied, while at levels 2a0d 3, the conditions are dropped. The reason why such a
collapeing is oot 90 immediately obvious is that neither of the two independent rules of nassl deletion is tremendously
compiex or unnatural, o there is ob aa overwhdming sense that s major generalization has been koot by bhaving
$wo unrelated nasa] deletion rules.

Another case of phonological rules exhibiting changing properties a ditferent phonological levels is Shona, which
has s number of tone rules which are functionally similar but which cannot be collapeed into a single rule due to
differences in morphobogical rule domain or mipor differences In the conditioning environment, or due o ordering

restrictions. In the analysis of Ocden (1961), Sbona bas 8 rumber of H tone lowering rues, given in (). /
) Rigthm: H +L/ H—H .
. [+prefix] .
Avsocislive Lowering: HeL/H—
[+ase0c)
Cltic Lowering: HoL/H#—
Sendhi Loverisg: HoL/Hig#) —##H

The common dlement in all of these rules is simply H lowers after H', with additional phonological and morphalogical
conditions being imposed op different manifestations cf the rule. Each of the rules in ) appliesat: uriicular
Jexical or posticxical domain, as indicated diacritically by the use of beundaries and morphokogical features. The
topa} grammar of Shona could be streanlined by treating some or all of these putatively separate lowering rules pot
a8 different rules but as the ssme rule, with different conditions imposed at various lexical strats. Similar analyses
may aliow the unification of the family of Greek vowd-deletion tules discussed by Kaisse (1986), or handie the

Jeve determined conditions on a-raising rule in Sekani discussed in Hargus (1985).

2 Kimalssmii Phonolosy

Let us pow turn to the argument for level-determined changes In rule order. First some information about the
morphology. Nouns appear in ape of 17 clasees, a sample of each class seen in(6)
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(6) Chs Noun Stem Gloss Prefix
1 mwadna -ana chid my-
2 badns -ana children ba-
3 nkGo'yyndo <yn'pyndo sieve my-
4 mikfoyyado  kyr'yyndo seves mj
§ likyr'yfinda Kkyo'yinds fikered beer IF
[] makfr'pinds  kyn'yfnda fikered beers ma-
7 kigbmé g6mé cassava (sp) ki-
8 igbmé omé cassavas (sp) Iy
9 changalfwe ~hangaliwe gravel (sg) [}

0 changaliwe ~changaliwe gravel (pl) [}

1 it | €0 rope -

12 kaladj i little bamboo 8-
13 tyladj Jafj little bamboos ty-

H“ bweémbe -eémbe flour by-
] pakigbmé «kjlg6ms at the cassava pa-
n kykigéms {kikgbms {0 the cassava ky-
18 mykjgémé {kikbms in the cassava ny-

. My assumptions about the morphology of these noun class prefixes are the following. At level 1, most o1 the
lexical noun class prefixes are affixed o stems — most, except the class § prefix i~ At level 2 the remaining lexical
prefix 4- is affixed, and at level 3, the locative prefixes are affixed. The ussignment of keative prefixes to level 3 is
well motivated oo morpbosyntactic and phonological grounds. The assumption that affixation of the class § prefix §-
occurs at level 2 explaina a number of anomalous phonclogical properties of this prefix, which acts as though it is not
present for & nut "ber of level 1 rules. Such rules inchide Post-Prefix H Tone Assignment (PPHTA) and Accent
Erasure. As seen in (6) PPHTA asigns a H to the first stem vows of & noun after a level 1 prefix such as ms, ks or
{y: hence PPHTA applies after most lexical dlass prefixes, but fails to apply after locative prefixes and also fails to
apply after the level 2 prefix §- (for furtber information sbout Kimatuumbi tone, see Odden (1982) and Kisseberth
and Odden (1980)). .

() sipitadlj ‘hospitaP (C1. 6) ma-s{pitadli ‘hospitals’ (C1. 8)
my-sipitaklj in the hospital kn-o{pitadlj ‘small hospital (C1. 12)
Ieipitadl ‘buge hospital (C18)  ty-ofpitadl; ‘small hospitals’ (C1. 13)

§-H/ — Poat Prefis H Tone Assiament (Level 1)

1
V+ VvV Vv

A second phondlogical argument for excluding §- from the set of regular noun class prefixes is the fact that it
undergoes Lengthening, one of tbe two rules which forms part of the ordering paradox. Regular noun class prefixes
do not undergo Lengthening.
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22 Glide Formation

Let us pow consider the rules involved in the paradox, beginning with Glide Formation. As the data in (7) sbow,
a prevocalic high vowd becomes a glide, with compensatory lengthening of the following vowd.

(N Mybanjy/ - Naanjf “irewood piece’ (Class 1)
[hi-6i/ - kyufif “trog’ (Cass 7)
Nietke/ - lyelke ‘storage structure’ (Clase 5)
Jroyitlletko/ ~+ mwijtbietko o the cooking pots’ (ocative)
/myaanji/ - mwaanjf o the firewood (locative)

This Giide Pormation rule appiies to the vowel of lexica! noun class prefixes, to the Jevel 2 prefix 4~ a0d the locative
prefixes. The high vowel of a verbal subject prefix or object prefix also undergoes Glide Formation.

(8) Myobnde/ - iwobnde ‘we sbould peel’ (b = 1p Sub)
htotnde] +ayoinde he should peel them’ (j = C1. 9 Ob)
Ieukiépyia/ - kykyetpya “oaveid it! (k] = C1.7 Ob))

. C2ide Pormation is formulated in (9), to detach a high vowe from the syllsbe nucleus, leaving behind a stranded
V node, which results in compensatory lengthening of the following vowel.

© vV Vv Glide Formalion

(+high]
There are a few restrictions oz () to be explained. First, Glide Formation does not apply between words.
(10) {Katf koymbwijke ‘the shoes {dll’ %lastw itvumbwiike
Iwfanjf alwd “shat firewood *jwian)w falwb

This restriction indicates that Glide Formation is a lexica! rule. The alternative woukd be to assume that Glide
Pormation is postiexical, but is ad boc restricted not to apply between words. This alternative can be ruled out
directly, by considering the remaining conditions on Giide Formation.

The second condition on (lide Formation is that it applies from kft to tight, and can pot apply to 2 kng vowel.
These conditions are ilustrated in (11), where the infinitive prefix ks- precedes the object prefix -{~ which precedes
the voweHinitial verb -elecvs.

{11) /kyileewa/ = kwjjeews Yo understand it’ (ky = Infis, | = C1.9.0b)

The Infinitive prefix vows glides, compensatorily lengt::ning the following vowel, The derived length on the prefix
- then prevents that prefix from gliding. The prohibition against long vowels undergoing glide formation isan
{nstance of the Linking Constraint (Hayes (1986)), which states that a rule which meations the linking of the CV tier
and the segrental tier must interpret those links as exhaustive. Since the prevocalic long vows §; iz 12) is linked to
two V's, not one, long vowels do not satisfy the structural description of Glide Formation.
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2) coyy cvy oV

v v i)
ky | e le ya

Right-to-eft application of Glide Formation would yield *kyyeflecws.

A third condition on (lide Formation isthat if any syllable precedes the focal high vowel, Glide Pormation i
optional. When preceded by the syllable of the infinitive prefix In (13), object prefixes optionatly undergo Giide
Formation. In contrast, word-initial prefixes must undergo the rule.

1) kykiandiln+  {opt) kykydandjia Ko write it!
*i-andjks » i) kyfandjka “to write i’
neaffeewite»  {opt) naayefeewite T understood it*

Now we turn to two arguments that Glide Formation has cyclic behavior, and is thus not postiexical. Recall
from (11) that in a string of level | prefixes, Qide Formation applies keft-to-right. Corsider the forms in (4) with a
locative prefix fallowed by vowe! initial noun ciass prefix, falowed by vowdl initia) noun root.

() (my[}aiK]) +.apyotif in the frog’
[kylbegf]] - kyyaki %o the cooking pots’

The vowels of the bocative prefixes ky- and my- and the noun class prefix { areall underlyingly prevocalic, at least
In the traditional sense of underlying, yet in (15) the noun class prefix vowel undergues Glide Formation, not the
keftmost prefix vowel. How thea do we explain the conteast in (i) between fmy-yi{/ which becomes mwiyf, and
fmupi-616/ which becomes mypsélé?

8) o [my[FGK]] - myyutis ‘in the frog’ (my- = loc, }- = Clase 8 noun)
b. [ myotf) -+ mwiil ‘you should pull it’ (my- = 27l Subj, }- = Class 8 Obj)

The relevant distinguishing feature is the difference in morphologice) structure. If Glide Formation is a Jexica!
rule applying at levels 1 through 3, then we would expect a pattern of cyclic bebavior, exactiy as we have here. At
level 1, Glide Formation applies in (15 ) to the only prevocalic bigh vowel, the class prefix vowsl -, and in (15 b.) the
rule applies to the leftanost prevocalic high vowel, the vowel y- of the subject prefix my- If at a later level a Jocative
prefix is added as it is in (18 o.), then Clide Pormation might in principle be reapplicable, - but in the present
instance, Glide Formation fails to apply to the locative prefix since i Is not fallowed by a vowel at that level of the
derivation. All we need to assume is that Glide Formation applies st muliple levels, in order $o get this cyclic effect.
I Qlide Formation is postiexical, then it should be bind to the difference between level | prefixes and kevel 3 prefixes,
and all vowel sequences would incorrectly be treated alike. Therefore, Glide Formation must be lexical,

There is 2 second argument for the cydicity and lexicality of Gide Formation. Recall from (13) that Glide
Formation was optional when preceded by any syllable in the word. But the data In (1) run afoul of that
generalisation, in that the medial syilables ly- et al. must undergo the rule.

(®) *pa|lydasjf)] » bli)  palwhanjp ‘at the firewood
Aoy (kY]] - Gbiig) mykyatf ‘on the family farn?

1t Gide Formation appies from inner levels out (i.e. is bexical), then the predicted results are the actual results.
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() . (iybanf) Onlyst from lewel 1 morphology
{twhanjfl Giide Formation {oblig)
(pa hrianj } Onipst from level § morphology
‘at firewood
b. [ady-€andijke) Ouipsd from level 1 morphology
[s-dp-dandjjke] Glide Formation (optional; not applied)
‘he wrote it’

The prefix ly- is encountered at level 1, and is ot preceded by any syllable at that kevel. Giide Formation must apply,

since the condition which allows options: application of Qlide Formation is oot present. At level 33 Jocative prefix is

added to the poun, but Glide Formation was previously required to apply at level 1. In contraat, when the high vowe

prefix is preceded by another syllabie st its own leve, as (17 b.), then the prefix Iy~ undergoes Glide Formation

optionally. .

In the two preceding arge:nents for the kexicalily of Qlide Formation, s patlern of cyde-ike behavior was

encountered. In the theory of lexkal phonclogy, thereare two sources of cycledike behavior. If & particular level ida
cydichvd,thantheontptﬂofudlmﬂdn(hllffmﬁonhmbmiﬂedtoﬂlﬂnmbn,bmeuch morphobogical

- process constitules a cyclic domain. The second source of cyclic behavior is the Interaction of levels s rule found at
two levels will exhibit cycic bebavior with respect to the domain defined by the morphology of different levels. The
cydlic bebavior found In Kimatuumbi is of the latter type, since it canpot be of the former type. Speeifically, if level 1
were a cyclic leve, sequences of prefixes affixed at the same level should exhibit the same type of cydlic pattern as

it ueql:melofpreﬂxu:mxeda.td':ﬂerentlevds.'l‘hﬁismﬂheun,u&hecontmhln(ﬁ)md(tl)dnw.

23. Lenglhening

Yow we Surn to Lengthening. The lengthening rule is s bit peculiar, in that it is not & stzikingly phonetically
motivated rule. The rule lengthens any vowelin & level 207 level 3 prefix which stands before a disyliabic poun ster
with short nuclel, The data in (18) show the ler;thening of underlying short vowels of the level 2 class § prefix if- and
the level 3 locative prefixes my-, po- and ky- before such nouns.

(18) myy<kfpe in the botile’ paachips ‘b tbe bottl'
lig<hgpe ‘huge botte’ kyyogli  “otberopes’

1 aseume tbe formulation of Lengthening given in (19).
19) V-VV/ n o o+mous]  Lengthening (L2~postiexical)
| | +stem
Ly vy
Stems with 3 or more syllables or stems with long vowels do oot condition Lengthening.
(20) roy-mbasngo in the cave’ pa-changaliwe  ‘at the grave?

Lengthening also operates as 2 sandhi rule between words.
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() /nsammwénjpfli/ -+  naammwénji pfi T saw the puff adder’
Malyombyys/ -+ balym mbyys Yhat is grandmother’

Lengtbening must be both lexical and postlexical, and when 1t applies lexically, it applies at levels 2and 3.
Lengthening does not apply to the level 1 poun chass prefixes, a8 seen in (22). There is nothing about the phondlogical
strocture of level ¢ prefixes which prevents them from lengthening ~ it is simply the fact that Lengthening does not
applyatievel 1,

(22) kidibe -+ *kjjlibe “hing* (QL.7)
bebmé -+ %lgbmb ‘casmavas’ (C1. 8)

I note in passing that the fallure of Lengthening to 8pply at level 1 refuies the Strong Domain Hypothesis (Kiparsky
(1984)), which states that a grammar may only stipulate where a rule ceases to apply, and that a rule is always
potentially appiical's at level 1. A similar counterexample to the Strong Domain Hypothesis was presented in
Hargus (1984).

Asa further resiriction on Lengthening, the rule does not apply toany prefix or word before CVCV
sdjectives, bence the restriction in (19) to nouns.

(28) my-njjaf -+ *myynjin| in the small (x)
aatwét] njjof =+ *atwétiinjinf ‘e took the small (x)’

Lastly, Lengthening does not apply before disyliabic nouns which are composed of a CV class prefix and a CV stem.
Thus, Lengthening applies only before a disyllabic stem, hence the restriction in (19) to atema,

(20) mykikg -+ *myykikg in the navel’ (C1. 7)
24. Ti: Paredos

Finally we come to the ordering of Glide Formation and Lengtbening, and the ordering paradox. Glide
Pormation and Lengthening necessarily conflick Glide Formation eannot apply to long vowels, and Lengthening does
tot appy o glides. Looking at the forms in (26) where both Glide Formation and Lengthening could apply, we see
that when the level 2 prefix - precedes 8 VCV stem, Glide Formation wins ou over Lengibening.

(28 Uilows]) = lyoows ‘beehive’ (Clase 5)
[ilsk)] -+ lysats ‘buge banana hand’ (Class 8)*

Had Lengthing applied first, Giide Formation could not have applied, since long vowels can rot glide, and we would
bave derived incorrect *ijsét, Therefore Glide Formation precedes Lengthening, at least at level 2. Now consider the
interaction of Qlide Formation and Lengthening at level 3. Here the paradox surfaces. The data in (26) show that
when the locative prefixes by- and my- precede a vowebinitial disyllabic noun, one with no noun-class prefix such as
oté, then Lengtbening wins out over Glide Formation.
) [mylate]) + mypats i the banana hands’
(mylf6]] =  mypylgs n the gizzard

\
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. Emmanuel Manday, from whom these data were collected. The transcription of Kimatuumbi is straightforward,
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1s Glide Formtion before Lengthening, and the level 8 ordering of these two ruksis Lengthening before Qlide
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1f Glide Formation applied before Lengtbening in {26) incorrect forma like *muasit would be generated. Thus
Lengthening precedes Glide Formation. But we bave also seen that Gide Formation precedes Lengthening in the
case of the level 2 nrefix i~

1 is apparent tha  some type of ordering paradox is at band; Glide Formation must precede Lengtbening, but it
must also follow Lengtening. Yet there is 0o paradox at all, that is no vidation of the assumption of anvisymmetry
in rule ordering it we modify our conception o(thenyorderingmumenuuebuﬂtintotheﬂwwoh
mmumhdolbdu:pmpe:tyolﬂ:ﬂnmbnulwble,weuumthutheordarohmleiuproperty
of ﬁewhﬁbﬂﬁﬁemwmmhﬁunhvebuy that the level 1 phonology contains the
rule Glide Formation and not Lengthening, we also say that the level 2 ordering of Glide Formation and Lengthening

Pormation.
Noles

*  An esrlier version of this papcr was presented at the 1985 Winter LSA Meeting in Seattle. ] woukd like to thank
except that &' represerts  and { and ¥ represent high tense vowels, which contrast with mid tense vowels
transeribed asi snd sand with mid/low lax vowels transcribed aseand o,
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The Slovenian Orphan Accusative, Component Interfaces,

And Covert Crammatical Categories

Arnold M. Iwicky

Ohio State University and Stanford University

f+ The Slovenian Qrphan Accusative

Perlautter and Ore¥nik (1973; hereafter P&0) observe that Slovenian
exhibits all of the syntactic phenomena in (1) through (5), and they propose
that these generalizations are nearly sufficient to explain the appearance in
the language of a surprising construction they call the Orphan Accusative
(OrphACC)., The additional assumption needed to predict the DrphACC, in P&D's
account, is rule ordering. In the remainder of this section I will illustrate
the OrphACC and sketch P&D°‘s analysis, which is couched in transformational
teras. In the next section I observe that this analysis has several
unfortunate properties, but that they vanish wien the analysis is recast in
nontransforsational teras. However, the involveaent of the gramsatical
feature of animacy in these phenosena turns out to be problematic., In
sections 3-5 I shift from Slovenian to Russian and discuss the analytical and
theoretical issues that arise there froa the interactions of case, gender,
nuaber, and animacy.

(1} The ACC form of the MASC 56 is identical to the GEN fara for
+AN (animate) Ns, to the NOM fora for -AN (inanimate) Ns; FEM S6
Ns have distinct NOM, ACC, and GEN foras.

(2} Modifiers - in particular, adjectives and deterainers - agree with
their head Ns in GEND, CASE, and NUNM. :

(3) A definite pronoun can serve as an NP marking identity of sense as
well as identity of reference.

(4) A definite pronoun cannot serve as a modified N aarking identity of
sense, however; instead the N slot is eapty when there are
aodifiers.

(5) All definite pronouns, regardless of their reference, are
grasmatically +AN; in this respect they are like certain
referentially inanimate nouns that are graamatically +AN,
like as ‘ace’,

Consider what happens when we construct a NP containing both an
adjectival modifier and an identity-of-sense anaphor referring back to sose
earlier ACC S6 N. According to (3) the anaphor can be a definite pronoun, and
according to (5) such a pronoun will be +AN, but according to (4) it will not
be realized phonologically. As for the sodifier, what the remaining
principles, (1) and (2), predict will depend on the GEND and AN values of the
pronoun. If the pronoun is FEM, then (1) says it has a distinct ACC S6 fora,
and (2) says that the sodifier has the agreeing features CASE:ACC, GENDiFEM,
and NUM:S6; thes» predictions are verified in (4c).
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(6) -AN FEM ajda ‘buckwheat’:

a. Katero ajdo hofete? ‘Which buckwheat do you want?’
b. HoFea navadno ajdo. ‘I want ordinary buckwheat.’
c. HoFea navadno. ‘I want ordinary.

*. the pronoun is MASC, however, then /1) says that (since the pronoun is
+AN, even for an inaniaate referent) its fora is GEN 56, and (2) says that the
aodifier has the agreeing features CASE:GEN, GEND:MASC, and NUM:S63 these
predictions are verified in (7d), which contrasts with the ungramaatical (7c)
- though (7c) is what we would expect froa siapleaindedly solving the
analogical equation (6b) 3 (éc) = (7b) X

(7) -AN MASC jelmen ‘barley’:
a. Kateri jeEmen hofete? ‘Which barley do you want?’
b. Hofea navaden jefmen. 'l want ordinary barley.’
.c. #Hoea navaden. ‘I want ordinary (=NOM),’
d. Hofea navadnega. ‘'l want ordinary (=6EN).’

’

It is the fora in (7d) that P&D identify as the OrphACC: a MASC (but not
FEM) S6 modifier in the ACC (but not any other) case which is ‘orphaned’ -
that is, which is in combination with an eapty N - and so has a special form,
identical to the GEN. P40’s account of the OrphACC, which 1 have sketched
informally above, depends not only on having the principles (1)-(8) in
Slovenian, but also on several assuaptions about the interactions among these
principles, assumptions that were only implicit in ay sketch, P40, however,
are quite explicit about these interactions. They assuae three ordered
transforeations, which 1 paraphrase in (8): Pronoainalization, corresponding
to principle (3) but also incorporating a call on the lexicon, where P&D
apparently assume principles (1), ACC Prediction, and (5), Animacy Pradiction,
apply; Agreeament, corresponding to principle (2); and Pronoun Deletion,
corresponding to principle (4). That is, pronouns are introduced as
replaceaents for nominal constituents, and Agreeaent is deterained with
respect to these pronouns rather than the NPs th.l replace; having done their
work with respect to Agreeaent, the pronouns are hen deleted.

(8) Pronominalization. A nominal constituent identical in sense to an
antecedent constituent is replaced by a definite pronoun.
Agreeament. A modifier agrees with its sister noainal constituent.
Pronogn Deletion. A definite pronoun is deleted when it is
modified. .

2, Cosponent interfaces !

PLO's analysis predicts the OrphACC very nicely, but it has four aspects
that are, to ay aind at least, unsatisfactory. First, it seeas to be
intractably transformationalj a nontransformational alternative is to be
preferred if at all possible. Second, it posits a rule replacing anaphoric
$ull NPs by pronouns, a step that is not easy to aotivate even in
transformational frameworks, Third, it relies on parochial (that is,
language-particular) rule ordering; interactions predicted on universal
principles are to be preferred wherever possible. Fourth, these parochial
rule orderings include the stipulation that lexical insertion precedes
Agreement: ‘We are now proposing that the Orphan Accusative arises froa the
application of the rule of Concord at the stage of derivations at which the
underlying head noun has been replaced by a pronoun. ' (PkD: 427)
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Ordering lexical insertion before the syntactic rule of Agreesent 15 a
particularly bad move, since lexical insertion (at least as P%0 sees to
understand it) makes available the full set of properties of lexical iteas:
the values of features like AN, the choice of declensional paradigs,
presusably even the constituent sorpheses within the itea and its phonological
properties. That is, this part of the analysis sakes it impossible to
saintain sharp interfaces between the cosponents of syntax, sorphology, and
phonology; but see Zwicky and Pullus (1984) and references therein for
arguaents that the autonosy of cosponents should be saintained if at all
possible. [If the cosponent boundary can be breached in this instance, then
what sorts of interactions between syntax on the one hand and sorphology and
phonology on the other are excluded?

Fortunately, P40's analysis of Slovenian can be translated into one that
is free of the unsatisfactory aspects of the original - indeed, one that is
fully consistent with the phrase structure frasework of generalized phrase
structure grassar (6PS6; see Gazdar et al. 1985). In such a frasework there is
no rule of Pronosinalization; rather, pronouns are distributed freely in
syntactic structures, subject only to local restrictions on their occurrence
(and of course to a nonsyntactic requireaent, that they sust be sesantically
interpretable). Asong the pronouns of Slovenian is an espty N, which I will
assuse has the features N[+PRO, +DEC, +NULL]. This is no analytic innovation,
since eapty constituents of several types are now assused in virtually all
fraseworks for syntactic description, including 6P56. There is then no Pronoun
Deletion rule, but only principles distributing values of the feature NULL
within branchings; one such principle disallows nosinal constructs consisting
of a [-NULL) modifier and a [+NULL) head.

The two aspects of their analysis that P&0 treat as specifically lexical
= ACC Prediction and Anisacy Prediction ~ will be treated instead as syntactic
principles, deteraining the values of CASE and AN, respectively, within a
category on the basis of other features in that category (as Feature
Co-occurrence Restrictions or Feature Specification Defaults, in the
tersinology of Gazdar et al. 1985), In particular, Anisacy Prediction will
require that an N with the features [+PRO, +DEF) also has the feature [+AND,

3. Covert gramsatical categories 1

The Slovenian analysis is still not trouble-free, however, since a fanily
of probleas surrounds the forsulation of ACC Predictinn, Thus far I have
provided only inforsal characterizations of this prauciple, characterizations
in which the FEM ACC, the MASC ‘anisate ACC’ that is identical in fora to the
GEN, and the NASC ‘inanisate ACC’ that is identical in fora to the NOM are
systesatically treated both as instances of a single graasatical category
(ACC) and also as instances of three distinct grassatical categories (ACC,
GEN, NOM). I will arque that the correct analysis does, in effect, have 1t
both ways, but it is clear that in a nontransforeational frasework we cannot
literally assume that an ‘animate accusative’ has both the feature CASE:ACC
and the feature CASE:GEN in its syntactic description, for that would be
contradictory. I have elsewhere (in Iwicky 1984b) arqued that sultiple
feature sarking should be countenanced in syntactic theory - but for the
purpose of distinguishing inherent features froa those isposed by rules of
agreesent or governsent, or of distinguishing impositions arising froa
different sources, and I cannot see that these proposals are applicable in the
instance at hand.

I will begin, then, by considering analyses that choose one or the other
of these fealure assignaents in the syntax. My discussion will use data fros
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standard Russian rather than Slovenian (siaply because 1 aa aore familiar with
Russian), but the smain points are coaaon to aost, if not all, of the asodern
Slavic languages.

First, however, sose theoretical preliminaries. The feature AN is
centrally involved in the discussion of sections 4 and S. And it is iaportant
that AN is a covert grammatical category in Russian, like CT (count versus .
aass), HUM (human versus nonhuman), DEF, WH, and TR (transitive versus
intransitive) in English. What these features share is a morphological
property, the fact that they are not inflectional, in a technical sense of
that word: no inflectional rules (of the sort in Iwicky 1985a) provide
exponents for thea. In this regard they are unlike overt grassatical
categories (for instance, CASE and NUM in Russian and English). Covert
categories are conveyed by wholesale distinctions between lexical iteas (the
versus 3 in English) or sometiaes by derivational aorphology (as when
derivation provides +TR verbs corresponding to -TRs, or vice versa), and of
course they are distinguishable via their different cooccurrence possibilities
(as when S6 +CT Ns require an.article in English while S6 ~CT Ns can occur ;
without ane). But no rule of inflectional asorphology provides an exponent for |
a covert category.

Within the frasework of G6PSG, overt categories in a language are head, :
features in that language, subject to the Head Feature Convention (HFC)j that -
is, the default is for the head constituent of a construct and the construct
itself to share their values for such features., Covert categories in a
language, I should like to claia, are never head features (though they can be
6PS6 foot features); this restriction on the role of covert categories in a
grassar is siailar in spirit to the prohibition in Zwicky (1984b: sec 4.3, :
citing Cooper 1984) against having vgilent features’ distributed by the HFC., =
In any event, one iamportant consequence of the restriction is that covert
categories cannot participate in graasatical agreesent, since the Control i
Agreeaent Principle (CAP) of BPSB, which requires that certain sister :
constituents share their feature values, applies only to a subset of the head
features in a language. -

(1 aust stress here that which categories are overt and which covert is a
parochial matter. Chinese has no overt categories at ally (sex) GEND is
covert in English but overt in Russian and asany other European languages; AN,
HUM, and CT are covert in English and Russian but overt in Swahili and amany
other Bantu languages; and so on.)

But why should I want to exclude covert categories, like AN in Russian,
froa the set of head features and so exespt thea froa the HFC and the CAP?
Because I hope to constrain the $eature-sanipulating mechanisas of 6P56. The
CAP and HFC together can have the effect of ‘spreading’ feature values
throughout trees, both horizontally and veriically, froa one branching to
another, whereas the Foot Feature Principle (the only coaparable aechanisa for
foot features) is auch more restricted in its effects, being essentially
capable only of spreading a feature value down froa the category in which it
is introduced by rule.

Now the cosbined power of the HFC and CAP is desonstrably needed for
standard exaaples of gramsatical agreeaent (to link the head N of the subject
to the head V of the predicate, for instance), but in the absence of
coapelling evidence this power should not be extended beyona its traditional
domain, where only inflectional feature values - that is to say, overt \
categories ~ are spr2ad. Otherwise, we predict the possibility of syntactic
dependencies of all sorts between widely separated wordsj the appearance of a ‘
particular head N in the subject (say, kangarpo or sugar, but not penguin or °
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salt) aight require that the head v belong to a particular conjugational class
(say, the class with ~en past participles, so that break and speak would be
peraitted Vs, but not jump or sleep). Such dependencies are logically
possible, but I do not believe they occur.

4. Cosponent interfaces I1

On to the facts of Russian, The ACC case is standardly described as
occurring in a nuaber of distinct syntactic constructions in the language; the
list in (9) is extracted from Maltzoff (1934: 64-9), | assuae here, without
arguaent, that the sorphological feature of CASE is assigned in two steps,
sketched in (10} and (11); (10) assigns the 6R (grasmatical relation) po
(direct object) as a default (other rules will assign other 6Rs in more
specific contexts), and (11) assigns ACC as the default CASE for DOs (other
rules will assign other cases, in particular 6EN). Values of CASE are spread
to aodifiers as in (12).

(9) a. Direct objects of -zast Vs
b. Objects of aar, Ps, including several that govern
ACC tn motional senses, PREP in locational senses
€. Objects of the A ¥al’ ‘he sorry for’
d. Bare NP expressions of extent (in tise, distance, price, weight)

(10)  The default value of 6R for an NP daughter of VP or PP is DO,
(11) The default value of CASE for NPCBR:DOJ is ACC.

(12) The CAP (together with the HFC) requires that aodifiers ghare
the values of CASE, 6END, and NUM with their head Ns.

(13) a. The ACC MASC S6 form = the GEN fora for +AN Ns
b. the NOM fora for ~AN Ns
€. The ACC NEUT S6 fora = the NOM fora
d. FEM S6 Ns have distinct NOM, ACC, and GEN foras
e The ACC PL form = the GEN form for +AN Ns
f. the NOM fora for -AN Ns

The question is now how the ACC Prediction facts, sumaarized i1n (13),
should be incorporated into a syntactic description of Russian, I begin with
the approach outlined in (14), which takes quite literally the claias 1n (13)
that particular foras are identical to gne another and so uses, in (14b), -
sechanisk of morphological description - the rule of referral, developed ..
Iwicky (1985a, b) = rather than syntactic sechanisas beyond (10)-(12), On this
analysis, the ACC S6 modifiers starogo and staroe in (15) have the foras they
do because their head Ns have foras i1dentical to the GEN and NONM,
respectively,

(14) ACC Prediction is entirely a matter of sorphological rules, which
refer some realizations of ACC to NOM or GEN.
d. CASEIACC is deteramined as in (11).
b. The realization of GEND:MASC and NUMiS6 for CASE:ACC is
referred tu CASE:6EN for +AN Ns, to CASE:NON for -A Ns,
€. Modifiers agree with the categories that are sorphologically
realized on their head Ns,
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(15) +AN MASC ‘old cat’  -AN MASC fold table’ R
. NOM  starij kot staroe stol |
: ACC  starogo kota staroe stol
GEN starogo kota starogo stola

The analysis in (14) is a disaster froa the theoretical point of view. w
Once again, the boundary between syntax and sorphology would be breached. To
get the right interaction between (14b) and (14c), with morphological
realization preceding Agreeaent, either sorphological realization aust take |
place in the syntactic component, or Agreesent amust take place in the )
sorphological component, or else the components as wholes aust interact in W
exactly the opposite way froa the one ordinarily assumed (in which syntactic
rules are blind to the morphological composition of words, while sorphological
rules can be conditional on features distributed by syntactic rules).

Fortunately for component interfacas, (14) is siaply wrong on factual
grounds. There are clear instances of referral rules for Russian Ns, and in
general these rules have no consequences whatsoever for the foras modifiers
taka. Thus FEM Ns ending in palatalized consonants have an ACC fora that
‘coincides with’ the NOM (as Maltzoff (1984 35) so carefully phrases it), but
their modifiers nevertheless distinguish between ACC_ and NOM, as in the left .
coluan of (1é). And MASC Ns ending in & have the declensional foras of the |
corresponding FEMs, including an ACC S6 distinct from the NOM and GEN, but (as:
Klanin (19831 9) observes) their modifiers neverthel ess have syncretic i
realization, as in the right coluan of (16), It is also true that indeclinabla’
Ns nevertheless have modifiers with full sets of declensional foras (as in thn;
aiddle coluan of (1)), rather than an invariable fora, as (15) would lead us-

. to expect. .

)

. (16) FEM ‘old mother’ +AN MASC ‘old attach®’ +AN MASC ‘old uncle’
NOM  staraja mat’ starij attate starij djadja
ACC  staruju mat’ starogo attale starogo djadju
GEN  staroj materi starogo attale starogo djadi

A variant of the analysis in (14) that requires no extraordinary
coaponent interfaces can be frimed along the lines in (17). This approach
allows a description or the facts in the first two coluans of (16) - mat’ can
have tha value NOM (when its GR is SU) or the value ACC (when its GR is DO) in;
the syntax, and attale can have the full range of CASE values in the syntax -
but it founders on the right coluan, sinca a DO djadj- aust receive the value *
ACC (so that its morphological realization can be distinct from the NOM and
GEN) while its modifiers aust receive the value GEN (because of their
sorphological realizations), thus contradicting the requireaents of Agreamant.

(17) ACC Prediction is managed by syntactic rules distributing the values
NOM, ACC, and GEN for CASE for 6R:1DO NPs. ¢

a. As in (11), except Lhat some Ns {according to their valuas of

GEND and AN) require the values NOM or GEN for CASE, rather
than ACC. .

b. As in (12).

Ce HoE%hological foras ara chosen on the basis of the values of |

SE. -

5. Coyert grasmatical categories 1l :

1 conclude that the correct account of ACC Prediction ix Russian is aora.
, abstract than the ones in (14) and (17), which eabody versions of the claia

{
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that the CASE you see is the CASE you get. tLonsider instead the approach in
(18), which uses a (more sorphological) feature DECL distinct fros a (more
syntactic) feature CASE. Forms ]ike starogo djadju are no probles in this sort
of analysis. Both head and eodifier are CASE;ACC and (because the N is
GENDSsMASC and +AN) DECL:2. The N djadj- belongs to a sorphologically
exceptional subclass of Ns whose declensional fores are referred te the FEM,
while the A star- shows the default sorphological foras for a word of DECL:2,
including the referral of the ACC to the GEN. In a variant of this approach,
outlined in (19), the feature AN is appealed to directly.

(1B) ACC Prediction is sanaged by syntact.c rules distributing a (purely

sorphological) feature DECL of declension class.

a. As in (11), with other syntactic rules detersining the values
DECL:1/2/3 on Ns according to their values of GEND and AN.

be As in (12), except that sodifiers also share the values of
DECL on N.

c. Morphological forms are chosen on the basis of the values of
DECL.

(19) A4CC Prediction is managed by syntactic rules distributing values of
the (covert category) feature AN.
a. As in {11),
b. As in (12), except that modifiers also share the values of AN
on N,
c. Horphological forms are chosen on the basis of the values of

From the theoretical point of view, both (18) and (19) are suspect,
because they use the CAP and HFC to spread the covert categories DECL and AN,
respectively - just the sort of use of noninflectional features that I spoke
against in section 3. (Note that DECL, despite its name, is not inflectional
in the technical sense; it conditions the choice of inflectional rules, but
itself has no inflectional exponent.)

There are espirical probless as well, resulting from the fact that in
these analyses genitive and animate accusative Ns do not constitute a natural
syntactic class, but are related to one another only in the morphology. As it
happens, however, there is at least one place in Russian syntax where
(CASEsACC, GENDsMASC, +AN) groups with (CASE$GEN) and the other oblique cases
(DAT, PREP, INSTR), as against the direct cases CCASEsNOM), (CASEsACC,
GEND:NEUT), [CASEsACC, GENDsFEM), angd (CASE3ACC, GEND:MASC, -AN1: The cardinal
nuaber words ‘two’ through ‘four’ govern CASEsGEN and NUM:SE within NPs in
direct cases, but within NPs in oblique cases they agree in CASE and NUM:PL
with their heads (see Iwicky (1985b: sec &.3) for a GPS6 treatsent of these
and related facts). As a result, 'thres cats' looks throughly PL (as well as
genitive) in the ACC, while ‘three tables’ has a clearly SG head in the ACC,
as in (20), But to state the generalization about CASE and NUM governsent with
cardinal nusber words, we need to treat the syncretic ACCs that look like GENs
as forming a class with the true GENs, which is not possible with the
azsignsent of features used in (18) or (19).

(20) NOM tri kota ‘three cats’ tri stola ‘three tables’
ACC trjox kotov tri stola
G6EN trjox kotov trjox stolov

Clearly we need to have it both ways. In somse ways NASC S6 ACCs are
distinct from GENs and NOMs, but in other ways the +AN ones are the same as
GENs {and the -AN ones the same as NOMs). I propose to treat these
cross-cuting assignments of forms to classes in the syntax as exactly parallel

O
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to cross-cutting assignaents of segaents to classes in phonology., That is, I
will decompose the values of the feature CASE into sets of features, thus
splitting ACC into several subCASEs.

As a formal move, this has all the advantages of the analysis in (18)
using the feature DECL, but does not involve spreading a covert category and
peraits the direct/oblique distinction to be made fairly siamply (as in (23)
below). The proposal is _utlined in (21), and the roles played by the new
features, X and Y, are specified by the rules in {22); note that (22c) says
that the value of Y is closely related to, but not identical to, the value of
AN. The rules in (22), together with the morphological defaults in (21c),
correctly describe all of the facts about ACC Prediction listed earlier in
(13).

(21) ACC Prediction is sanaged by syntactic rules deteraining the values
of X and Y in CASE of NICASE:(ACC)] according to the N's
values of GEND and AN; see (22).

The default value of CASE for NPLER:iDO1 is (ACC); there are
three subCASEs, (ACC, +X, -Y), {ACC, -X, +V}, and
(ACC, -X, -Y}.

A=z in (12).

Morphclogically, the defaults are for the first of these
subCASEs to be realized via the distinctly ACC foras,
the second by referral to 6EN, and the third by referral
to NOM.

14 N is NUM:1SE, EENDINEUT, CASE:{ACC},
then it is CASE1(-X, -Y}.
1¢ N is NUM:1GG, GENDsFEM, CASE:(ACC},
then it is CASE:(+X, -V},
The default is for ®AN, CASE:{ACC} N to be CASE:(-X, @Y.

(23) direct CASEs arc NOM and {ACC, -Y); all others are oblique.

The decomposition of CASEs into features, which plays such an isportant

role in ay analysis, is no cheap forsal trick. Such a decomposition is called:,

for in a large nuaber of other instances. It is, 1 believe, the appropriate
aechanisa for stating that in Russian the prepositions alluded to in (9b)
govern either ACC or PREP, depending on their weaningj syntactically, ACC and!
PREP should share a feature (call it +SPAT), so that the rule in question
stipulates that objects of these prepositions are +SPAT, the objects of other
prepositions being specified CASE: (+SPAT, +ACC) or CASE:(+SPAT, -ACC) or soae

other CASE entirely. Presusmably, decoaposition of CASE is also an appropriate:

aethod for dividing the CASEs of Russian into a direct and an oblique subset,,
+0BL being the default value of the feature in question, .

" Feature decoaposition of CASE is also the natural way to describe the
margina: or sporadic CASEs of aany languages, for instance, PART and LOC in

Russian and what I will call 1GEN in English. Russian PART is a special set of

foras usod with partitive aeaning, and it is available only for certain MASC
nouns; otherwise GEN is used for partitives (Maltzoff 1984: 284), Russian LOC
is a special set of foras used with locational aeaning, and it is available
only for certain MASC nouns serving as objects of the two prepositions v and
na; otherwise PREP is used for locationals (Maltzo#¢ 1984; 30f). English IGEN
is a special set of foras used with predicate possessives and possessive
objects of the preposition of (Ihis book is mine, 3 book of sine), and it is
available only for the personal pronouns; otherwise GEN is used for
possessives. In each such instance, we can sa¥ that the marginal CASE shares
one feature .with its default counterpart but differs from it on another
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feature: CASE:PART = CASE:{+GEN, +PART)}, CASE:GEN = CASE: ¢+GEN, -PART}, for
instance. Then if rules for the default CASE are stated in teras of the
shared feature they will cover the marginal CASE as well, unless there is a
stipulation specifically to the contrary.

6. Concluding ramarks

To sum up:s %y proposal treats what are sonztimes, rather awkwardly,
called the tanimate accusative’ and ‘inanimate accusative’ of Russian,
Slovenian, and other Slavic languages (as opposed to the plain ‘accusative’
exhibited by FEM S6 Ns) as subCASEs of ACC, a move with parallels elsewhers 1n
Russian and in many other languages. The analysis outlined in (21)-(23) then
describes the facts of Russian without violating strong universal hypotheses
" .about the interfacing of grammatical components and about the role of covert
granmatical categories in syntactic rules.

One lesson to be drawn from this discussion is that we sust insist as
auch as possible on having precise stateaents of grammatical rules, located
within an explicit fra-enorf of assumptions. Truly formidable analytic
probleas, as well as central issues of theory, may lie concealed within
informal statesents like the Slovenian ACC Prediction rule in (1} or its amore
detailed Russian counterpart in (13). And traditional scholarship aay give
little hint of these complexities: ‘It is a curious fact that questions of
gramsatical agreement which often baffle the non-native speaker tend to be
treated in an offhand manner in Russian grammars and have not attracted much
scholarly attention to date.” (Crockett 1974: 1)

Another lesson is that it is easy to underestimate the extent of
gramsaticization in particular languages, and indeed in Language. The first
analyses I considered for Russian were attractive largely because they
eabodied the principle that the CASE you see is.the CASE you get, a principle
that directly reflects the central sound~aeaning function of systeas of
‘agreeaent, according to which phonological identity signals grammatical
relationship. It might oe that systeas of agreeaent arise, both
diachronically and ontogenetically, to serve this function directly. But it
seeas that they becose grammaticized, indeed syntactified, with lightning .
speed. Despite occasional appearances to the contrary, agreement systeas do
not seea to involve phonological or norphological copying, but instead are
universally matters of syntactic feature sharing ~ a position that is in fact
assuaed without argument in the thoughtful crosslinguistic survey of agreeaent
‘phenosena by Moravesik (1978).

The evidence from Slavic suggests that fairly complex systeas of
grammatical agrezment can be reaar .ably stable, once established through the
side-effects of phonological change, through language contact, or whatever. 1
will not speculate on the hi~torical origins of ACC Prediction in Slavic, a
topic with a rich literature of its own. What is important here is that the
outcome of these events is a synchronic systes that aight be to some degree
narked but (like the other complex agreeaent systeas discussed by Pullua
(1984)) is nevertheless fully consistent with the requiresents of universal
gramaar - which is to say that the system provides an excellent place in which
‘to explore the consequences of particular theoretical hypotheses, such as
those concerning component interfaces, covert grammatical categories, and the
internal structure of syntactic features like CASE.
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Paraseters and sarkedness in the
acauisition of syntax.

6.Drachsan,
University of Salzburg.

Assuse to begin with that every elesent of a sentence sust be accounted
v for (the 'full interpretation’ of Chossky 1984) or licensed, in acquisition as
in the end-state grassar.

N Assuse secondly that a gramsar is not a set of rules, but rather a set of
" Just such licensing principles, again in acquisition as in the end-state. Sose
" exasples of principles in this sense are:

) The Projection Principle Theta Theory

! X-Bar theory Control theory
Sovernsent theory Case theory
Binding theory Subjacency.

Assuse thirdly that all principles are, at least outside phylogeny,
ispenetrable, i.e., not influencable fros the ocutside (cf. Pylyshyn 1980, the
* notion ’autonosy’ in Choasky generally, and its generalisation in Fodor 1983.

Assuse finally that, although the principles are ’ispenetrable’ as such,
‘certain of these principles have paraseters of variation associated with thea,
again at each stage of acquisition.

Note that while a piraseter sight becose frozen intc a principle in the
_ developsent of the species (the phylogenetic question), we do not suppose
that a principle as such say becuse subject to variation; e.q., we don’t
expect variants of the Projection Principle or c-cosmand to arise through
historical change -- though see Section 4.4 for doubts.

Sose examples of paraseters ares

Order of Head-Cunpleleng structures
Adjacency-strength, for governgent
What qualifies as a proper governor wrt Extraction fros
Subject position?
Bounding Nades, for Subjacency
Whether S’ Pied-Pipes or not (Gersan & English, vs.Dutch)
Whether INFL is in S (English) or VP (Sersan)
Whether Lx has an cpaque or a transparent VP (for Theta-Binding)
Whether the R (the atfix-hopping) rule applies optionally in
the syntax, or only in the P-cospaonent.

Our principled goal is now that, if we activated a process called ’Do
anything teo (e.q., Insert, delete, coindex, substitute or adjoin) any
constituent’, the Principles and Parageter-settings should exclude all illicit
output~-sentences, lanquage for language.

-39-
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2.1, The two kinds of paraseter.

A paraseter is a disension of & principle for which overt evidence is
available, and on shich there aight therefore be variation. And we expect a
paraseter to have soae default (or, unaearked) value.

Yet soae paraaeters (e.g., Head-Coaplesent direction) have no default
value. We assuae that, unless indeed these prove ts be coaplexes of sore
than one paraseter, such paraseters are *open’; and the choice between
alternative 'values’ (rather than 'plus vs. ainus’) is language-spec. fic,

Conversely, the principle behind a paraaeter itself is as I said
‘japenetrable’ in the sense intended, and can undergo no variation. 0f course,
the best way to view this distinction is in terms of ’natural laws' (for the
principles) and ’'conventions’ (for the paraaeters).

2.2, MAssigning paraseters to their types.

We turn now to the question, which of the putative paraseters of graasar
are of which type, noting first that paraeseters naturally involve very diverse
saterial: thus (e.q.,) some parameters delieit Categories (Categories for Wh~

. aoveaent, the dosain of V-max), others have to do with orientation

: (directionality of guvernsent or Theta-role assignaent) or adjacency
(strictness of adjacency for Case-assignaent), and yet others have to do with
rule-application levels (Wh-aovement, Choasky’s 1981 R-rule). Take a few
clear cases first.

Which parameters have default settings that say have to be adjusted?
Candidztes here are Bounding nodes for Subjacency ; here we sight have an
exapple of ’the value on a default paraseter’ being identified by a set, say
NP and § (though cf below Sec.D.2.1), Also, there is adjacency for
governsent/Case assignaent (whose default value is 'strict’ adjacency); and
whether Prepositions govern structurally like verbs or not (here the default
value is probably that they do not).

1

- Candidates for truly *open’ paraaeters sight be:

. Directionality of Head+Coaplesents

Which saxieal projections undergo alpha-sovement

Whether Wh-sovesent obtains in the syntax or only at LF
Whether the R-rule applies in the syntax or only at PF
Whether Lx has Subject clitics or not.

Conversely, to recapitulate, candidates for 'true universals’ (our
*principles’) are c-cocaand, Subjacency as i principle of locality, the
Binding principles, Hay’s 1977 @-rule for adjunction in LF, the Theta
Criterion, and the Extended Projection Principle.

2.3, General on Triggers,

2.3.1, Definition.

.

The principles of gracmar are absolute, as we saw; but their
dependencies, the default and the open paraseters, we defined as sensitive to

»
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the environing language. A trigger in gramaar developaent 15 a stiaulus
(group) (3) activating a scheama (principle) or (b) setting the value .PA
of 2 parameter. Under (b), a trigger thus allows for either the setting of an
open parameter, or the changing or re-setting of a dofault parameter. Of
coGrse, these processes are covert and subsumable under Piercean ’abduction’.

2,3.2. Simplicity?

How simple (conversely, coaplex) can a trigger be? And on the other hand,
how complex & pattern of elements-in-schemata or constraints can a single
perhaps very simple trigger release?

In ethology, a trigger a3y be very simple; eg., 1n the case of birds the
iaprinting trigger is the first aoving object seen after hatching. On the
other hand, a complex sequence of stimuli and events sust obtain before the
triple-spined stickleback will lay her eggs.

So far as language developaent is concerned, Choasky 1982 gives an example
of what seeas 2 very siaple trigger. He says ’,.if children get information
that something is a reciprocal then that ought to put into play a whole range
of constraints as to whether and how it can be interpreted and construed’.

Notice that Choamsky is in effect defending a kind of a 'single-trigger’ or
'unified onset’ account of the activation of Binding Theory (the relevant
constraint here) against Matthei’s 1979 clain of pieceseal developaent. The
whole Binding complex, then, depends for Choamsky on as simple 2 trigger as
possible.

And we aust perhaps talk, further, of indirect triggering: thus the

presence of an otherwise unjustified Resuaptive Pronoun in nursery-sentences
such as:

’Rho you you believe the story that he killed the dragon?’
'®ho do you wonder why he killed the dragon?’

in serving to circumvent Subjacency, automatically also triggers the
appropriate Bounding nodes.

2.4, Acquisition,
2.,4.1, What is acquisition now?

In the present aodel, language~-developaent. does not consist of the
cusulative acquisition of diverse rules of grammar, whether of Phrase-
structure or Transformational, Rather, 1t consists very largely in the
setting of just those interactive paraseters scross mspdules of the orammar,
The process is largely data-driven, i,e., 1t takes place at least partly

under the influence of the relevant environaental ’triggers’, including heard
and attended-to data.

Thus a given putative parameter either a) is ’open’, so that a ’first
guess’ during acquisition R3y or a3y not be Correct; 1f incorrect, the gquess
eust be corrected, OR b) has a Universa] (ory default) setting; in that case
it amust be reset only if disconfirged, i.e., if the environment language has a
marked (or, non-default) value for it, OR c) 1s not a parameter but a

O
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principle; and a principle is simply a law.
2.4.2. Are all the stages of acguisition "natural’?

It has been held (e.g., in White 1981) that, since the child never
contravenes essential properties of language, his grassar will at every
developmental stage represent a possible husan language. Notice now that, if °
the above outline 1s valid, the presence of 'open parameters’ perhaps does
give early first language acquisition 2 unigue status; to the extent that

. human languages do not sees to allow parameters to resain ‘open’, White is
wrong. Earliest acquisition represents 3 partly unnatural language.

Note further that early first languages are also unnatural in a second
respect; they are liable to cognitive constraints of a purely developmental
' kind (cf Rizzi on pro-drop acquisition, under 3.3.1.2. below).

3.1. Unmarked as [+) or [-].

it is of course not the case that every U5 principle has associated with
it parameters that sust be set [+] or [-1 for each grasmar. Furthersore, it is.
not the case that the default values of paraaeters are randn-ly assigned, as. .
we seemed to imply above, in assuming that the unmarked value of a default .

paraseter could be either [+ or [-].
Suppose we now assume, perhaps on grounds of economy, that the markedness

of default parameters applies homogeneously, i.e., that all parameters have
the same default value for the initial state of the acquisition device. There
are now two possible scenarios, viz., the one with all Ungarked parameter

values [+), the other with thes all [-1. .
3.2, Homogeneous Unmarked values

Scenario 1. Suppose the Unmarked values are all [-). Consider first the
clear cases.

4

T

-t (a) [-1 Preposition Stranding, since this isplies that Prepositions |
govern structurally, as verbs do (Hornstein and Weinberg 1981) or that the
language licenses reconstruction of V-P so that the Case ¢ Theta-role
assigning properties of P are transferred to V (Rouveret & Vergnaud 1980).

(b) [~) Presence of pronominal clitics

(c) [-) Subject pro-drop, thus allowing for the marked use in English
Casual speech. This seems to hold equally of the interpretations a) the R-rule
may obtain in syntax for pro-drop languages, or b) a head (INFL) may in Lx !
be licensed to give Case to NP~Subject position.

However, take now Subjacency as 3 more extended example. In the classical
treatments (e.g., Chomsky 1981), there are two najor coamponents to
Subjacency. The constraint to neighbourhood itself is presumably a law (in the
sense here assumed). On the other hand, the so-called Bounding Nodes are
parametrised; the possibilities ranging from S’ thro 5, NP, to PP (but not
VP). English supposedly has 5,NP as Bounding; while Italian has S’ and NP, but
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not S.

On the present interpretation, the learning sodel makes all the onset
variables [-1, so that none of the Categories is a Bounding Node 1n early
acquisition.

Note that, by contrast to the supposition that the setting of Bounding
nodes is achieved en bloc {(the ’set’ volution in Section 2,2.2. above), we
will assuse here that this setting applies to each Bounding node individually.

But in the absence of an auxiliary theory, it is ispossible to reconcile
the Bounding node settings with a default value of (-], because of the
isplavsible implication that young children say freely violate Subjacency.

Scenario 2. Homogeneously, the Unmarked values are [+1.

Consider now the case for [+) as the default value for all paraseters.
Notice the plausibility of this value wrt the problem of the Bounding nodes
for Subjacency; for this value reasonably guarantees that no violations can
occur. Positive evidence for a revision to a [-] value for, say, S as
Bounding node would thus coame prismarily fros the occurrence of sentences
otherwise in violation of Subjacency wrt the node S, as in Italian.

But of course the hosogeneous application of [+) as the default value in
turn leads to contradictions; thus, assusing [+] for Preposition Stranding
implies that, say, all French or Gersan beginner lanquage learners will
produce such strandings, in fact illicit in their languages, and in fact
unattested in early-acquisition studies for those languages.

3.3, "Natural’ default values.
3.3.1. The Subset Principle.

The *hosogeneous sarkedness’ hypothesis having failed, we shall instead
try to apply the learning-theoretic ’subset’ principle, to the nroblem of
defining markedness for default paraacters. Conceptual parallels can indeed
be found in the debate of the 70’s on rule-ordering in phonology, viz., in
work of Sanders {1970) and Koutsoudas, Sanders and Noll (1974). But the
'subset’ principle is in its present fors due to Berwick 1982 ; in effect, it
says 'choose the sost constraining grassar possible’.

We say now understand the setting of the various paraseters relatijvely,
viz., by interpreting the Subset Principle as follows: the unsarked values
sust be chosen so that they autonatically allow the minimum of outputs. This
seens to impose on us the tollowing three-way assignment:

3.3.1.1. [+) defaults.

'Constraint® parameters like the Bounding Nodes for Subjacency sust all
be set [+) to guarantee pinimal outputs; should Lx in fact allow more then
these siniaal outputs (as, e.9., S’ but not S is a Bounding node in Italian),
the positive evidence triggers the reversal to {~1 for the node S.

Considering the 'destructive’ nature of constraints, there might be a

parallel to early phonology, where a cusulation of natural processes results
in extrese poverty of outputs. Ceteris paribus, this would suggest that all
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possibly-cusulative syntactic constraints are autosatically active, with all
oaraseters at [+] at acquisition-onset; the Unsarked values for Bounding nodes
are thus all ’plus’.

Cospare Subject-pro-drop in casual speech, perhaps truly a parallel, as I
desonstrated in Drachsan 1975, But it say be that only in end-state casual
speech does syntax show cusulative ’destruction’ of the kind exeaplified in
developaental phonology; for it is characteristic of beginner speakers that
they keep sorpheses intact, even at the expense of sorphophonesic
alternations, and acquire casual-speech rules only later.

Thus we sight hold that the supposed parallel with early phonology is
spurious, for exasple insofar as the developsental constraints in phonology
and syntax are of quite different kinds. Thus the way to sore plentiful
phonological outputs lies either in reversing the ordering between feeding-
pairs of processes, or in suppressing individual processes; but the paraseters
of Subjacency only subserve a law in setting its boundary conditions for
particular languages. The resetting of a [+] to a [-) sight well parallel the
Staspean suppression of 2 destructive process; but on the other hand there
seeas to be no syntactic analog to re-ordering of processes, a basic
characteristic of developsental phonology.

Quite apart fros these considerations, there is the satter of "heard and
attended-to® triggers; after all, there is hardly a phonological analog to
the distinction between 'dosinant data-type’ vs ’exotic data-type’ that we
shall invoke issediately below for syntax. Notice in particular that we can
for phonology establish whether the rtored representation of a given segaent
is intact, even in the absence of a distinctive output for that segeent;
consider cosson cases of the type ’bat’ vs. 'bad’

Jbaet/ --> [baetl, but /baed/ --> [bae:t]
with 'displaced’ contrast.
3.3.1.2, [-] defaults.

On the other hand, take the paraseters representing optional properties,
such as that involved in the licensing of Preposition Stranding in English or’
Object pro-drop as a syntactically active process in Italian, or the presence
or absence of clitics in Lx: these sust initially be set at (-], so that only-
positive evidence will activate thes.

Note that according to the ’sinisal outputs’ criterion, we are driven to :
assuming a default value of [-] for Subject pro-drop, since the [+] value
would extend the set of potential outputs. The clais in Hyams 1983 (based on
English, Italian and Gersan data) that the default value here sust be [+],
sust necessarily now be reinterpreted. 1 take now three alternative
reinterpretations, each appealing to a different auxiliary hypothesis.

Rizzi's assusption (1986: #n 27, p9.524) concerns the abstract possibility
that initi1al access is constrained by severe working sesory lisitations that
involve the dropping of various grassatical sorpheaes {including pronouns)
fros the initial linguistic representations.

By contrast, Huaser 1984, surveying pro-drop data specifically for Gersany
claiss that the data are in fact irrelevant to the probles of the default
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value for pro-drop; rather, he maintains, configurational relations have not
yet come into play at the stage at which *pro-drop’ first arises. Hummer’'s
auxiliary hypothesis is thus that early German shows merely pre-syntactic
Topic-loss.

Can we reinterpret the data without reintroducing a pre-syntactic
developaent stage (Cf Marantz 1961)? Since both English and German show
Casual speech pro-drop {for English cf Drachsan 1975), we aight well assuae
that the data in question siaply results froa overgeneralisation from Casual
Speech. However, as Hummer points out {personal communication), early pro-
drop in German even occurs in sentences with Object fronting (1.e., in non-
sentence-initial position), while Casual pro-drop does not: thus this third
alternative also proves less than secure.

3.3.2. On ’Dominant Data-types’.

An interesting probles arises in connection with the ’open’ parameters,
viz., that the eapirical data seem sometimes to contradict a prediction that
follows from our standpoint on constraining the grammar. To j]lustrate this,
coapare Preposition Stranding (hereafter P.S.) with Obect pro-drop.

Take P.S. first. Since it makes for further outputs, we are bound to say
that the default value for P.S. is (-3, Similarly, many languages lack
syntactically active Object pro-drop, so its appearance in Italian must be
marked; its default value is thus again [-). But while the prediction for
Gbject pro-drop holds up (viz., children do not produce Object pro-drop
without overt inputs) the prediction for P.S. seeas to be espirically false,
. for young children do not (as would be expected) commonly produce questions
with Pied Piping of Preposition-Phrases, as in

*In which cupboard did you put ay teddy-bear, Mumay?’

But in fact it is unreasonable to expect necessarily to witness the data
tor the (nevertheless present) unmarked value for P.S. To distinguish the two
cases, we introduce the notion ’dominant data-type’. By this we mean that
certain data types (e.g., simple guestions out of Preposition Phrases) occur
in the child’s heard and understood input so early and so often that the
paraseter-value is already set before the relevant outputs are atteapted. By
contrast, the data for Object pro-drop is so exotic (’this leads to conclude
the following’, or *Good ausic reconciles with oneself’) that one predicts a
quite late switching of the parameter value, so that early child utterances of
Italian children should show the (unmarked) non-application,

4.1. On negative evidence.

To revert to the possible interpretation of the setting for Subjacency as
€-) rather than [+). Suppose it were [-). Then to answer the Question, why (at
the relevant point in developtent: Subjacency violations do not occur, we
aight well gquestion the putative principle concerning ’positive evidence
only’.

It may be that, at least for probless whose solution 15 not urgent for the
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beginner language-learner, there comes a point at which the continued absence
of a certain type of structure is i1ndeed appraised and acted upon (C§. Choasky.
1981:9, and 14 $n.9). Ne will thus talk of ’significantly-absent data-type’,
as a kind of converse to the ’'dosinant data-type’ situation mentioned above.
Subjacency might, a-fortior:i, be a case in point; we need only suppose that
the appraisal has occurred before the point at which the relevant complexity
of utterances is otherwise available.

A further indirect fora of data relevant to the child’s setting of
paraseters might be the occurrence of 'rescue’ strategies, e.g., the
otherwise-unjustified 1nsertion of Resumptive pronouns. Thus, consider the
relevance for Subjacency of story-teller questions to children like:

*Who do you wonder why she had to praise the eaperor’s clothes?’
'Who do you believe the story that the giant nearly killed hia?’

4.2. On overgeneralisation.

Maybe the child does not necessarily choose the most constraining gfillifr.
as 15 suggested by the presence of overgeneralisations in each domainj e.g.,

a) in sorphology, as with ’'went-ed’, 'see-d’.

b) in word-semantics, as with ’momay’ applied to any woman.

c) Object pro-drop, sponsored by Subject pro-drop in Greek.

d) Perhaps Casual-speech pro-drop helps to trigger the pro-drop paraseter
in English acquisition, while Casual-speech Topic-loss does the same for
German pro-drop during prisary acquisition, as sentioned above.

e) Similarly, S0V order in German acquisition may be partly sponsored by
sentences with Modals, including Imperatives, as in 3

'Du sollst Dein Wurst essen!’ 'Eat your sausage!’

All these candidates far 'overgeneralisation’ have perhaps rather varied
status. Thus, on the one hand the whole issue 15 perhaps moot wrt word-
semantics. On the other hand, while it is perhaps true that the
quantitatively sost prominent area of over-generalisation is that of
sorphology, still, 1f this proves the case, it calls for an explanation!

4.3. On the supposed independence of parameters.

Nhere principles, or the values of their parameters intersect there will,
just as 1n the phonology of casual speech, be cumulative effects. And the
chances of such interaction being strong is greater ir all the variables are
contained 1n one module: Cf. Borer’s 'inflectional’ model, containing Case-
relations, 1nflectional relations and Theta-role assigngent (1984:15).

Further, parameters associated with the same principle might well show
hierarchical properties; I think of the relation between NP, PP, S, and S’ as’
potential Bounding Nodes for Subjacency.

However, 1§ the values of paraseters associated with different principles!

correlate rather than apply independently, then one of the thus correlated
parameters might prove to be redundant.
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4.4. 0On the status of certain supposed ’laws’.
Doubts about the Absolute (i.e., law=like) status of particular principles
have been expressed. For example, cf. 4.4.1-3 below.

4.4.1. C-coamand.

C-command is parasetrised jp Choasky 1981:165, with 'strong’ coamand .-
trace governament, but ’weak’ coammand being relevant to trace binding. Stil.,
oné cannot imagine that (e.g.) the functions of the two variants aight be
reversed in some language.

4.4.2. Projection Principle.

Here we mention Hale and the non-configurational version of the Extended
Projection Principle, taken up 1n Pesetsky 1982 wrt Russian Subjectless
sentences (cf. Drachman 1986 ). Cf here the notion, developed in Rizzi 1986
wrt so-called ’Object-pro’, that an arguaent may be "missing’ 1§ its Theta-
role is ’saturated’ in the lexicon.

4.4.3. Theta Criterion.

The Theta Criterion (one A-position may acquire (only) one role) is
seriously questioned in Jackendoff 1972, a position upheld in his 1986. Cf.
Choasky’s proposal (1981:139, #n.14) to disara this position.
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Notes toward a Semantic Simulation of a Fragment of Child Language

Andrew Todd and William Todd
University of Oregon and University of Cincinnati

Scenario

A boy of three, out with his mother, sees a strange dog some thirty yards
away. He likes dogs and wishes to approach and pet it. He is also afraid that
it will bite him, and, to a lesser degree, that it will jump up and lap his
face. At this point, his mother says to him, “That dog is old.” Since the
sentence is a simple one, it can easily be parsed, and there are many parsing
programs that will handle it quickly. The problem we wish to address is a
sesantic one. Once the child has resolved the sentence into its components,
how will he interpret them? That is, how will he process them, and what
difference will that proce sing make to his beliefs, intentions, and behavior?

While these questi. ~e extremely difficult, we will suggest some ways
in which a computer simul . . of this aspect of the boy“s functioning might
be approached. We will the . ~ngage in some speculations about the reality to
be simulated. Before proceeding to the semantics, there are some important
phonetic assumptions that must be made. The mother”s utterance will make no
difference unless it is uttered within a certain range of tones of voice.
Moreover, there may be some tones that would effectively forbid the boy to ap-
proach the dog, or which give him permission to do 8o, regardless of the words
that are uttered. In these cases there will be no semantic processing. We hope
to interest Ilse Lehiste, who 1s far more competent in this area than our-
selves. in answering questions of this sort.

Let us here assume that the sentence is uttered in such a way that the
child listens to it and takes it seriously, but still feels free to decide how
to deal with the dog. It must now be recognized that the boy already has a
great many be'lefs about the world in general, and about dogs in particular.
The instant he sees the dog, he will begin to apply as many of these beliefs
as poseible to the present case. Our simulation will therefore assume an
existing database and a method of generating predictions about the dog. The
importance of "That dog is old*, as received and parsed, is that it will alter

these previously existing beliefs in ways to be discussed. If one felt com-

pelled to ask what the sentence means (in a philosophical way), or what its
semantic content is, one would be asking for a generalization about the ways
in which it affects the existing beliefs of individuals. Such questions are
not particularly useful.

A sipulation of the child must contain a parser which is capable of
isolating the subject, no great problem in the case of such a simple sentence.
Once "that dog" is returned from the subject search, the general problem would
be to find out what it refers to on this occasion. We here hypothesize that
the child“s problem is much simpler than this might seem. He cares only about
the question he already has in mind, whether to approach the dog. He is not
interested, at such a moment, in storing general information which may, or may
not, be useful later on. He thus assumes that “"that dog" refers to the object
of his current interest, the dog, and will make only a minimal check. In order
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. to do this he must have a datsbase in which "dog" is associated with some of

; the observable features of a dog. If a certain proportion of these features
are not observed, the whole sentence is thrown out as being of no current

interest.

} The most important of the boy”s beliefs about the dog probably do not
concern auch things as its color and size. They are expectations concerning
the behavior of the dog when approached in various ways. One way of putting it
ia that there is a procedure which the child expects the dog to follow. It
would seem that very young children can have rather elaborate expectations
about the behavior of persons and animals. Most important from our point of
view, these expectations can b2 modified by verbal input.

There are, at this point, two ways of looking at the gituation. One can
think of the child as expecting the dog to follow a program with many sub-
routines, each of which concerns the behavior of the dog in sor ypothetical
situation. On the other hand, one can think of each sub-routine merely as

. representing a dispositional property on the part of the dog. Por example,
“pad-tempered” means, more or less, that the dog will bite in a certain range
of circumstances, growl ln others, and so on. In one sense, in makes little
difference whether we speak of a dispositional property or a program. On
another level, however, it makes a great deal of difference. If we stick to
properties, the program that the child follows can simply chain them together, °
allowing that the links in the chain are only statistical, and much less than
foolproof. When verbal input, such as "That dog 1s old" comes along, it can be
allowed to affect the chains, that is, the data. .

Alternatively, if we have sub-routines instead of dispositional proper-
ties, we are likely to have fewer of them. One sub-routine is altered in
certain ways to make it represent a new and different dispositional property.
For example, an ext-emely bad-tempered dog follows the same basic program aa &'
bad~tempered one, sept that it takes less provocation to make him growl and
bite. It might s then, that it is more economical to choose a few sub-
routines which, wiuu seemingly minor modifications, will represent a large
number of dispositional properties. If, on the other hand, each dispositional

’ property is taken as independent, the master program that the child follows
will not "know" about the connections between those properties (and the pro-*
grams corresponding to them). There is, however, one great difficulty in the
program approach. It is extremely difficult to set up a general program to
modify sub-programs. It may be virtually impossible to get the degree of
generality to handle economically the changes the child would have to bring l
about in the sub-routines when he gets verbal input, as in our example. It is
nuch easier to effect alterations in chains. It will be more economical, in
the long run, to ignore or "lose" a certain body of information (the relative
degree of similarity or overlap between dispositional properties), but, at the
same time, avoid the pitfalls of writing programs to alter other programs.

|

Let us take the following set of items as an example of a fragment of our
database. :

[OLD) [ ~YOUNG)

[ YOUNG} [ACTIVE]

[ACTIVE) [MAKE NOISE)

/DOG\[ACTIVE} [JUMP UP] ) |
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/DOG\ [ ACTIVE] [ BITE]
/DOG\ [ BARK] [ MAKE NOISE]
/DOG\ [JUMP UP][LICK]

[ PRIENDLY] [~BITE]

The input from the mother (root item) will be in subject-predicate form, and
the subject, here DOG, may well refer to a particular dog. However, the words
appearing in database items refer only to general properties, and the item
itself is merely the record of onv or more observed co-occurrence of those
properties. The order of the words in a database item (but not a root item)
will thus make no difference. We also assume that the child makes no dis-
tinction between the general and particular uses of DOG. Nothing in the pro-
cedures to come will depend on it, and we are suggesting that the most rudi~
mentary and fastest-acting system best fits the needs of the child at a
certain stage.

One could certainly hypothesize that there is another (perhaps later)
database containing information in subject-predicate form, but we will look
first to the minimal model. Even this database does contain a feature which
does some of the work of predication. Anything enclosed in /\"s is a non-
exchangeable matching word which st appear in the string under consideration
if this particular item is to be used. The chaining algorithm uses these items
to generate transformations of the original input. It works along the fol-
lowing lines (entries from the database are enclosed in {)}-s):

[DOG][OLD] (root)
{{oLD] [~YounG]}
[DOG] [~ YoUuNG]
{{ YOUNG] [ ACTIVE])
[DOG] [~ACTIVE]
{/D0G\[ACTIVE] [ JuMP UP])
[DOG] [~JuMP uP]
{/p0G\[JuMP UP]{LICK])
{DOG] {~LICK]

We have, in effect, allowed the inference from {[YOUNG][ACTIVE]) to
{[~YOUNG]["ACTIVE]}. While this sort of inference can cause problems, we have
hére in mind a context so limited that allowing it will do more good than harm
in terms of efficiency, Since there are many transformations which can be
made, we have to specify an objective. Let "X" be defined to be the logical
equivalent of "plus or minus", Then define the objective as being of the form
[XA]{%B]... or [A][Z%B][%ZC]... For example, [DOG][JUMP UP] or [DOG][~JULP uej,
the two answers that the child is interested in, are of the form [D0G][ZJUMP
UP}. We will later suggest an algorithm capable of selecting an appropriate
path to the end result.

The child is likely to receive information that conflicts with his
previous beliefs, His mother”s input will create the root [DOG]{OLD], but he
may have {[DOG][YOUNG]} or {{poG]{~oLD]} in his database, thus believing, in
effect, that all dogs in his environment are young. He would therefore have to
choose between the new information and the old. If we build our model in that
way, the child being represented must be either excessively susceptible to
suggestion or immune to it altogether. In fact, when the mother says that
the dog 18 old, that should induce a slight increase in the child’s accep=-
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tance of the dog. It should not produce a response as if the child had been on .
intimate terms with the dog since birth. Whst we wsnt is an increment which,
when repeated, produces a belief of increasing strength. The simplest way to
achieve this is to give the proposition, not a truth value, but something like *
a probability, which, being contiauous, can have an infinitely fine variation
of values. Let us therefore introduce a statistical messure of association,
“&", which has a range of -1 to 1 inclusive. The co-efficient, =i, when
attached to a word, represents the situation where the property is believed’
(with practical but not absolute certainty) not to be present, and 1 that H
where the property is similarly believed to be present. The value 0 implies no
belief either way. If we use this "§&" in place of the "2" , it will have i
certain useful properties. Double negations will cancel, and, when we multiply
co-efficients, a chain of reasoning built on a series of dubious assumptions
will reflect the cumulative uncertainty of the whole. The cslculated value of

‘ “§" will have a sign which is, in a sense, a result. It will also have a

| sagnitude, which is the relisbility of that result. Our new data base look
like this:

l
| ((1)oLb}[(-1)YOUNG]

[(1)YOUNG][(.9)ACTIVE] :

((1)ACTIVE][(.9)MAKE NOISE] :

[ (1)ACTIVE]((.9)JuMP UP] ,

((1)AcTIVE][(.1)BITE] ‘

/(. 2)DOG\ [(.9) BARK] [ (. 9)MARE NOISE]

1(.2)D0G\[(.9)JuMp UP]((.8)LICK]

((1)PRIENDLY]{(~.95)BITE] )
| The non-substitutable matching word (in /\“s) now has an associated '
factor which must be used in computing "&* if the item is used under condi-
tions where the matching word does not appear. e.g using (J(x)A\[(y)Bl((Z)Cl}, .
[(3)A1[(=)D] [ (n)B) yields [(3)A[(m)D][(n*ykz)C], but [(m)D][(n)B] becomes ’
([ (m)D] [ (n¥xky*z)C]. |
|
\
|
|
|

Note: For purposes of computation we can add to an item any substituteable
word with s co-efficient of 0 or any non-substituteable word with a co-
efficient of 1.

We now have a derivation like this:

[(1)poG] [(.9)0LD] (root)
{[(1)oLb][(-1)YOUNG]}
((1)boG] [ (~.9)YOUNG]
{[(1)YOUNG]) [ (.9)ACTIVE]} .
[(1)Db0G] ((~.81)ACTIVE}
{[(1)ACTIVE][(.9)JuMP UP]}
[(1)boG) [(-.729)JuMp UP]

When we use the database, coefficients are always multiplied together, and,
within thst application, have no separate importance. However, when the mother
(or anyons) spesks to the child, the ccefficients in the root item have a
different significance. In [(1)DOG][(.9)OLD] we assign 1 to DOG since the
child assumes its presence and has his attention centered on it. The other
coefficient is a measure of confidence the child has in this particular spea-
ker before he consults his own database. The result of the derivation,
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[(1)D0G] [ (-.729)JUMP UP], does not, in itself, imply an approach to the dog,.
but would be one component in a larger model that might represent desires as
well as beliefs. Having reconciled them, it would produce output which repre-
sents intentional actions. It is worth noting, however, that the model which
‘produces the best output may not be one which preserves the ordinary dis-
tinction between desire and belief.

Let us now turn to the database itself aud ask how it might be formed.
There must, in the beginning, be categories. A child is more likely to recog-
nize and remember a cat than an object which comprises, say, the lower 60% of
“the cat and three square feet of the surface on which it is standing. Philo-

-sophically, there is nothing wrong with the latter sort of object, but it is

unsuited for our model because, if it were a category, it would give rise to a
less useful database than the sort the child seems to have.

There will be a word associated with each category, and the general
principle is that, whenever the child has a sufficiently striking experience,
& new item is created. If he notices only an active squirrel, SQUIRREL and
ACTIVE will both have positive coefficients. If he notices a young man with a

) -hat, and sotices that he has no coat, YOUNG, MAN, and HAT will have positive
co effiencts and COAT a negative one. The magnitude of the coefficients will

‘depend on the extent to which the child is "struck" by each feature, or by

" .combinations of them. This allows for the representation of non-rational
‘factors. The child may, for example, be intensely affected by an object or

aspect of an object because he fears it, and this may predispose him to expect
its re-occurrence. Another possibility is that the child may not be impressed
by-an experienced combination at a given conscious or unconscious level, yet
tepetition may still heve its effect. Thus, cn the tenth occurrence of the

-combination, he may “feel" that the two factors which are then co-present will

always co-occur. In that case both coefficients will be higher than they would
otherwise be, A completely developed model would have to have gome mechanism
for measuring these factors and deciding what sort of environment and prior
condition of the child would give rise to an input which is striking to one
degree or another, It may ultimately be found that it is better to simulate a
whole environment with a number of persons in it, as opposed to constructing a
model for the child alone. For the present, we would envision a series of
wodels representing a single individual, beginning with extremely simplistic

ones, but which would gradually grow more sophisticated, The algorithms used
to set coefficients would mirror that development.

This process of database development will, in the course of time, produce
items which have the same words but different coefficients. In reconciling
those differences we must remember that it is not a matter of averaging them.
If we have both {[(1) DOGJ[(.75) OLD]} and {{(1) DOGI[(.65) OLD]}, we must
remember that the second item provides additional confirmation for the first,

. and vice versa, 80 the* the reconciled coefficient for OLD ought to be higher

than in either previous instance. We will therefore need an algorithm for so
handling items in the data base, and for reconciling them with new informa~-
tion, as, for example, that which comes from the mother.

We can think of this process as one of “churning the database”, and it is

_ stimulated, not only by new input, but by many other occurrences. Since each

new item must be “bounced off" and reconciled with each relevant old item,
there 1s a natural conservatism which favors a considerable body of old infor-
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mation (subject to qualifications to be made later) over new information. N

" Churning is suspended each time there is a need for action, and thus for
definite coefficients. When that happens, the relevant database item most |
easily reached is used, thus importing a random element into “he resulting
beliefs and actions. As a churning algorithm, we suggest the following:

Let a §§ b = a+b+e(a,b)
where c(a,b) = -a*abs(b) if a*db > 0, else c(a,b) = 0

|
Then, taking the item from the database to be {(/(x)A\[(y)Bl[(2)¢C..]},
and linking from B to C,
> [(3)Al[(m)D] [(n)B][(p)C..] becomes [(3)A][(m)D][(n)B][(r)C..] 1
where r = (p &6 ((x §& abs(j))*n*y*z)), )
but, if A does not appear in the derived root item (3 is 0), '
[(m)D)[(n)B][(p)C..] becomes [(m)D][(n)B][(r)C..] .
where now, r = (p §& (nix*y*z)) -
In either case, the coefficient z in the database 1s replaced by w : w =
z+e*((ykr/n)-z) where e=abs(ps&(-r)).

The fact that some of the algorithms required for these tasks in the
model may be complex does not imply a claim that the child does complex
calculations in his head. These and other algorithms are arrived at by setting
forth plausible cases, plotting them, and then finding a formula that fits the
curve. The result might be taken to describe a neural electro~chemical process *
within the brain. In all models of this sort there are many algorithms used. in
the computation which can be progressively modified and adjusted to produce
results more nearly corresponding to the observed reality being modelled. The
battle is largely won if the model is flexible in emough ways 8o that the p
results can be skewed in the desired direction by changes of algorithm. c

o

A critical question in this sort of model construction is: How long ¢

, should items be held in the database? We have argued elsewhere (Todd,

' Thompson and Todd 1984: Part 6) that human reasoning is more likely to suffer
from too much information than from too little. The child needs a system that
works fast. It is better to supply the need for action with conclusions, even
if a significant percentage are false, than to have action delayed or stulti-
fied by too much processing. We also suggested there that certain phenomena of
aphasia can be understood best on the assumption of a periodic wipe-out of
post of the database while, at the same time, new conclusions are constantly
being generated. It is often better to generate a conclusion anew than to
store it indefinitely, particularly since the coefficients need periodic
revision in any case. This kind of periodic wipe-out will lose connections )
which would have been "confirmed" if the timing of the wipe-out cycle had been *
different. But, again, minimal information loss is to be tolerated in the
interests of speed and simplicity. At least, that is the hypothesis about the
child embodied in our model. We will again leave open the exact procedure for
deleting items from the data base on this ground. ’

In scientific investigation, some concepts, such as that of density, have
turned out to be inordinately productive. At the opposite extreme are concepts
guch as Nelson Goodman”s “emeruby”, denoting an object that abruptly changes ’
from an emerald to a ruby at time t (Goodman 1965: 102-3). If t is taken as
the present, any evidence which confirms the belief that an object is an
emerald equally confirms the belief that it is an emeruby (and hence will

chsnge color, etc. immediately). An emeruby is, of course, an extreme case.

v
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There are indefinitely many other concepts which are, to one degree or

another, unsuited for scientific or everyday reasoning. Goodman has shown that X
: there 1s no logical or inductively justified way of ruling such properties out )
. of court. We may not like them or use them, but science itself gives us no

T reason for rejecting them. A consequence of Goodman’s point is that the

child, *looking over his concepts”, has no way of knowing which may be, to

aome degree, like that of an emeruby. His only real guide will be the input he

: gets from others. Thus, a tally must be kept of the frequency with which each

, word denoting a category in his database ig spoken to him by others. Thus, in

¢ -addition to the UP-Dating Algorithm and Churning Algorithm, there will have to

be a Lack-of-Frequency Algorithm which systematically lowers the coefficients

of such words wherever they appear in the database. If we now, at the periodic

wipe-out phase, eliminatate, roughly speaking, all items the products of whose

. -coefficients are distanced from 0 by less than a given threshold, the database

will be skewed in favor of the concepts used by the larger society. i

We have seen that working with the database changes the database. We must
therefore have a means of restoring the database to the state that it would
have baen in if we had not done the last x transformations. The simplest way
to 4o this is to treat a change or changes as a series of wholesale insertions
gp& deletions of items, the series being stored in a stack which exists for
that purpose. These are all reversible 80, to go back up the tree structure of
possible transformations towards the starting point, we merely take entries
from the stack, insert the deletions, and delete the insertions.

Ay

. Suppose now that we want to use two or more external roots. We will have
; @ separate external root database in which these are put and it will be
faielporarily appended to the main database. We will then start transforming one
tem with the use of the others. If all the items in the external root data~-

- base are used then the derived result can be said to have been derived from

* them. It is, of course, possible that one of the items in the external root

- database will be totally unrelated to the subject at hand, and, in that case,
it cannot be incorporated in a chain leading to the desired result.

Let us consider each possible state of the database and derived root item
- as a node in a branching structure with the branches being different possible
transformations of the database and derived root item in the state associated
. with the node from which the branch issues. The branching structure would look
rather like this:

(1} ,

/ \
{2} (3)
/\ /\
a b a b
/ \ / \
{4) (5} {6} {7}
where the nodes {1}, (2), (3}, (4}, (5), {6}, and {7} are possible states of

. the database and derived root item, and the branches 8 and b are possible
> transformations of the same.

\

Let us next consider searching all possible combinations of items or,
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rather, some reasonable subset of them. This is where “&~ comes into its own.
Consider a quantity called "&* and let “&*" be the product of all the “§"s of
the derived root item. At this point, &% obviously pertains to the whole

derived root item, rather than to a part of it. If "&*" falls below a certain -
threshold, then we branch back and try a different branch from the previous =
node. If all the branches from that node are untenable, then we branch back
still farther, and so on. To ensure that the first items, comprising the
external root database, are used, we have the rule that possible branches are
considered in the order that they appear in the database.

Ve now have a scheme which searches for what, speaking somewhat loosely,
amounts to the set of statistically significant implications of the original-
state of the database, together with the external items, with special stress -
being placed on the implications of the latter. But this is not yet what we
want. We want to know, not only whether the derivation is reasonable, but
whether it is relevent. As stated before, we have a target item of a form
similar to the items in the database except that it does not have "&" coef-
ficiants. It may however have weights, which we shall call ~@!", taking 0 to
nean that the word does not appear in the target and 1 to mean that it is
fully present. The object is to determine which of its words should get
preference in being matched with words in the derived root item. Further, we
have some statistic which we shall call “&#" for measuring closeness of fit
between the target and the derived root item. One possible formula would be
the following:

&# = sum of &#(j) for all possible words (where &#(3) is a measure of fit
between the occurrence of a word in the derived root item and the occurance of
that same word in the target.) .

&#(3) is computed as follows:
if @! >= abs(§) then :
&#(3) = 2 * abs(g) - @! &
otherwise
§#(J) = 1.5 * @1 = .5 * abs(&)

This formula was obtained by taking four cases of abs(&) and @!, intui-
tively selecting appropriate values of &#(j) for them and then contriving a
function to fit them. Here are the four cases plotted on 8 graph. It should be
noted that the linking together of word computations is effected by addition.
Therefore the identity element 1s 0. Wth symbolic values, the graph is:

abs (&)

where N is no, Y is yes, NE 1s no effect, and N- is no, only les: emphatic w
than N. With numbers, bearing in mind that NE must be O,
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abs(&)
0 1
1|-1 1
et
0|0 =5

The result 18 a system that finds what are, in effect, statistical infe-

', rences about the relevance of the root item, based on new information. It

should be noted that these are not definitive, as the number of items which
can be derived is not finite, and therefore we search only a small subset of
the possible range of combinations.

We would like to treat briefly the means whereby the algorithm. described
above would be implemented in hardware in what might be called a realistic
case, by which we mean a case involving much larger amounts of data. This may
serve to give some insight into the sort of processes going on inside a
child”a brain. Let us consider that the child is at a node called {A} in the
algorithm above and let us consider that {A} has daughter nodes {B}, reached
by branch b, {C}, reached by branch ¢, {D}, reached by branch d, and so on. It
should be understood that the limits of speed in going through the algorithm
-are not posed by the total amount of computation to be done, but by the number
of things which must be done in sequence, If many different parts of the job
do not depend on each other for inputs, they may be done at the same time by
. different equipment. That said, let us assume that there are processors
available for each of the branches b, ¢, and d. First, each of them must
receive a copy of the information making up node {A}, that 1s a complete copy
of the database, a complete copy of the change stack, and the derived root
item. While this may seem an impossible amount of material to transfer, it can
all be sent at the same time if the data path is broad enough. There is no
reason why this should not be the case, as it only means that the data path or
what would be called the bus in a computer must be on about the same scale,
the same order of complexity, as the storage medium.

Let the processors execute the branches on their copies of the node {A)
and generate “&#" for the daughter nodes. The results determine whether the
search will continue through that node or not. If that node is not a good
Candidate for continued development, its processor will then be released to a
comnon pool of unemployed processors, If, on the other hand it is worthy of
development, the paths leading to its own daughter nodes will be allocated
processors from the pool, if they are available. If not enough are available,
the available processor or processors will work through the paths in sequence
as required. This approach is standard practice and is different only in scale
and not in kind from the facilities available on most large mainframe and
supermini computers. It will be noted that we use an underlying mechanism
which i8 very simple of itself, in that there is no attempt to predict which
branches are worthy of developzent,

In conclusion, it should be remarked that the suggested model would
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occupy a position in two different series of models. While it intentionally
ignores many distinctions to be found in natural language, the result is a ¢
high degree of simplicity and speed of operation. There are, of course, many
kinds of simplicity, some of which conflict with others, but we have chosen
the kinds we think appropriate at this stage of language acquisition. One
series of models then represents different stages of acquisition, terminating.

) with full adult competence. Our larger speculation is that, starting with a
model such as that outlined here, subsequent ones can be fitted with additio-
nal features without there ever being a need for a radical re-design.

The other series of models, starting from our outline, represents im-
proved attempts to simulate a given level of linguistic competence. We have
N suggested that a great deal can be done by improving the algorithms. However,
the important thing is to work toward an actual computer model whose input and
output can be compared with that of the child. Then, even if the results do
not tally, we would be in a8 position to work toward a radically improved
model.
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Some Literary Manifestations of Language Contact

Janet Byron
Cleveland State University

Linguistic approaches to literature have been pursued for a number of
years, Studies focusing upon fiction, poetry, or specific literary strategies
such as metaphor, have utilized Qiverse linguistic theories; e.gs structuralism
(Culler 1975), dialectology (Page 1973), transformational grammar (Ohmann
196k), and pragmatics (Pratt 1977), to name a few.

However, there exists a dearth of studies which take up the application
of Sociolinguistic concepts to literary analysis. Noteworthy here are
Sarkany (197k) and research in Production littéraire et situations de contacts
interethniques (197L). Yet much remains %o be done. The present study
explores the literary employment of certain linguistic behaviors and attitudes
vhich, in real speech communities, presuppose language contact., I will look
at the French Canadian author Gérard Bessette's novel, Les Pédagogues (1961),
in the light of perspectives associated with language contact.

Language contact implies individual bilingualism: two or more languages
are seid to be in contact ™if they are used alternately by the same persons.
The language-using individuals are thus the locus of the contact" (Weinreich
1968:1). But although the two codes in a bilingual's repertoire alternate,
they are rarely equal in social function or value within the speech community
vherein the bilingual interacts with others, Typically, in some domains one
language is preferred over the other. Moreover, it is frequently the case,
especially in urban industrialized societies, that the language of intimate
domains such as family and friendship is not the language of the society at
large, In such a case, the home language is regarded, at the macrosocietal
level, as a minority language. Accordingly, the minority language and the
majority lenguage come to be associated with distinct values, purposes, and
import. As Gumperz indicates:

The tendency is for the ethnically specific, minority
language to be regarded as the 'we code' and become
associated with in-group and informal activities, and
for the majority language to serve as the 'they code!
associated with the more formal, stiffer and less
personal out-group relations. (Gumperz 1982:66)

These differing connotations of the two codes may be realized, at the

level of individual behavior, either as a set of overt or covert attitudes
regart_iing the codes or their speakers; or as conversational strategies

It should be added that a writer, as a member of a given speech
community, understands the linguistic and nonlinguistic conventions of his
Community, A literary text, as social product, is grounded in those conven-
tions. Moreover, readers who are members of the same community also
understand these conventions. Without this commen knowledge between writers
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and readers, literary communication would be impossible, Fowler underscores
this point, when he indicates that an author "ean write meaningfully only

within the possibilities provided by the systems of conventions which define
the culture" (Fowler 1977:125; emphasis added).

In a speech community characterized by language contact, one set of
conventions involves appropriate use of the respective languages, along with
attitudes regarding their differential sociel value. I turn now to Les
Pédagogues, a novel in which the author utilized language contact as a
literary strategy for defining character and presentinq theme. (Because of
space limitations, this analysis cennot be exhaustive. )

Bessette's Les Pédagogues is a novel written in the tradition of French
literary realism. It tells the story of five professors of the fictional
fcole Pédagogique de Montréal who are oppressed by vhat they perceive as the
mediocrity and clericalism of the Québec educational system. The solution A
which the author proposes-—through the protagonist~—is for the teachers to ¢
unionize, more specifically to join the blue-collar workers under a larger
ymion encompessing both intellectuals and manual laborers. The novel's
protagonist, Sarto Pellerin, head of the fcole's French Department, is thrust
into the leading position as unionizer cf the teachers.

Although the setting and language of this novel are predominantly
French (the action unfolds in Montréal), the French and English languages .
take on significant literary value in light of the differing social functions -
of the two codes in the real speech commmity underlying the fictional
universe of Les Pédagogues, However, although the novel is written in the
tradition of literary realism, language use in the novel does not precisely
mirror all actual use as it exists in the real community.

In Cenada, where English dominates as the language of economic and
political life, French is a minority language. Even in the province of Québec,
English and its speakers occupy a pre-eminent position and enjoy great
prestige. As Basham writes:

French Canadians feel and know that in order to advance
within Canadian society, including French Canadian
society, a mastery of English is virtually indispens-
able. Everywhere in Québec, except perhaps in such
completely rural areas as the lowest part of the

St. Lawrence Valley, English exerts a pressure far, far
in excess of the numerical importance of the English
speskers of the region. (Basham 1978:85)

As a consequence of the subordinate status of Freach in Canada, many French ‘
Cenadians have developed negative attitudes towards their language and group. ‘
(Research on the sociolinguistics of this issue is reviewed in Giles and
Powesland 1975; see also Basham 1978.) i
|
|

A joyless outloock on French Cenadian culture is the dominant motif of

Les Pédagogues, and it is the pédagogues themselves who censure the culture.
One object of attack is an irrational clericalism, which stresses conformity
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at the axpense of intellectual creativity, social harmony at the cost of social
cultivation, and marital fidelity at the cost of conjugal satisfaction, Other
sources of' dissatisfaction are more immediate to the professors' daily lives:
the men are poorly paid, so moonligh}:ing is common. Moreover, as their
influence in decision-mekinz at the Ecole is minimal, they lack the oppor—
tunity to improve their (ot. The disaffection engendered by these problems

is manifested in various ways among the men.,

Yves Lambert, professor of music, is also a pianist who plays publicly,
But because he cannot find sufficient rourishzent in the culture for his
artistic aspirations, he flounders as g performer, He confesses to feeling in
Québec like un poisson dans 1’air 'a fish out of water' (LP, p. 65)., In
order to compensate for his professional mediocri’y, Lambert, a bachelor, seeks
victories in the area of ’amour,’ He has a mistress, Anpabelle, a former
ballerina from France, who is convinced that Lambert enjoys a breadth of social
experience which she can use to launch herself into the highest social circles,

‘In order to encourage this illusion, Lambert occasionally c.de switches, from

French to English, in intimate conversations with her. He will, for example,
call her darling instead of ma chére, Lambert is pretentious, and the

- prestige associated with English is supposed to impress Annabelle,

For the professor of English, John Slope:, English represents economic
survival in the most basic sense. Although Sloper draws a salary, because of
medical expenses incurred by his sick wife, Sloper moonlights as s private
tutor of English. His clients are French Canadians, and the more well-to~do
they are, the better it suits Sloper. Sloper is ashamed of his economic
inadequacy, so he rationalizes on every possible occasion, For instance, fe
cannot afford a car, but he explains his walking--when others might drive or
take a taxicab--as a health habit: walking, he affirms, is sain, naturel
’healthful , natural’ (LP, p. 237), Because opportunities to teach English
privately are all that stand belween Sloper and penury, one is not convinced
that intellectual integrity underiies this professor's declaration that every
Canadian ought to be bilingual, Sloper's stand here is so radical, that he

would also like to see public assistance rendered to the poor and unemployed

only on condition that they learn the two languages, As he states before a
group of acquaintances:

Nous vivons dans un pays bilingue, Par conséquent, tout
le monde devrait pouvoir s'exprimer dang les deux

langues, Ce serait la vremiére condition, Ceux qui
refuseraient d'spprendre soit l'anglais, soit le frangais,
selon le cas, ne devraient pas recevoir d'aide,

(LP, p. 271)

'We live in a bilingual country. Consequently, everyone
ought to be able to express himself in the two lenguages,
This would be the first requirement, Those who refused
to learn either English or French, whatever the case,
Shouldn't receive assistance, '

Thus for Sloper and Lambert, English connotes economic survival and prestige,

' respectively,
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Cenadian French, on the othes hand, elicits reactions different from
these. Although as a code it is not negatively assessed in relation to
Englist, careless or vulgar French evokes the ire of linguistically sensitive
men. The loudest voice arguing for good French is that of Sarto Pellerin, i
the protagonist, who is head of the Ecole's French Department. Pellerin's
om French is extremely corrtst, even in intimate settings wherein, in real
life, colloquial structures would be appropriate. Fov instance, Pellerin's
language is dorinated by multiple negation (ne...pas, ne.,.rien, etc.),
vhich is formsl., A typical sentence for Pellerin is Il n'a'pas df &tre
content..,c 'He could mot have been happy ...’ (LP, p. 82). In this, his
speech contrasts with thet of his wife, a simple country woman, whose
lunguage is more colloquiel, For her, a typicel sentence is Tu dois rien &
Paul, tu sais '“ou don't owe Paul anything, you know' (LP, p. 82), in
vhich ne...rien is reduced to rien. (On multiple and reduced negations in
4 real Montréal speech, see Sankoff and Vincent 1980.) This is one of several

Y linpuistic distinctions that underscore the disparity in social class between
' Pellerin and his wife. The couple are ill-matched, and both are unhappy with
> each other.

Pellerin's French, togetuer with his passion for good French, is the
linguistic menifestation of his desire to see his culture elevated, to see it
freed from mediocrity of every sort. Although the character of Pellerin is :
somewhat overdrawn, this pédagogue nevertheless speaks for the autior.
Bessette is suggesting that the answer to Québec's cultural ills lles not in
Lambert's pretentiousness nor in Sloper's conservatism--both expressions of
escapism-but in a sincere commitment to social ennoblement. This is why
Professor Pellerin spesks the best French--and ultimately joins the trade
uion movement.

‘Notes

1, Some of the data here are expanded and clarified in my research
project, in progress: e Application of Sodiolinguistids to Literary Analysis,
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'Concessive' as a discourse relation in expository written English

Sandra A. Thompson
University of California, Santa Barbara

1. Introduction

Concessive constructions have almost exclusively been studied in
semantic terms, often by referrine to the notion of 'surprise'.{1]

My approach in this paper wili be different: I wish to examine
concession as an interactive discourse relation, defining it in terms of
writers' goals and readers' perceptions of these goals, and to explore the
implications of viewing concession this way rather than strictly in semantic
terms.

2, Previous research on concession

One of the earliest and most influen:ial definitions of concession is
that offered by Quirk (1954:6): '... the concessive relation may be said to
exist between two parts of an utterance when one part is surprising in view
of the other.'

A variation of this definition can be seen in Quirk et al (1972:874):
*Concessive conjuncts signal the unexpected, surprising nature of what is

being said in view of what was said before', and in Quirk et al (1985:1098):
'Concessive clauses indicate that the situation in the matrix clause is
contrary to expectation in the light of what is said in the concessive
clause,’

Winter (1982:107-117), looking at actual texts, accepts Quirk et al.'s
1972 definition, and proposes that the differences between although and but
as signals of concession are best discussed in terms of 'known' and 'new
information.

K8nig (1985) and (to appear) suggests a further semantic propertj of
concessive sentences: 'there is an incompatibility or conflict between the
facts described by p and g' (1985:4), vhich is also mentioned in Harris (to
appear): 'the antecedent marks an extreme value (whether potential or actual,
depending on the clause type) within a set of possibilities, a value
generally taken to be incompatible with the consequent.'

Shared by all the grammarians cited so far is the statement of the
'surprise' or 'incompatibility' in absolute terms; that is, it is not
considered vho is supposed to be surprised or to perceive the
incompatibility., Further, none of these definitions distinguishes what we
consider to be neutral contrast from concession, since contrast may also
involve 'surprise' or 'incompatibility'. In fact, Kdnig (to appear), notes
that 'meny investigations that have struggled with this problem {of
distinguishing ‘concessive relations' from 'adversative relations'] have come
to the conclusion that a clear distinction between these two types of
relations or types of connectives cannot be drawn and I will therefore speak
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indiscriminately of "concessive" or "adversative" relations.’'

Jordan (1985) represents a broadening of the discussion of concessives
in his explicit mention of the writer as responsible for signalling the
'surprise’, Jordan compares concession with other types of
‘counter-expectation' in actual texts in terms of 'signaling transition
between types of information' (p. 265), Accepting as a working definition
Quirk's (1954) definition, he discusses the implications of several examples
in which although 'the rebuttals are surprising in concessive terms veey they
also very clearly contain predicted information, which is thus hardly
surprising in view of what was said before’ (p. 11). Jordan goes on to
discuss relations of surprise and expectation in terms of transitions from
one 'type of information' to another.

In this paper, I wish to suggest that another perspective on the
concessive relation may be gained by avoiding the semantic notion of
'surprise’ altogether and focussing instead on what we can assume writers are
doing with texts.[2]

3. Relatians in Discourse Structure

It is uncontroversial that discourse is coherent, and that parts of a
discourse 'go together' to form a whole. As background to an analysis of
concession, I will consider one type of discourse, small written expository
texts in English, and describe one factor involved in the creating aad
interpreting of such texts as coherent, This factor is the existence of
perceived organizational, or rhetorical, relations between parts of the text.

These relations, often not directly signalled, are essential to the

. functioning of the text as a means for a writer to accomplish certain goals.
These relations involve every non-embedded clause in the text and they form a
pattern of relations which connects all the clauses together,

L2t's begin by considering an example for illustration, The following
short text has been broken down into 'units'; each unit consists of one
clause, except that embedded complement and relative clauses are considered
part of the same unit as the main clauses with which they are associated.

(from a researcher at ISI, an artificial intelligence
research organization; message appeared on the ISI
electronic bulletin board:)

1. I am having my car repaired in Santa Monica this
Thursday 19th.

2, Would anyone be able to bring me to ISI from there
in the morning

3. or drop me back there by 5pm please?
In this short text, Unit 1 poses a problem, to which & solution, the request

expressed in Units 2 - 3, is proposed. We can thus postulate a SOLUTIONHOOD
relation between Unit 1 and Units 2 - 3, Such judgements are inferences nade
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on the basis of various types of knowledge which readers bring to texts; as
readers, we infer what the writer's purposes must have been. Our definitions
below explicitly acknowledge that our analyses involve judgements of
plausible writer goals.

Other relations which have been discussed in the literature referred to
above include CONDITION, BACKGROUND, MOTIVATION, CIRCUMSTANCE, ANTITHESIS,
CONTRAST, ELABORATION, and, the focus of this paper, CONCESSION.[3]

I would like to suggest that the much-discussed clause-combining domain
of 'frustrated expectation' or 'counterexpectation' be divided into three
sub-domains, according to discourse function: ANTITHESIS (see Thompson and
Mann (to appear)), CONTRAST, and CONCESSION.

4, CONCESSION as a discourse relation

The definition of CUNCESSION which I would 1like to propose incorporates
the element of 'incompatihility' of K8nig and Harris, mentioned above, but
differs from them in viewing the incompatibility as potential or apparent and.
in relating it to the writer's purposes rather than taking it as some kind of .
absolute. But before I can present this definition, I must introduce the
concept of 'positive regard'. Writers pursue different sorts of goals with
different texts and text spans. Some are intended to persuade, i.e., *9
create belief. Others are intended to create an attitude of approval .
interest. Still others are intended to create desire, an intention to act.
These are all varieties of what we might call positive regard. In analyzing .
any one text span and decomposing it into parts, we use a single primary
notion of positive regard, either belief, approval, or desire, with the
particular choice of notion depending on the analyst's perception of the
writer's intent.

The CONCESSION relation can be said to hold between two
parts of a text, @ and b (vhere b is the part doing the
conceding), if it is plausible that the writer:

1. has positive regard for a and wants the reader to
have positive regard for a too;

2. acknowledges a potential or apparent
incompatibility between the situations presented
in a and b;

3. regards the situations presented in & and b as
compatible;

4, believes that the reader's recognizing this
compatibility will increase the reader's positive
regard for 8, in that the reader will be less
likely to discount & in the face of possible
objections to it.

Before considering some of the implications of this textual perspective

.
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on the concessive relation, let's look at three examples. The first is taken
from a 19-unit description of one of the announcers on a Los Angeles public
radio station:

17. Although Jim lists tennis, Chinese food, and travel
to exotic locales among his favorite hobbies,

18. one can't help but wonder at the unmentioned
interests that help spark Jim's creativity, leading him
to concoct an unending stream of imaginative programs.

In this extract, all the conditions are met for taking unit 17 to be in a
concessive relation with unit 18, It is plausible that the writer:

has positive regard for the likelihood that Jim has
unmentioned interests sparking his creativity (unit 18),
. and wants the reader to do so too;

acknowledges the apparent incompatibility between listing
only three hobbies and the likelihood of having a wider
range of unmentioned interests;

views listing only three hobbies and the likelihood of
having a wider range of unmentioned interests as in fact
being compatible;

believes that the reader's recognizing this compatibility
will increase the reader's inclination to have positive
regard for unit 18 too, since the reader is less likely to
object, 'but only three hobbies are listed.',

In this extract, the concessive relation is signalled by means of the
hypotactic concessive conjunction although. But there are other ways of
signalling this relation. The following example involves a paratactic
construction with but; this extract is from the beginning of a personal
letter:

1. Your kind invitation to come and enjoy cooler climes
is so tempting,

2, but I have been waiting to learn the outcome of
medical diagnosis

3. and the next 3 months will be spent having the main
thumb joints replaced with plastic ones.
Here unit 1 is in a concessive relation with units 2-3. Once again,

it is plausible to analyze this text in terms of a writer who:

1. has positive regard for units 2-3, the necessity of thumb
' surgery, and.wants the reader to do so too;
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2. acknowledges the potential incompatibility between the
temptation of 'cooler climes' and having to undergo thumb
surgery;

3. regards the temptation of cooler climes and undergoing
thumb surgery as compatible (the visit will have to be put
off);

4. believes that recognizing the compatibility of the
temptation and the necessity of the surgery will increase
the reader's inclination to have positive regard for the
claim that the thumb surgery news is true, and is not just
an excuse for not visiting.

The third example is also a message from the electronic bulletin board
at ISI:

1. The next music day is scheduled for July 21
(Saturdey), noon-midnight.

2, I'11 post more details later,

3, but this is a good time to reserve the place on your
calendar. .

The writer of this text wants readers to believe that they should mark their
calendars for the next music day. In unit 2, he acknowledges that there is a
potential incompatibility between planning for the event and not having more
details as to location and specific activities, but he hopes that readers
will see that this isn't a real incompatibility, since they are more likely
to attend if they can at least refrain from scheduling anything else for that
date.

So far, then, we have seen three brief exanmples of the concessive
relation at work in short texts. What insights can we gain by considering
concession from this perspective?

First, the definition of concession given above makes explicit that the
grammar of clause combining is part of the writer's supply of tools for
aceomplishing her/his purposes in creating the text. Recognizing this fact
resolves the problem alluded to by Jordan (1985) of determining to whom a
fact must be surprising in order for the definition of concession to apply.

Focussing on concession in terms of the work that the text is doing for
the writer also frees us from the temptation to think of concession in terms
of the interpretation of sentences in isolation, Only in terms of its
discourse context can we understand how concession is a 'conceding' of
something: it concedes the potential incompatibility of two situations in
order to forestall an objection that could interfere with the reader's belief
of the point the writer wants to make, Looking at sentences in isolation, it
is impossible to infer writer purposes, and therefore impossible to determine
vhat relation is exhibited.
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Second, to return to Konig's point about the difficulty of
distinguishing between concession and adversative, the text-functional
definition I have given allows a clear distinction to be drawn between
CONCESSION as a device a writer can use for manipulating readers' beliefs and
neutral CONTRAST, which involves no manipulatiecn. A definition of CONTRAST
might be the following:

A pair of text spans are in a relation of CONTRAST if
the situations they present are taken to be the same in
many respects, different in a few respects, and
compared with respect to one or more of these
differences.

Here is an example to illustrate the difference between CONCESSION
and CONTRAST; this is the abstract introducing a Scientific
American article:

1. Animals heal,
2, but trees compartmentalize.
3. They endure a lifetime of injury and infection

4, by setting boundaries that resist the spread of the
invading microorganisms,

In this abstract, units 1 and 2 are in a relation of CONTRAST according to
the definition just given. It is clear that the definitions we have given of
CONTRAST and CONCESSION allow a sharp analytic distinction to be made
according to whether the writer can be seen as intending to manipulate the
reader's beliefs or not: the definition of CONCESSION includes a component of
manipulation, whereas that of CONTRAST does not.

Third, chinking of concession as a discourse-functional relation rather
than as strictly an interclausal relation allows us to view CONCESSION
independently of any particular markings; thus, as has been noted by Konig
(1985, to appear) and Harris (1986), we find not only that there are many
ways of signalling CONCESSION , but also that such 'concessive' morphemes as
although, even though, and while don't always mark CONCESSION,

Examples of CONCESSION being marked in more than one way can be seen in
our first two text extracts above; the first uses althou h, the second shows
but.

An example of the second situation, where although marks a
non-concessive relation can be seen in this paragraph from Hew Scientist,
Aug. 11, 1966, p. 333, cited in %inter (1982:111-112) about a group of Mbuti
people vho were persuaded to be coached by filmmakers to make dangerous river
crossings:

1 7
ERIC

: Aruitoxt provided by Eic:




-70-

1. They were undoubtedly an obliging people.

2. The famous photograph of the pygmy 'bridge' and the
spectacular technique of crossing a river by swinging on a
vine from one.side to another was taught to the Mbuti 'not
without difficulty' by an enterprising moviemaker.

3. The group were able to keep it up for some years

4. and ‘obligingly' repeated the act for 'documentary’ film
units

5. although they preferred to cross the river by wading or by
walking over a tree trunk,

6. It was far safer.

The definitions given above of CONCESSION and CONTRAST suggest that this

text, despite the connective although, is not an instance of CONCESSION, but
is rather an instance of simple CONTRAST, since nothing is being conceded, no °
potential objections are being answered, no beliefs are being manipulated.

Harris (to appear) observes that 'the notion "eoncession” is not always
explicitly marked by a specific subordinator or the equivalent in a
particular language'. He goes on to suggest that 'a conditional marker
and/or an adversative co-ordinator will often serve the purpose Jjust as .
well'. However, my data suggest that in fact the CONCESSION relation may not
be marked at all. Here is an example from a memo to members of a linguistics
department from the administrative assistant explaining why they can't be
reimbursed for off-campus xeroxings:

1, Some of you have occasionalfy given me receipts for
Xeroxing done off-campus.

2. Until now I have never had any trouble getting these
reimbursed for you.

3, Now the Accounting Department is clamping down and
enforcing a regulation that they claim has been in
effect since July 1976 that all Xeroxing on University
accounts must be done through the copy centers on
Campus.

The CONCESSION relation between units 2 and 3 is clear: the writer wants her
readers to believe that they can't get the reimbursement they have come to
expect. Acknowledging theé apparent incompatibility between the previous ease
with which these payments have been made and the current impossibility of
getting them now increases the likelihood that her point will be believed,
since it forestalls the objection 'but we have been getting reimbursed with
no problems.’

These three examples suggest, then, that if we view CONCESSION in terms
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of defining certain connectors or in terms of artificial example sentences,
we might miss the functional unity of this relation as a means for a writer
to accomplish certain goals whether or not it is explicitly signalled.

I wish to emphasize that this logical independence of form and function
does not deny a close relationship between the clause-combining grammar
traditionally associated with concession and the functions I have been
discussing. What seems to me an appropriate way of regarding this
relationship is to see the grammar of clause combining as a

rammaticalization of discourse relations (as discussed in Matthiessen and
Thompson (to appear)); thus forms such as although and but are often, but
need not be, associated with the discourse function of CONCESSION. As Du
‘Bois (1985) has put it, ‘'grammars do best what people do most',

S. Conclusion

In this paper, I have tried to show that viewing CONCESSION as a
discourse relation rather than in terms of the traditional semantic
characterization of 'surprise' can provide a fresh perspective on the way
writers and readers actually use CONCESSION in English,

Notes

1. I wish to thank Cecilia Ford, Barbara Fox, Martin Harris, Michael
Hoey, Michael Jordan, Ekkehard Kdnig, William Mann, and Christian Matthiessen
for much stimulating discussion of the ideas in this paper. I of course take
full responsibility for the interpretation that I have given to their
suggestions,

2. 1 will refer to 'writer' in this paper because I am restricting
myself to written language here; the claims I am making are equally
applicable to speakers as well.

3. Literature discussing discourse relations includes Beekman and
Callow (1974), Crothers (1979), Grimes (1975), Halliday and Hasan (1976),
Hobbs (1979), (to appear), Longacre (1976), (1983), Mann and Thompson (1985),
(1986), (to appear), Matthiessen and Thompson (to appear), Martin (1983),
McKeown (1982;, Meyer (1975), and Thompson and Mann (to appear). For a
detailed discussion of a theory of such discourse relations, see Mann and
Thompson (to appear).
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Adverbs, Polysemy, and Compositionsl Semantics

Thomas Eranst
The Ohio State University

Much of recent work on lexical semantics, e.g. Sweetser (1986) and
Welsh (1983), has taken an spproach to word meaning which recognizes
tha existence of widespread polysemy. This view emphasizes the
systemstic naturé of the relstions between polysemous sensea of a word;
in perticulsr, polysemous senses sre frequently linked by certain
common, pervasive relstions. Perhaps the more cosmon view in formal
linguistics, in contrast to this polysemy spproach, is that different
but relsted senses of s word are to he treated as *homonyms’, formally
on par with stenderd homonyms such cz-bank (of a river) snd bank (for
money). Thia move makes an account of componitionslity easier.
Theories which appeal to polysemy and prototype semntics (and in
practice the two often go together) fsce perticular problems in
accomting for compositionality (see, e.y., Osherson snd Swith (1981),
and opposing viewpoints in Zadeh (1983) end Welsh (1986)) .

Both sides base their theories primarily on the meanings of such
worda se nouna snd sdjectives. My purpose in this peper is to exsmine
certain cases of Polysemy in adverbs, and swee how they fare with
respect to semantic cowposition. There is a good reason for wanting to
do this: adverbs have s wider rsnge of compositionsl pousibilities than
other content clssses, regularly modifying sentences, VP’s, verba,
adjectives, other adverbs, prepositiocoal phrases, and NP’s (cf.
McCormell-Givet (1982), Broat (1984)). In some cases the very same
adverb has 81l of these functions. Adverbs therefore provide a wide
ronge of teat cases for exsmining the proper formulation of word
meanings, in such s way as to account for the facts of semantic

componition.

I will sssume the general fremework of Bartach (1984), which
provides a way to discuss polysemous senses in formel terms. She
reprenents the mesning of s polysemous word schematically as in (1):

$)

In (1), X; stands for J (A, c4), which is a set of properties and
relatiouships manifested in the context cj, i.e. a function from words
to contexts where the word A cen be used. Bartsch then defines the
meaning of a word as in (2):

-7 -




-75-

(2) Neonizg of & word: M(A) = <{J(A, c;) | c}ec}. »,
Plus derivational rule: For every c; of use of A there is
at least a cj such that J (A,cy) = R (J (Aicy)s ).

The derivational ruls saye :ssentially that there is another context of
vas with related (similsr) properties; this is represented in (1) by
the lines connecting the circles.

Bartach gives ss an exswpla the cass of rum, where the kernel sense
spplies to s persom, snd includes the features 'change ove’s position’,
by moving', ’in an upright position’, sad 'by stepping on the ground
with at most one foot at the same time and slternatingly.’ For the sense
found in @ sentence like Busss ryn on Sundeys, the latter two festures
are sheent; for The water is yuming, again only tha first two sre
m*t but otherr: sre added relsting to the characteristic motion of
liquide.

Netaphor snd metonywy (which Bartsch focuses on) are smong the
common types of relations betwesn senses, but there sre others. In one
cane,. Lokoff snd Brugwen ..jvoke the relationship comecting s moving
point and the line it traces, which accounts (for exrapls) for the
polyseamy of extend in (3):

(3) o. It extended s tentscls snd groped along the sesbed.
b, This road extends sll the way to West Cupcnke.

A siwiler relationship vaderlies tbo'two sennes of gvenly in (4), where
th.:o)arc dincrete entities evenly spaced in (), but u mmeooth gradation
in (b):

(4) s The violim-maker tspped evenly sround the edge of the
sounding-boerd

b, He wes s waster ;tlhdin(hh colors evenly from one
into the other.

8til) other types of relstionships are necessary in sccounts of

prototype—senses, o.g. where an old-style ‘pemnyfarthing’ bicycls or s

chicken nust he relsted to prototypical bicyclos snd birds, respectively

(ct. Wiersbicka (1966), Welsh (1986)). In such cases we often must

am vcvzatim of ahepe, function, and other factors that can sowehow
percejved.

With sdverhs, it js often necesssry to have recourse to sowewhet
more sbetract relstionships. In the rest of this popor I will discuse
three canes of adverh polywemy, where the required relationshipo involve
human sgenthood md commmiontive intent.

As was mentioned sbove, adverbe provide useful weterisl for the
study of ' _olysemy because they have a wider reuge of compositional
posaibilities than other categories. 1In (fw), for ins! Yce,
rudely indicates that Dave wes rude becu:se he Jleft, i-respective of the
wuy in which he left, and ss implicitly cpposed to mot leaving:
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(%) a. Rudely, Dave left.
b. Dave lsft rudely..

This ie su AJ-VP resding, in the terminology of NcCounell-Ginet (1962).
In (5b), on the other hend, Pave is judged rude because of something
sbout his lesving—perheps his slsmming the door or not saying goodhye.
e way bave been perfectly polite to leave, per se. This is s Ad-V
reeding. This dual possibility is atenlurd for such Agent-Oriented
adverbs, a group contsining cleverly, bravely, stupidly, snd meny others
in sddition to rudely.

A siwiler pettern is found with Evaluative sdverbs such se oddly and

(6) s. sppropriately, it wes @ juige who founded the Lew School.
b. They acted quite appropriately.

In (Gs), sppropristely tekes the entire rest of the sentence within its
scope: the sporopriate antity is the situation that it wes a judge who
founded the Law School. In (6b), persllel to {8b), it is samething sbout
the actions desigrted by the verb that is called sppropriate, not that
the action wes tsken per ne.

In the (s) sentences, rudely and sppropristely differ, in
cospositionsl terss, primerily in that when oombined with 8 quentified
stbject WP, sporopristely tskes the quantifier in its scope, while rudely
is within the quantifier’s scope. This is shown by the simplified
formulss in 8, corresponding to the sentences in (7):

(7) a. BRudely, everybody left.

b. Appropristely, everybody left.
(8) =. ¥x MR {x, x left)

b. APPROPRIATE (Vx (x left))

(mi.toband’embo.hdadndam'.) Thus while 1y is
mAd—VPln(Ba)-nd(‘h).mﬂgt_olzhmki-—!in(ﬁa)md('lb).

Mow woat sdverbs, when not Ad-¥’s, are either Ad-8 or Ad-VP.
However, A smell mmber of them ere both, and the two compositionel
possibilities correapond to two polynemous senses. {9-10) sre exmmples:

(3) A. Mercifully, they gave the prisoner five minutes to rest,
b. Mercifully, it wes no longer rsining with gole~force winda
when we were forced from our Zoelter.
(10) s. Perversely, Alice refused to came slong.
b. As they climbed, the cliff perversely tilted at ever more
difficult sdles.

(Sn) cm be interpreted where the speaker is sttributing mercy to the
people who let the prisoner reat, In (9b), however, thero is no agent
claimed to be merciful; instend, the focus is on the patient who is the
haneficisry of the chenge in westher. In (10), again, sowe agent (Alice)
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is labeled pervers . &), but in (b) we do not «itribute aome perverse
intention to the clift. In both (b) sentences the adverb rather aignels
the effect that some gituation hes on some patient. Thus we have Ad-S’s
thers; by contras*, in (9a)~(10a), es in (5a) ami (7a), there sre Ad-VP's.

This compoaitional diatinction is mot srbitrary, Agent-Oriented
adverbs alwnys involve the agent’s contrul of an event, in the senee that
this agent st least has the poasihility of not participating (cf. pillon
(1974)). Thus beside cases auch ss (11), Agent-Orientsd adverbs also
sppeer a8 n (12), where the sgent 'acts pasaively’ in sllowing something
to heppen (imagine that gnngsters have tied him up and pushed him in,
unesare thet Clark Kent is slso Supermen):

(11) Xen wisely moved out of the stessroller’s path.
(12) Clerk Eent wisely fell s1l the wey to the bottom of the
wineshaft to protect his secret identity.

Evaluatives, on the other hand, often focus on the sffect s situstion bas
on someane or some thing: luckily, unfortunately, snd conveniently, for
exswple. It aeems to be precisely those Agent-Oriented adverhbs which
have a salient role for the patient as wall that cen also be

Evalustives. Note that this sffect shows up equelly cleerly in the
corresponding adjective forws, which share the same core of meaning:

anjust
merciful

(13) Jill wes g;rvene to us.
lever

In (13) it is only those words whoare sdverb.al form can be either
Amt-Or:mtod or Evaluative that allow the phrawe to us, which indicates
s patient,

Accordingly, it is pomsible to express the relstionship between the
two poseibilities within a theory of pPolysemous adverbs. Let us take
mifullx) a8 an exswple, snd represemt its kernel sense, schematically,
o8 in (14):

(14) mercifully,,: AFAx[CONTROL(x, F(x)) & CAUSE(P(x),
REDUCE (pein))]

In (14) mercifully is so Ad-VP, combining with s predicsts P to make s
larger predicate. The slement *CONTROL’, as mentioned sbove, ia centrsl
to Agent-Oriented adverbs; s full representation for mercifully should
include wuch wore detail, such ss benificent fealings on the part of the
sgent. The second clsvee of (14) indicates that the event controlled by
the sgmt causes a 'roduction of pain’—n formulation that, again, ia
only mesnt sa an sppioximetion for the effect of the event on the patient.
(Sw) can now be represented by (15):

(15) CONTROL (b, GIVE (b, prisoner, 8 min)) &
CAUSE (GIVR (b, prisomer, § min), REDUCE (pain))
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The referents of they consciously do something merciful, i.e. se sgents
thqemtrolmmtdtichmalumiuofuma-ortofpain. But
for (Sb) there is no such sgent. Therefore there is no CONTROL clause, )
snd the sentence can be represented sa in (16): |

(16) CAUSE ((~STTLL (RATN...), REDUCE (Pain))

Underlying (16) is the Ad-8, Evalustive sanee of mercifully shown in (17):
(17) mercifully,: AP (CAUSE (P, REDUCE (Pain))) )

The two polysemoua senscs shown in (14) and (17) sre equally
spplicable to the ambiguous sentence (18), which cen be understood either
with the referent of they weking conscious decisions to lesve (mee
(19a)), or with the focus on the patient’s relief at their deperture (ses

(1%b)):

(18) Mercifully, they all left early. .
(19) a. ¥x (CONTROL (x, LEAVE-RARLY (x)) & |
CADSE (LEAVE-RARLY (x), REDUCE (Pain))) |

b. CAUSE (Vx (LEAVE-RARLY (x)), REDUCK- (Pain)) |

Given this snelysis, wa can ssy thet the kernel sense of polysemous
adverbs 1ike mercifully—that is, X, in (1)—bas the form of (14), end |
that r}, deriving or relating X;, is (20): |

(20) n for ‘pationt-oriented’ Agent-Oriented adverbe:
Delete CONTROL (x, F(x)); X is Ad-S.

(I take the second clsuse of (20) ss responsible for changing IAFAX® in
(14) into *AP’ in (17).)

The aecond case of polynsmous adverbs involves significantly. First
exswine the seitences in (21):

(21) s. Significsntly, the tressury was aspty the dey sfter
the dictator fled.
b. This configurstion occurs significantly in the dats.

The first sentence has an Ad-8; what is significent is indicated by the
sentence following the sdverb. In (21b) significently ia @
predicate-modifier, sn ALY, since it is something sbout the (pattern of)
occurrence in the dets that is significsnt, pot the fect that occurred.
Given s rule such ss the one for predicate modification in Xrnat (1964),
W.thnuodnothmld.udpolmm.htuwith |
rudely in (5). Instead, they sheve the basic meaning of significmatly, |
which can be parsphrased ss ’particulsrly indicstive of P’, P being some
contextunlly-deternined proposition.

Genuinely polynemous occurrences srs illustrated in (22):
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(22) 8. Jane coughed significently when Herry started to tslk
politics.
b. Omsweld .l_'dltd his eyebrow significantly.

In (22) it is not simply the case that the menner of Jane's coughing or
Oswald’s rsising his eyebrow is perticuiarly indicative of something.
Rather, there must be & conscious attempt on the part of Jmme and Oswald,
reapectively, to comsunicate s x2aai e. ¥ior exsmple, we could imsgine s
case where something about the sounu of Jine's cough strongly indicated
to & doctor thet she had bronchitis, but Jene coughed simnificantly
cannot be used to describe such a situation. Therefors (22) must have a
senwe different from but relsted to the one illustrated in. (21): ’Be @
deliberate/intentional sttempt to be particularly indicative of P’.

The relevent sspects of (21b) snd (22b) are represented,
respectively, in (23a-b); n(X) (sn sbbreviation for a more detailed
foronlism) csn be taken s reprementing 'e mamer of X-ing’, where X is
the predicata:

(28) s. IMDICATIVE (m(occwnr), P)
b. INTEND (Oswald, (TNDICATIVE (w(raise-eysbrow), P)))

Thos the meomer (i.e. pettorn) of the configurstion’s occurrence is
especially indicative of something in (23a), while in (2%) Oswald mekes
8 deliberate, intentional sttempt to havs the wemner of eyebrow-raising
be indicative of something—that is, to commmicate something. The
relation hetween X, in (23a) and X3 in (23), r}, is therefore:

(24) r) for significently:
INTIID (2, Q), where o is the agent and Q is X ; X; is Ad-V.

Note that INTEMD in (24) is not exactly the same thing se CONTROL in the
cese of wercifylly, altbough they are siwilar; the former entsils the
latter, snd furthermore requires a more active perticipation then the
latter.

The final case involves the sdverd frankly, which is not ss typical
mmhofpolmuiuﬂutvoeuu“ln«lm. 1t is,
bowever, 8 good candidste for s prototype snslysis, and in showing how it
cam be handled in the seme model susumed here, I would like to suggest
tl\otpolmmdmtotypcp&mmmbcmuupocts of the aame
thing. Of perticuler interest is the fact that one type of occurrence of
this sdverb always has its prototypicsl meaning, while when it combines
in a different way compositionally it may have a less prototypical
reading.

I wish to argue that there sre (at lesat) two important components
to the mesning of frenkly:

(25) o, willingness to CONMUNICATE

b, eont:;t of commmication is something oue night want to
hi
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Theve sre illustrated in (26):

(26) a. Be spoke frankly with ue.
b. They looked each other up and down frankly.
c. "Ellen looked over st him frankly.
d. hey soved their {'u- }fratly.
pelvises
e. Mhey dug up the tressure frankly.

|

|

; (26a) is a prototypical case, where it is cleerly an act of

| commnication, snd the context mey eesily he such thet there is some

| reason to hide something. (26b) is sowewhat less prototypical. Imagine

| a men and & womsn who meet esch other for the firat time and sre
attracted to each other; there might be a reason to hide their

‘ sttraction, but this context is not quite so cleerly a metter of

| commmication. In (26c) once sgein the element of comsmication is not

i sslient, snd also 2here is less contextus)] support for wemting to hide

| sowe information, so the sentence is even less prototypical then (26b).

. Mote that it reslly is a matter of sslience of the comsunicstion context:

|

\

|

|

|

\

significently,
(27) Ellen locked over at him { pointedly .
treokly

In (27) the relative mcceptability of significently and pointedly
indicates thst frankly requires a relstively atrong context in this
regerd, while the others do not. I find (26d) with pelvigses sbout as

. good (prototypicel) ss (26b). But with srms, the contextusl need to hide

N something is totally sbeent, rendering it much worse. Finally, (26e)

‘ shows a cese where the possible nead to hide informstion is salient, but

¢ the slemnt of commmication, in contrast to the contexts in (a-d), is

totally sheent. Compare cpenly substituted for frankly in (26e): this
word hes only the slement of hiding something, not the requiresent for
ssliency of comwmication, snd is perfectly scceptsble here =s a reault.

Suppose we consider the non-prototypical ceses ne being related to
the prototype by a gsnerslized relation of the form:

prototypes:
+6 salience of ¥, where ¥ ia some festure of X,.

0f course, (28) does not snewer many of the interesting and relevant
questions about prototyper here (for exsmple, which features can be
reduced in salience under what conditions and combinetions snd still
sllow en sccepteble uasge), but it will do for our prement purposes. Now
exmeine s case where frankly functions not as an Ad-V, ss above, but as a
Dimovt)-u-oﬂutod sdverh (somwstimes called 'Prageatic’ or *Performative’

(29) Frenkly, it's s atupid idea.

There is a rule of cowposition for such readings, which covers
frankly snd other sdverbs like roughly, briefly, and honestly, requiring

|
(28) Generslized ry for
|
|
|

Q 8
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the sdverb to indicate something sbout the wey the information of the
following sentence is presented to the addresses (cf. McConnell-Ginet
(19682), Brnet (1964)). In such ceses, of course, the commmication
context is necessary snd salient, anl this clearly part of the motivation
for the performetive hypotheais, where (for exsmple) (28) would be
derived from (30).

(30) I say framkly (that) it’s a stupid ides.

Given the zodel of polysemy assumed here, the fact that such
Dincowrne-Oriented reedings slweys inwolve prototypicsl ceses of frankly
falls out from the relation in (28): ri will always be incompatible with
the requiremants of the compositiomel rule. This is of course not the
cese with the 4d-¥ resdings of (26), so novprototypical cases mey occur.
‘Thus the prototype—sa-polysemy model allows us to state this ssymetry
wnder the two componitionsl possibilities.

In addition to the three cases of polysemy discussed here, there are
other inatances of sppesrently polysemous sdverba relevant to the
interaction of word mesnings and compoeitional rules. Just to mention
:womlu.h(Sl)an-mu-s(in(-))me—v
in (b)):

(31) ». logically, this smelysis is incoberent.
b. Ne acted very logically.

Although such Domnin adverbs often have such dusl uses snelyzsble sa
baving the sume ssnse, the foot that logically i« gradwble in (31b) but
nongradeble in (31a) indicates the need to explore s polysemy snelynis
for exsmples like this ome. And parallel to the
Agnt-Oriented/Evelustive conmection for mercifully, there is = smell
number of adverbs like sadly in (32) which cen be either Rvaluative (32a)
or Mental-Attitude adverbs (32b):

(32) a. Sndly, his reign ended after only twelve yeers.
b. 8Sedly, she tursed swey from the empty shelves.

Such cases indicate that there is more to be learned from adverd polysemy.

In conclunion, I heave shown thet a mmber of csses of adverb
polysemy. can be handled under a model where specific relations between
polysemoun semses ore posited. The relations include both ’content’
factors—CONTROL, INTEND, salience of comwunication context—mnd
ompositional information, so thet the correct sense enters into the
correct combinations. Moreover, it seems ss though instsnces of
prototype weening mey ve accommted for ss a subcsse of polysemy.

The coves exmained here are by no mesns the mly ones, snd a wider
inveatigation ahould shed wore light on word meenings sud their
interacticn with tules of composition. In particular, it should be
{lluminating to find out what sorts of relstions exist between polysemous
sonses; besides the spatially-bssed relations invoked in such recent work
(e.g. lakoft amd Johveon (1980), Brugwann (1981)) we ?ind hers relations

8%
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rooted in humsn intesntion. Finelly, we wey hope that these
investigations will tell us why wuch ’content’ fentures se INTEND sre
1inked to ocertair compositionsl posaibilities; surely, it is not an
sccident that sn adverd making crucial reference to a thinking,
individusl sgent is within the scope of s quntifier (so that each
individual controls his action; cf. (19a)) while those which focus on the
effect of ncme event on a petient sre mot (cf. (1%)). In this wey we
sy hope to ultimmtely comnect logical form to human experiencs.

Notes

1. Imulmt(lm)ﬂattbdutinctionmm-vddthr
AG-YP or Ad-8 mesd mot and should mot be lexically apécitied, but is
instesd predictable from other factors snd cen be sbetracted out as a
swersl rule of sementic compositionm. This will not affect the point st
hesd, however, which concerns the Ad-YP/Ad-S distinction.

2. The sctus! formalizatiom of this rule in Brmet (1884) is feulty, =id
a sevised form of the rule is ,resuppowed in (23) delow, although fr:il
justificstion of this version is ss yet vupublished. Detsils of
formalisation are not important for the point wder discussion here.

o
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Lake Miwok Naturalization of Borrowed Phonemes

Catherine A, Callaghan
Onio State University

Lake Miwok is a California Indian language formerly spoken
in a small area south of Clear Lake, about 95 miles north of San .
Francisco. It is closely related to Coast Miwok, once the lan-
guage of the Marin Peninsula north to Bodega Bay, and more dis-
tantly related to Eastern Miwok, formerly spoken on the western
slopes of the Sierra Nevada Mountains and a stretch of territory
extending across the northern portion of the San Joaquin Valley
(see map). The Miwok family is in turn related to the Costanoan
languages, once spoken from San Francisco south to Big Sur.

On the basis of lexical items, structural similarities, and
sound correspondences, the Miwok languages may be grouped as fil-:
lows (Broadbent and Callaghan 1960, Callaghan 1971?: :

I. Eastern Miwok (Mie)
A. Sierra Miwok (Mis)
1. Northern Sierra Miwok (Mins)
3. Central Sierra Miwok (Mics)
3. Southern Sierra Miwok (Miss)
B. Plains Miwok (Mip)
C. Saclan (Misae)
II. Westera Miwok (Miw)
A. Coast Miwok (Mic). Coast Miwok was probably a sin~
gle language with various dialects. :
i. Bodega Miwok (Mib)
2. Marin Miwok (Mim)
B. ILake Miwok (Mil)

Modern recordings exist for six Miwok languages; Southern
Sierra Miwok (Broadbent 1964 and my field notes), Central Sierra
Miwok (Freeland and Broadbent 1960 and my field notes), Northern .
Sierra Miwok (Callaghan forthcoming), Plains Miwok (Callaghan
1984;, Take Miwok (Callaghan 1965) and Bodega Miwok (Callaghan
1970), Saclan, now extinct, is known from a short list of words
and phrases taken by Fray Felipe Arroyo de la Cugsta in 1821
(Beeler 1955).

We see that Lake Miwok was geographically isolated from its
nearest relatives, although speakers of Lake and Coast Miwok were
in frequent contact, This isolation may be relatively recent,
Kenneth Whistler (1977) argues for Patwin intrusion into the
lower Sacramento Valley and adjacent foothills, basing his con—
clusions on Patwin plant terms of Miwok provenience, James Ben~
nyhoff (personal communication) has presented archaeological
evidence for recent expansion of Wappo territory. In addition,
Lake Miwok is bounded by Eastern and Southeastern Pomo, and it
is close to Southern Pomo territory. |

|
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The phonemic system of Proto Miwok probably configurated as
£cllows (Callaghan 1971):

P t t g k ? i yl£]l u

s <] h e o

m n a
w 1 ilyl length (*)

Only Central Sierra Miwok retains both /s/ and /s/. The Sierra
Miwok languages have added /y/, and Plains Miwok has added /a/.1
Coast Miwok has lost /y/, and Plains Hiwok. has neutralized the
contrast between /t/ and /t/. Otherwise, daughter languages
other than Lake Miwok have retained the phonemic system of the
parent language. (By convention, {3] is written /c¢/ in these
.‘Lemguages.%}1

Lake Miwok has also lost Proto Miwok /y/. But the Leke Miwok
congonantal system is extremely complex.
p t
h h h

d
clts]
olts) *
s s E4
m n
W l r Jlyl

/s/, /x/, and /&/ are extremely rare, except in loan words,
from Spanish, /&/ varies with /c¢/ or /&/ in other words, and
also varies with /&/ in those few items in which it occurs.

The Pomo languages, Wappo, and Patwin all have pultiple
series of stops. In addition, Patwin has /%/ and /x/. An
early comparison of Lake Miwok words containing non-plain stops
or affricates, or ¥, revealed that about 30 percent closely resem-
bled corresponding words in neighboring languages. Moreover,
these Lake Miwok words rarely had a Miwok etymology. Consequently
I concluded that Lake Miwok had undergone massive phonemic bor-
rowing as a result of loan words from nearby languages (Callaghan
1964). Additional evidence came from the fact that the aberrant
phonemes do not occur in Lake Miwox affixes (except for a few
reduplicating suffixes and free variants of the objective case),
and they are largely absent from core vocabulary. Therefore,
I was confident that additional research would yield sources for
the remaining 70 percent of the broblemstic items.
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Chart ' *p > Mil p . p /_ vtback

English Sierra Miwok Plains Miwok Coast Miwok Lake Miwok Other?
to kiss 5ﬁt-ka-§i, Pse §u§ki
ﬁﬁt-ak 'a kiss'
woman Mim potcis SB péc'i ~ péc*i Wph pokita
'old woman' Wph poksin
'sister-in-
law’
rash péclo-ti ~ Csjb po-&or
péclo-ti ‘a sore'
Waw pdtlc”
. 'syphilis’ .
to cut open, Mics po®-wa-, 5éc'a ~ pbcra &
qut off po?-la- '
to blow on, Mib pdceu-ti 5ﬂc'a-§i ~
blow out * P
puc a-ti
to be blowing, Mib pdi-cu pécca ~ pi‘ca
blow slowly
wild onion Mib, Mim péecu ~ pi-cu
putcu IK ’,
- pu*du Wph purrway
snake 56dwaj Wph porwan
to break (a Mics pejey- ﬁéj-ku-gi,
branch) off pé3%a
to smoke Pllis *pa®my- pa®my- 56m°a ~ 56m°a
(tobacco) 'to puff,

suck (a pipe)*

Q E)ES
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Chart 2 TLake Miwok d, %, -n°e

Epglish | Sierra Miwok Plains Miwok Coast Miwok Lake Miwok Other
to tear céd-ka-ti Wph &ura
to rub against PMis *lit-ja- 1id-a
slick, PMis *litca-ta-
slippery
to skin (an  PMis *lutcu- lut-u- 1d-doj 'to cut
animal) ~ *luctu- into strips'
1lg, much, PMis *®ytey- 2udis, ?¥d-i
many ‘great, huge'
?%+di ‘eldest’
Sulphur Banks ndéx Wpee mok
'willow, bay
leaves :
to break off Miss tes-ku- dé-ku-ti 3
to break off, Mib kég-a, két-a '
break up . kég-ku-ti
to hang down Mins juh*u-ceu- Jéx-ka-ti
- *Jugeu- ‘to hang out'
to have PMis *Sul-ka- céx-ka-ti
diarrhea ¢
to be hanging Mib jé*ke-te Joké-n'e ~
~ Jé+ke-ti Joké-n-e
2
to sit down, PMis *to”-ge- také-n-e 'to
land (bird, land'
insect)
Q to squat Miss wata®-t- watj:é-n'e
E : 'to straddle' (A
IC wy
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English Sierra Miwok
fish trap

to belch

to bubble Mins poklu-

Miss put‘a-

to growl Miss kol-ka-
(intestines)

to squeak Mins

(mouse, door) cilit--it-y-

to squirc Mins citi-t-

to wink PMis *8ituk-
nu- 'to wink
at someone'

to drip Mins cot-ka-

to point

index finger

tooth PMis *kyte-y-

to chatter Miss

(teeth) kytyt-cytey-

to roll around

to crush, mash PMis
cocoon rattle PMis
to flip (fish)

*picak
*sokos*a-
3 3

Plains Miwok

cituk-nu- 'to
wink at some-
one'

ki*ca-
ki*ca~n+a-
kot

sokos*a~-

Coast Miwok Lake Miwok Other
vikPal Pe bu-xdl,
< *buhqhdl

bdk-se-ti Waw pdke”
békbok-osi
b6tbot-os1

'to foam and

pop'

ﬁowé'lod-ogi Wph ko*woro

citf-t-isi  Waw oifitisi”

cid-ka-ti Wph tid-
oidi- t-it-1s1
cit-ka-ti
clt-ak
éaké't-at-agi
kisci
kici-n-i

kit

kutﬁ kutu -

kutu kutu 'to
gnaw noisely’
Mib plcrel pucé-l-esi
'to roll over' h.>
p icak

gokds+o
tiptip-isi

- 68 -
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Additional research did not shake the hypothesis of massive
borrowing, but it did render the situation much more complex.
In some cases, new loan words were clearly icentified. MNil
1ébleb 'solar plexus' is most probably from Wph lebledb 'meat under
+ibs'. But in other cases, an increasing number of resemblant
forms emerged in other !Miwok languages. Sometimes there was an

embarrassment of riches. Mil 8it-ka-ti 'to wink' was thought to
derive from Waw &iw— 'wink'. But 1t acquired a much more convinc-
ing Miwok etymology in view of Fiie +Zituk-nu- 'to wink at some-
one'. Some of the new phonemes have become full-fledged partici-
pants in Lake Miwok sound developments; i.e. they haye become
naturalized, to borrow a term from the biologists. I will ana-

lyze a few instances of this phenomenon.

Chart 1 lists some examples of Mil /p/ in initial position.

This phoneme entered the Lake Miwok corpus throu%h such words as
$ﬁt-ka-§i "to kiss (once)', which is presumably from Pse putki

a Xiss ', and for which there are no known Miwok cognates. It
is in the process of spreading to all words in which /oc/ follows.
The gpread to pécei ~ pdcri 'woman! was doubtless encouraged by
Wph pokita 'woman' and Wph poksin 'gister-in-law'. Mil poclo-ti
~ péc o-ti ‘rash, to break out' has an apparent remote qognate,
CSSE po<dor 'a sore'. The relationsnip here of Waw pdtlo?
'syphilis' 1s uncertain.

The new phoneme usually spread by analogy to other members
of a_derivational paradigm; hence pit-ak 'to kiss (several times)'
and pé-c-ka-ti 'to cut one piece', The sound development Pse /t7/-
> MiI 7t/ In" pdt-ka-ti 'to kiss (once)' is also expected, since
two glottalized stops.in the same stem are rare, and Mil /t/ is
rare before -ka- 'semi-accidental' or -ku- *deliberate’.,

Mil /p/ is also in the process of spreading to words with a
following /u(*)c/, but the spread is incomplete, since there are
still items such as pici 'to suck, nurse', which do not partici-
pate. Mil /p/ has agregdy spread to the:two words with a back
vowel followed by /d/, pi*du 'a plant like garlic' and pddwaj
‘gnake'. Both are probably loans from Hill Patwin.

The fingl examples; Mil péj-ku—ti 'to cut off (branch, pine
cone)', Mil péj’a 'to cut (pine cones) off', and Mil pém°a -
pém?a ‘to puff several times, suck a pipe'; represent a further
spread of Mil initial /p/, this time to words with a back vowel
followed by a sonorant. The spread may have been occasioned by

the intrusive glottal stop in pdéj%a and pdm’a.

/-d—/ entered Lake Miyok via such words as cid-ka-ti 'to
tear', probably from Wph &ura 'to tear' (see Chart 2). The sets
'to rub against' (plus 'siick, slippery'), 'to skin (an animal)’',
and 'big, much, many' argue for the sound change i *-te- >
Mil -d('s- after high vowels.

Mil /3/ occurs in some loan words from Paywin, such as hikad
~ ¥kaj 'rabbit blanket', probably from Wph fukay

Q
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Mil mét 'Sulphur Banks' may be somehow connected with Wpce mot
‘willow, bay leaves', which might account for an instance of
Mil /3%/ in non-initial position,

In fact, Mil /%/ is common as the second consonant in CVC-
stems before -ka- 'semi-accidental' and -ku- 'deliberate', where-
-as underlying /s/ does not occur in this position in the analyzed
Lake Miwok corpis, except in wéi-ka-pi ~ wés=ka-ti 'to chip, be
chipped' and related constructions. These ' facts suggest that
some instances of Mil /3/ in this position may derive from PMiw
*s, the reflex of both PMi *s and PMi *s. Support for this hy-
pothesis comes from Miss tes—ku- 'to break off a piece', an ap~
parent cognate wi.h Mil dé¥-ku-ti 'to break off (a branch), dis-
locate (a_finger)'; and Mins juhcu-c-ur 'to hang down', whose stem
is probably cognate with Mil jé%- in jét-ka-ti "to Laag out, pro-
trude'. In both cases, /3/ has been generalized to other members
of the Lake Miwok paradigm.

dét-ka-ti 'to pull something off, be out of Jjoint*
dét-te-ti 'to droop, bend over, be out of joint'
dét-uk 'to break (twigs) off, dislocate (finger)'
Jét-te-ti 'to sag, be limp'

Mil xé¥*a 'to break or chip bark off all around a tree' is
not currently part of such a derivational paradigm, but Mib
késku-ti 'to break up (table or chair)' argues for such a para-
digm in “he past, which would explain another instance of Mil /%/.

Mil céi-ka-ti 'to have diarrhea' is harder to explain, since
Mil /%/ is not an expected reflex of PMi *1 in this position,
Possi?ly there was analogy with Mil J6t-ka-ti 'to hang out, pro-
trude',

The last three examples may represent a morphologically con-
ditioned sound change. Verbal stems of the canon CVCV- glot-
talize a medial stop before -n*e 'intransitive'. (The verbs in
guestion are all verbs of position.) 1In these instances as_ well,
the glottalization has spread to related words, i,e. Mil jékap
'to hang (a person)' and Mil w:ti 'to spread one's legs when
lying down'. )

Chart 3 includes some examples that may involve onomato-
poeia and sound symbolism, Mil /b/ is rare. It probably entered
the Lake Miwok inventory through a few loan words, such as Mil
bukbal ‘'fish trap', most likely from Pe bu°xil 'fish trap' <
¥buhgldl (McLendon 1973; 66-7). It has spread to Mil békbok-osi
*to boil, bubble' and Mil bétbot-osi 'to foam and pog like acorn
mush', both of which are probably o6f Miwok origin, It may haye
§preadlto'a loan word, if Mil bdk-se-ti is indeed from Waw péke?

to belch',

Q 99
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The remaining items are apparent instances of sound symbol-
ism, where glottalization has becomg agsociated with small, quick,
often semi-accidental action. IMil kowé*lod-osi 'to growl (intes=
tines)' and Mil citi-t-isi 'to squeak' are probable loan words

from Hill Patwin and Wap%o respectively, but their entry into Lake

Miwok may have been facilitated by the existence of similar Miwok
stems. The glottalization in Lake Miwok words for 'squirt' and
‘wink' (as well as the -d- in words for 'squirt') can be explained
by the influence of similar stems in Hill Patwin and Wappo, Once
glottalization had become established, it began spreading to se-~
mantically similar items. The phenomenoz is still too sporadic to

be predictable.

To summarize, Lake Miwok has probably been isolated from its
nearest relatives for centuries. It has undergone massive pho-
semic borrowing through loan words from neighboring languages,
waich entered as a result of intermarriage and bilingualism. They
spread to some native Miwok words through analogy. s they came
to be fully accepted into the language, some of chem started to
participate in conditioned sound change, sound symbolism, and
onomatopoeia.

Notes
1. Saclan might also have had /a/ and both /s/ and /g/.

2. The following are additional abbreviations: IK 'Isabel
Kelly', SB 'S, A. Barrett' (both from Callaghan and Bond 1972),
PMis 'Proto Sierra Miwok', PMie 'Proto Eastern Miwok', Csjb 'Mut-
sun’ (San Juan Bautista Costanoan, from John P. Harrington's
field notes), Pse 'Southeastern Pomo' (from George Grekoff's
field notes), Wph 'Hill Patwin' and Wpcc 'Cache Creek Patwin'
(both from Donald Ultan's field notes ! Pe 'Eastern Pomo' (from
McLendon 1973), and Waw 'Western Wappo' (from Sawyer 1965).
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vhat ia KArRAKA?
A probs into pAniNi’s enelyticsl procedure

Jeg Deva Singh
Gremmsr Engine Inc. Weaterville, Ohio

Abstrect

Nominsl end verbel stems sre found raleted
variously in ayntactic ccnatructions. These
reletionships msy bas distinguished ss k&raxka and
non-k irax . Nominal steme, “things’ indicated by
which help ‘sctualization’ of sction denoted by
varbal atems, are celled kéraka. The rest are
non-k ARAK Ae

In this peper we discuss what xéraxa is; why
there sre only gix verieties of it; why nominal
atema are labelled as xéraxa snd whec analytical
procedure presumsbly phnin: follows in determining
xaruka diatinctions.

1. To describe Atructural pstterns in a languags, a
linguist hss to hav™ aveileble to him sppropriate end adequate
lingusstic deta. He does not dream his grammer; nor does it
dswn on him unobstrusively in hia momenta of contemplation.
Hie findings are always snd neceassrily bessd on linguistic
fects gsthered frca field, sifted snd snelysed; usuelly more
then once. He may need to replenish his data time and egein
before he can bs ressonsbly aure of atructural pstterna. One
csn comprehend and eppreciate structural description of @
lsnguage better, if he hss access to the dets on which e
lingusst bases hias formulations.

In our study of papini we are handiceppad by lack of data
recorded in his gremmsr. Here we sre presented with final
products of his efforts, 8 body of structural satstements.
Howevsr en sttempt cen bs mads to reconstruct compersble data
from linguistic elemsnts mentioned in hia statesents,
axplicitly or implicitly, end from various illustretive
sxsmples hended down to us by hia sncisnt commenietors.
Supportive illustretions may be gleaned from ancient
literuture, though not sn essy tegck to undertake.

-9',-

102

ERI

Aruitoxt provided by Eic:




_95-

Hexe we propose to study hia trestment of KARAK A8, A& very
significant gegment of has grammar releting to syntactic
atructures. It is our attempt to figure out what xaraka
signifies, a term not defined formally by him; to make c’ear
why there are only aix varieties of it; to explain why nominal
ateas ere designated as kAraxa and to work out what analytical
procedure he followas in determining various karakas.

It i1s a truism that esch structural gtatesent is intended
to explicate certein linguistic data. Our endeavcr here is,
thus, to gather comparable data to serve as premisea to
understand formulation and meanings of these atatements. Ve
try to work our way backwards.

2. arexa?

The term xéAraka 18 used in pAniN: as a technical term (cf
237; 3319, 5442 etc.). It is introduced in 1423. Under it are
- described gix varieties of it in 1424-SS,

We learn from this description that nominal stems
cooccurring with verbal stems as specified here ere K ARAK 28,
Conaider, for inatance, the following conatructions.

(1) a$van oHavaTt ‘The horse runs’.

(2) a%vam ZroHAT! ‘He mounts the horse’.

(3) n&VvAva oHASAM DEH! ‘Give sone fodder to the horse’.

(4) akvEna DREMAM YvETI ‘He goes to the village on a horse’.
(3) A%EVAT avaroHAT! ‘He alights from the horase’.

(6) akvE Tis$THAT! ‘He sits on the horase’.

N In all these constructions afva ‘a horse’ ias a x&Rraxa of
one sort or the other - xarT& in (1); xarama in (2) end 80 on.
But thet i1a a aubsequent atory. Firast we have to establish
kArak a-nood of pfva, What does it mean to ray that afva is
kAraka? What is the feature shared by akva in all its
occurrences in the above conatructiona? p&nDini does net snawver
this queation. He atraichtway makes use of the teram to denote
nouinal stems such as gfys without telling us what
diatinguishing fasture marks it off. Let us try to underatand
whet it means as s technicsl tera.

One can reedily concede that in writing up his gramsmar
;PApiNI does not work with nominal and verbal stess us mera
lexical items, apeculating of ayntacitc relations betwaeen
‘them. Bere atema in jsolation do not contract ayntactic
reletions. To be related structurally, lexical items have to
be conatituents of gome linguiatic constructions as found in
ectuel use among members of a apeech community. panin:i’s
eccount of kfraxas is, thus, securely based on aystematic
enelyais of resl language dste. To underatand what he means by
.KARAK A, We may examine syntactic behaviour of nominal ard
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varbal steme in linguistic conastructionas.
Teke, for instencs, ths following ssntance.

(7) sarasTirRE 8AKAH ERA-PADENA SUKHENA TISTHAT!
‘Thers stends with esse on the benk of s pond s Crsne on ons leg’.

Here there sre five syntectic units, cslled pADAs,
constituting the uttersnce. Of these RakAH: BARASTIRED
IkA-DADENA Snd SUKMENA ere nominsl forms. Thsse sre not
raleted smong thamselves. However all of thsse sre reletsd
directly with the verbsl form ILSTHATI. Their relationshipe
with ths verbsl foram differ smong thsaselves rignificently. We
may exsmine these s little more closely.

’stending’ cennot be concaived without its being relsted to
paKAH: SarasTIRE, end XxkA-OapENa which rsspsctively snawar ths
quastions: who stands?; whare does it stend? end with what
means doss it stand? Mention of ell of thess expresaions,
explicitly or inplicitly, is required to constitute the
construction. ‘Things’ denoted by thsse forms help ‘sctuslizs’
performence of ection of ‘stending’ indicetsd by thas verbal
form. Linguistic relstionship of such nominst forme with ths
verbel one is unique in es much ea without their essocistion
sction dsnotsd by the varb form deos not get eccomplishad at
sll.,

In the first pPlace, ‘performence’ of the action of

|
|
On the othsr hend, in contradistinction to this type of |
rsletionship, consider the relstionship of SUKHENA. snothar ‘
nominel form, with TisTHATI, The nominel foram hsre simply |
tells ue about ‘the menner’ ths ect is being parformed. It |
snawsrs the question: how does the crene stsnd? It stands ‘st |
ssse; comfortebly’. It neither helps nor prsvents

’actuslizetion’ of performence of tha action.
|

Considsr e faw more examples.

(8) DEVAUATTAH DIVASAM VEDAN ADHTTE

’‘Davadetta studiss the Vedas during the dsy uninterruptedly’.
(9) YAJhADATTAH ADHYAYANENA KREVEM vasaTt

’Yejnadstta resides in Keshi for the Purpose of studying’.
(10) bDYUTAxZARAaR MUTRADADENA BRHAT NIRADACCHAT

‘Ths gsmblar slipped swey from homs under the pretaxt of urinating’

|
In (8) pEvaparTaH end YEDANW releted to ADRHITK tell us ‘

rsspactively who studies and whet. Performance of ths ‘act of

studying’ csnnot be imsgined in its entirety without their

msntion. Ths expression pivagam gives information as to how

the sct of studying procesds - the whole dsy. The action

continuss sven if this expression is not ussd. Agein in (9
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YAINAQATTAH and xAEvEmM denote ‘performer’ and ‘locale’ of the

sction. Successsful performence of action sntaile their

iparticipation. The expression ApHYOYANEN. talke Of the
|‘purpose’ of reziding ss ‘studying’. It hes little to do with

+ {the sccomplishment of the action. Likswise in (10) the nominal
forms pyyrarAran snd QRHAT as related with NIRAGACCHAT tell us

~ (respactively of ‘who’ slipped swey snd ‘from whers’, while
MUTRADADENA, On the other hand, spesks of the ’‘rssson’ of
slipping asway. Obviously it does not contribute anything

- itov.rd consummation of the action.

,! Here two typss of relstionships mesy ba distinguishad

’ Ibetwssn nominsl and varbsl forms: one, whsre nominsl forms

~ help ‘sctuslize’ performsnce of sction denoted by verbsl forms
ignnd two, whers nominal forms have no such rolss to plsy. The

: (former type msy be called x&raxa snd the latter ss non-karaxa
[ for went of sny other nsme. Forasl distinctions in inflected

* nominsl forms imply that xZraxa relations sre of different
¢ typesa.

5\\
3. muf_lnﬁ:s&m_m_uiwm

In our discussion sbove we have procseded on the
sssumption that syntactic relstions obtsin betwssn nominal and
verbel inflected forms. This pProposition needs to be examined
further. An inflected form ias constituted of two elemants,
nsmely stem snd inflectionsl suffix. We mey look into their
rsspective yolss in determining syntactic rslstions.

Let us go beck to the exsmple in (7). We mey consider the
verbsl form first. It consists of R2THA ‘to stend’, e verbsl
root and the suffix Il dehoting 3rd parson singulsr, asctive
voice snd pressnt tense. The verbal form may be replsced by
sny one of the forms such es ATISTHAT, ARTIHAT, TaARTHay ell
assning ‘it stood’; BTHABYAT] ‘it will stand’, JIISTHEY ‘it may
stand’ etc. We find thst such replscemsntas do not bring sbout
any corresponding resllignment in syntactic relations with
nominsl forms. Tha reletionships remsin intsct.

Now ccnsider change of vimnaxT! suffixss in nominal
forms. For instencs, if J0RAGTIRE 18 replaced by any such fora
‘88 SARSTIgAM, BARASTIRENG etc. made from the stem sarasTIiRA,
its raslation with 118THAT! is snapped altogether. Likewiss any
chsnge of visHakT: in gAY etc. results in disruption of
rsletionship with the verbsl form. The construction itself
bscomes incohsrent and unscceptable.

R Thus syntactic relstions, x#Araks or non-kAraka, are pot
4.pondont on verb inflection. But, on the other hend, any
¢hange in nominel vienaxT! type either extinguishes the
fsletionship or alters its nature (though in very rare casss).

Qynt.ctic relstionships are ssnsitive to nominel suffixes end
ugt to verbal ones.

s
)
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4. Whet are structural implications of this? i

One obvious implicetion is thet it canngot be mainteined
thet ayntectic relstions exist between nominel end verbel ¢
inflected forms, the position we sssumed in our diacuaaion !
earlier. Nor cen it be msinteined thet these obtein between .
inflected nominel forams end verbal steams for the simple reason ¢
thet thess two belong to two different levels of linguistic
structure. One is @ simple atem while the other is more than a
stem, en inflected form. The ineacapable concluaion,
therefore, is that syntactic relstions obtein between nominal ‘
2R8,: The role of nominal inflections, then, is to :
merk or msnifest these relationships.

As & corollary of this it mey be held that nusber of
xArakn relations in the languege would Not exceed that of
inflectionel types which ere just seven, Since one of thease,
namely the 6th VimHakT! primarily denotea non-xarakk relations
between nominel stems snd merginelly such k&raka relations
which ere indicsted by other VimnakT! typea, only giX kaARraka
reletions ere poatulated by pAnint.

. S. Nominal stems are KEwaKa

There is another important iassue which mey be considered
here. The k&rakA ia essentially one type of ayntactic
relationship. It exiats between nominal and verbal stems as
shown above. For ita conaummation both are equally important.
One is intrigued aa to what motivates panin: to designate this
relstionship by one of the partners i.e. nominal stems.

It is true that no issue of theoretical nature is
involved here. It ias simply setting up a sort of convention.
In such nattera linguist’s convenience is aupreme. The term
k&raka could heve been used to denote the type of ayntactic
reletion described above between nominal and verbal stems or
it mey designate gne of the linguiatic elementa participating
in this relationship. p&ninNt chooses to call pcpinal stems as
kK ARAKA. Presumebly the following considerations might have
weighed with him.

(1) Nominel stems ere considered more than equal partnera
in xAraxs reletionship for the r that th are the
carrieras of the primery grammetical feature characterizing
kArakh reletionship, namely visnakTi suffixes. Nominal stems
serve es necesssry props to which these are tagged.

(11) Nominel stems are ubiguitous in their pragmatic
roles which help ‘ectuelize’ different espects of action
denoted by verbel stems cooccurring with them. For inatance, H
2fys ‘e horsa’ is capable of exhibiting verious roles in
relation to different actionas denoted by verbal stema
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occurring with it in constructions (1-6) given above. Such
roles are inconceivable in case of verbal stems.

(111) Labelling nominsl stems participating in the type
of ayntactic relstionship called kiraka as kaxaka and those
grdupo of stems thst pasrteke in a particulsr karakn sfter the
de!.gnation of that kAraAKA, the term k&ARAKA in hia system
serves as s convenient lsbel for nominal stems in general that
psrticipste in syntectic relationship distinguished as xZraxa
88 opposed to one cellaed non-x&raka. And 8o sre apRDANA,
kArADA @tc. for those groups of stems thst parteke in these
psrticulsr types. Perhsps there is no other practicsl way of
referring to these stems short of listing them. A few exanples
sre discussed below to show how use of theese terms allows him

. to capture generalizetions in structured statements and
consequent economy in their formulation.

Conaider the ststement aknpver] Co KRARAKE FaMyAAVEM
(3319). THE suffiX guan = A comes after s verbal atem (to foram
8 derivative) in the sense of BAMINE (= a common noun in
specific mesning other than suggested by its etymology)
denoting xaAraka relations other then karTA (with the stem from
vhich it is derived)’. The ststement describes formation of
nominsl stems from verbal steme by sdding the suffix pHan = g
to them. The derivetives thus formed denote various KRARAKA
relstiona vis-s-vis the verbal stems from which these are
derived. For instence, prign ‘s spesr’ ias derived from the
verbal atem pra-ng ‘to throw’. It is gasumed to have Kakma
KAraka relation with the stem pra-ag. The hypotheticsl
underlying structure prESYaNT! TAM ‘they throw it’, posited
here, brings out this relstionship. The pronominal form Tam in
the underlying structure stsnds for RRESA which is yet to be
formed. The point is thet p#piwn: employs the term karxka in his
structural stetement to denote derivative nominel atens like
peasa which are supposed to indicate various kK Arak A relations
via-s-via verbal steme these are derived from.

The nominsl stem grZga derived from zany ‘to dye’ by
sdding the same guffix denotes KARADA relation. It means
‘something with which one dyes (something else) i.e. color’.

. And DRADETH derived from REA=-DAT ‘to fall from’ denotes
APADANA K ARAK A meening ‘something from which (one) falls down
i.es. a precipice’, Agein in xarmanyan (321), the term karma
denotes nominsl stems indiceting karma xaraxa relstion with
verbsl stems occurring with them. The statement is designed to
explicste structure of nominal stems like kuMpHa-k&dra from the
underlying ertucture like KUMBHAM kARQT] ‘He is making a pot’.
The suffix an = a ies added to Kkp ‘to do’ which holds karma
kArAkA relation with xympnn ‘a pot’. A nominal stem Khra is
thus foraed in the meaning ‘one who mekes’. Now the two
conatituents representing the underlying structure are
«compounded obligatorily to give the form KUMBHA-KARA ‘a maker
of pots i.e. a potter’.
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Use of xARaKkA, KARTA Or KARMA in the statements referred
to ebove stand for groups of nominal stems denoting specific
kARarn reletions with respective verbel stema. Perhaps one may
not be sble to think of eny other elternetive of referring to
nominel stems psrticipeting in such constructions.

6. Constraints op cooccurrence

This brings us to the question whet nominel end verbel
stems can go together in e construction denoting particular
xAraxa relation. These do not occur promiscuously. Taka a
simple sentence, sey, the following.

(11> Mpoad oHAvAT: ‘The deer runa’.

. It is en eccepteble sentence. The stems mega and RHAY
enjoy syntsctic competibility. Eech of these mey elso PpPair

_ with other stems. Mrpa, for instence, can occur with gy ‘to

run’; yl-car ‘to move ebout’; KHAR ‘to eat’; D& ‘to drink’
etc., but certeinly pot with ADHI-1 ‘to study’, may ‘to
think’, QLY ‘to pley gemble’, Narp ‘to rosr’, vap ‘to speek’
etc. Similerly pHEY mey go with 1§y ‘e child’, S0XAEH ‘e
bosr’, yYAQHRA ‘e tiger’ etc. but net with SIHUNA ‘e pillar’,
panta ‘e tooth’, slrve ‘sun’, y&iras ‘wind’, ¥uka ‘e parrot’
etc. Thus in the fcllowing consructions the seme kARAKA
reletion persists between verious pairs of nominal and verbel
stem.

(12) mpoad vicaraT: ‘The deer moves sbout’.
(13) Mpoan xHEDAT! ‘The deer grszes’.

(14) k1%kup OHAvar: ‘The child runs’.

(15) sOxaray pHAvaTt ‘The boer runs’.

(16) vvAoHran DHAVAT! ‘The tiger runs’.

Now consider the following-

(17) meoar aoHiTE ‘The deer studies’.
(18) mmroai NaroaT: ‘The deer roars’.

(19) Mroai oIvvaT: ‘The deer plays dice’.
(20) oTHOpan bH&AvaTt ‘The piller runas’.
(21) kuxad DHAvVaAT! ‘The perrot runs’.
(22) VvATan oHAavaTtt ‘The wind runa’.

Although forsdlly these are structured like the exemples

. under (11), but po KkAraxa reletion is contrected between these

peirs. In other words such peirs lack something thet does pot
ellow them to go together. Thus such conatructions do not get
sterted at ell.
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It mey be said in e genersl way that only those stems go
together which share some feature, grammaticel or otherwise,
significant syntsctically. One has to work out for each pair
or group of pairs whet such featuz«s ere.

It may be pointed out thst mombers in a cooccurring pair
mey shsre 8 set of feetures in one construction and another
set in another, thus, denoting more than one kARAKA relations.
For instance, yecfe ’a tree’ and Qar ‘to fall’ are found to
cooccur in the following.

(23) vexsan patatt ’The tree fallas déwn‘.
(24) vex$AT parpANl patanT! ‘Leaves fall from the tree’.
(25) veKSE varsA-@lInNDavaH paTant! ’The rein-drops fall on the tree’.

In esch of these constructions yr:gn end RAT ere related
differently karaxa-wise snd festures in which the two are
competible differ in each cese. Their cooccurrence in any case
is determined in terme of feetures shared by them whatever
these may be.

From the sbove discussion it seems that any dsscription
of @ xAraka necessaerily involves identification of (i) stem |
pesirs snd (i1i) feetures shsred by them. Let us aee how paniNt '
deels with this question. )

PADINI doas describe in detail what atem peirs occur
together in eech kAraka type. He stops at that. He does not
describe in 8o meny words why stems in a pair go together or
whet feetures charecterizs cooccurrence between them. The way
he desls with the problem mey be stated as follows.

From en enalysis of linguistic dete he distinguishes
syntesctic reletions between nominel end verbsl atems into two
types, nemely xéraka and non-karakA. xArAkA reletions are
further aorted out in gix types. Peirs in esch type are
essorted into one or more sets on the basis of their
coocurrence preferences or constreints. These sets for each
KARAK A are described in 1424-5S. Hie statenments, though beased
on observation of facta in the linguistic data examined by
him, limitad in quantity, are being worded in generalized
terns. These go beyond such deta. Unique stems, on the other

. hend, are listed as such. His organization of stem pairs in

the way he does is obviously designed to integrate it into his
overall design of mechaniem capable of producing various
constructions in the langusge. A search for bases of their
coocurrence is of little avail to him for this end. For this
resson perhsps he does not go into the question of conatrasints
on covccurrence of nominal and verbal stem pairs as such.
Festures, linguistic or non-linguistic, linking pairs in a set
described in structural statements can be easily worked out.

ERSC 109

Aruitoxt provided by Eic:




ERIC

Aruitoxt provided by Eic:

- 102 -

7. Ansl det KRRAK A

Nominsl inflasctions, ss shown sbove, plsy crucial role in
chsrscterizing kArRakA relstions. As 8 first stsp, onas
plsusible snd fruitful lins of approsch to detsrains naturs
and typss of kAraka rslstions, thus, nay seen to be to
consider simplex constxuctions with nominal stems ending in s
perticulsr visHakT: type. Thus we cone to gsther sn indefinits
nuabsr Of stem psirs msrked uniquely with a Zormal fsaturs,
nemsly occursnce Of ths sams VISHAKT! typs. This csnnot bs
brushed sside ss sccidentsl. Rether it strongly suggessts of &
common eyntactic bond betwssn all such psirs.

in the next step we msy proceed to probe this assumption
furthesr by sdding mors data including complex structures. Ve
may ask such questions as: Do these psirs share festures,
grsmmsticsl or othsrwise, in other grsmmsticsl environaents
8lso? In other words, we propose to exsmine their ovsrall
grasmnsticsl beheviour st sll lavels of structurs. If this
group is found to hold togsther snd displays crrnzlistency in
ites behaviour in diffsrent structursl environments, vwe have
lagitimate snd asdaquate grounda to recognize &amsness of
xAraka relstion betwesn sll such psirs.

We might even go s stsp further and claim that sharing of
vieHak Tt suffix slone by 8 group of psirs could be »
ressonsble bssis for assuming identical kArarka relation bsween
them if such sn sssumption doss not militste sgeinst sny other
well estsblished xAraxa relstion. There is nothing odd about
it thsoreticslly or pregrmsticslly since VISHAKT! suffix is s
sins qua non of realization of kE&RrakA relation.

pAniwi’s snslyticel procedure fox determining karara
relstions, as outlinsd sbove, is simple and strsightforward
bssad on 8 close scrutiny of linguistic dste. It hardly
involves any abstruss snd nubtle assunptions of philosophicsl
snd mstsphysicsl naturs. It appsars to bs all common senss.
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Introduction

The language employed by L. N. Tolstoy in his monumental novel
War ard Peace is richly varied and intricate in design. His
dialogue conveys with clarity and intense vividness the
multiplicity of voices of the aristocracy, the military, the
peasants and other groups, expressing a wide range of attitudes
and emotions. Diverse characters, such as Pierre, Natasha ,
Andrej, Helene, Kutuzov, and many others are differentiated by
their speech with a remarkable subtlety only attainable through
the precise and intricate manipulation of language.

One of the most interesting and specialized aspects of Tolstoy's
use of language in the novel is the prominence of the French
language in dialogue and letters. The inclusion of French lends
to the characterization of the Napoleonic era in Russia a realism
that would be difficult to capture in any other manner. More
importantly Tolstoy's use of French in his characters' speech
serves as an effective stylistic device for conveying information
relevant to the interpretation of the work itself. The purpose
of this paper is to demonstrate how the consideration of such
langrage material can be applied to 2 literary analysis and to
suggest the extent and variety of such information indirectly
conveyed in the language use pattern of the novel's characters.

Although there exists a substantial bcdy of criticism on
Tolstoy's style, r:latively little of this writing is concerned
directly with Tolstoy's use of language from a linguistic point
of view. A great deal less of a systematic nature has been
written about the use of French in War and Peace. A promlnent
view that hus been put forward is that the alternation of French
and Russian in the novel's character speech is used by Tolstoy
primarily as a means of evoking a central meaning important to
the thematic structure of the work (N.N. Naumova, 1959).
According to this view, such variations in language usage serve
to discriminate the positive characters of the novel, people of
essentially high moral character who are closer in spirit to the
Russian people (masses), from other characters, cut-off from the
masses, whose behavior is seen as false and often deceitful.
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The former category is said to include notably Pierre, Andrej,
Natasha and the Rostov family in general, all of whom use French
infrequently in the novel. The latter set includes such .
characters as Helene, Anatole, and Hippolyte Kuragin among
others, who speak French extensively. Tolstoy's selection of
Russian or French for those of his characters who are bilingual
is also seen as a device for distinguishing occasions wnen they
are expressing sincere, moral feelings and jdeas from other
moments when their speech reveals false or insincere behavior.
For example, it is argued that Pierre expresses his feelings of
love for Natasha in the Russian language because these feelings
are sincerely felt. On the other hand, his feelings for Helene
are expressed in French presumably because there is something
less than honest or good about what he feels for her.

The use of the French language by characters is also interpreted .
as a means of expressing certain feelings and ideas of the
author, specifically negative moral associations, connected with
the French language. Naumov notes that in Pierre's dialogue with
Captain Ramballe, Ramballe is able to express certain shameful
and immoral thoughts with ease in French in a manner which tends
to conceal their evil, while these same thoughts, had they been
expressed in Russian, would have immediately revealed their true
evil nature. In this same conversation it is noted that Pierre
cannot tell Ramballe about his love for Natasha in the French
language. aAnother example which is proposed deals with the use
of French by Hyppolyte Kuragin, the weak minded elder son of
Prince Vasilij and brother of Helene, at one of Anna Pavlovna's
soirees. Hippolyte, who always speaks French in the novel,
attempts to tell an anecdote in Russiah., His joke makes him look
quite foolish and perhaps even stupid. Naumov claims that
Hippolyte's exclusinve use of French veils his inherent
stupidity, which is instantly evident once he begins to express
himself in Russian. What is arqued from these examples is that
Tolstoy uses the two languages to set up an invariable moral
dichotomy between that which is false, unnatural and deceitful
(bad) and that which is true, natural and sincere (good), with
French signifying the negative qualities and Russian indicating
the positive values.

2 There can be no doubt that the use of French and Russian adds a
great deal of depth and verisimilitude to the novel. This
becomes obvious by comparing the original text with any
translation which fails to distinquish the use of the one
language from the other, as both Maude and Garnet do by rendering
all dialogue in English. It is also difficult to argue with the
idea that the distribution of French and Russian usage has an
important ideational significance for the novel. But all of this
should be not be reduced to a simple ethical-didactic good/bad
dichotomy at the expense of a more thorough analysis of bilingual
usage in the novel. Overemphasis of such a dichotomy fails to
catch many subtle and intricate nuances connected with the
alternation of Prench and Russian in the novel.
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Some aspects of Naumov's interpretation discussed above are
contradicteu by further evidence. For example, in the case of
the passage about Hyppolite Kuragin, it should be noted that
Hyppolite makes as big a fool out of himself on another occasion
telling a joke in French. Other claims rely too heavily on the
ethical opposition of '"good" and "bad", where a more detailed |
analysis of the specific interractions involved and the social |
aspects of the context are necessary to understand the full
significance of bilingual patterns. Investigations of the use of
two or more languages by bilingual speakers in natural, everyday
speech situations have shown that language switching of the sort
found in War and Peace contains a variety of information on how
one is to understand the words being spoken in relation to the
particular context in which they are uttered.

The study of the significance of such switching is commonly
understood to fall under the study of the pragmatic aspect of
language, specifically the phenomenon of code switching. 1In this
paper we begin with a general background section on the functions
of linguistic code switching. This is followed by an analytical
section which attempts to apply code switching to the analysis of
dialogue from War and Peace, as a way to achieve greater
precision in describing the interactions that occur in the work
and in order to get at presuppositions and meanings relevant to
literary interpretation.

The Code Switching Phenomenon

conversation or interaction is called codeswitching
(Trudgill,1975). The varieties used may range from two
genetically unrelated languages to two speech styles, of the same
language, e.g. casual speech versus formal style. Other
combinations, such as a switch from a standard variety to a
regional dialect, are also included under this definition. The
isolated usage of well established loan words or phrases,
however, is not considered as part of the code switching
phenomenon. Code switching which involves two genetically
unrelated languages, such as the French/Russian code switching in
War and Peace, is the simplest type to identify in a stretch of
text (oral or written).

A speaker may switch codes for only one word or for longer
stretches of speech. The other interactants in the verbal
exchange may adjust their language behavior as a result of the
code switching behavior or their behavior may remain unchanged.
The most important characteristic of code switching is that this
behavior is not performed in a random fashion. It is strictly
rule governed, although the speaker may not always be able to
consciously articulate these rules., The rules are primarily of a
social nature in that the type of code switching that occurs may
depend on such factors as the social roles of the interactants,
the social situations in which the exchange is taking place, and
a variety of other socially related factors.

|
The use of two or more linguistic varieties in the same
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Thus code switching is not simply ideosynchratic, whimsical
behavior reflecting the speaker's individual choice, but conveys
important information about the interrelationship(s) of the
interractants and the social circumstances of the interaction
(Pimm 1975). The sociolinguistic rules that govern code
switching are an integral part of the knowledge that the speaker
must have in order to achieve his ends in interpersonal relations
with other bilinguals. The listener must alsoc have this
knowledge in order to interpret the full meaning of the speaker
and to make certain inferences about the spoaker's intent in the
specific context of the particular interaction taking place.
otherwise, effective communication cannot take place. Thus this
aspect of sentence form -~ the code in which an utterance is
produced among bilinguals, can directly affect the interpretation
of the utterance in the same way in which alterations in prosidy,
rhythm and voice quality affect the interpretation of utterances
used by monolinguals.

ordinarily code switching is classified into two basic types.
The classification is based upon various underlying social
constraints present at the time of switching which in fact make
the code switching possible and even probable. The two types of
code switching are: situational code switching and metaphorical
code switching (Fishman 1972).

Code switching of a situational type is tied to a concensus on
the part of a speech community that a particular lingquistic
variety is most appropriate when the conversation or interaction
involves a particular combination of topics, persons, locations,
and purposes. That is, distinct varieties are designated as most
appropriate for use in certain settings (home, work, etc.) or
certain activities (public speeches, personal conversations,
etc.) or certain categories of people (friends, strangers, public
officials, etc.). 1In such situatiocnal code switching ordinarily
only one code is used at a time. There is almost a one-to-one
correspondence between language usage and the social context.
Each variety has a distinct positiéon in the local spuech
repertsry. Norms or rules of language usage are stable and well
established in the community and code selection can be viewed as
conformance or as nonconformance to such rules. cClassic examples
of such speech communities where stuational code switching exists
are the Hochdeutsch/Schweizerdeutsch variations in Swiss/German,
the classical Arabic/colloquial Arabic variation in most Arad
countries and the Katharevousa/Dhinotiki variation in Greek. In
these situations typically the "high variety" (Hochdeutsch,
Classical Arabic, etc.) are used for gsermons, formal letters and
lectures, and newspaper editorials, while the "low variety" is
used in conversations with family and friends, radio programs,
political and academic discussions and "folk" literature.
Whenever a code is regularly associated with certain types of
activities in such a manner it comes to connote these
associations. Eventually its use even in absence of the other
contextual clues can signal these activities,
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The second type of codeswitching, metaphorical switching, also
depends on socially defined usage rules as to the circumstances
of code allocation, but the relationship of the language usage to
the social context is much more complex (Gumperz 1976) . In this
type of codeswitching, the speaker utilizes and capitalizes on
the understanding of the situational norms for code usage shared
by himself and the listener(s) in order to communicate
information about how the speaker's words are to be understood in
this specific instance. The situational norm becomes thus a
point of departure when relating a metaphorical message message
(Gumperz and Hernandez, 1871).

This type of code switching is used to effect some specific set
of inferences about the speaker's intent. Speakers rely on their
sociolinguistically based knowledge about coda usage to
communicate (and decode) indirect conversational inferences. The
monolingual also has devices available to him to accomplish
similar types of ends, but the mechanisms available for
manipulation obviously do no involve switching form one language
to another. Even more commonly, he can alter the prosodic and
rhythmic aspect of his speech. This greatly increases the range
of options available to speakers to communica* indirect meanings
in dialogues.

In general the grammatical distinction marking the two codes of
the bilingual are a reflection of the contrasting cultural styles
and attitudes with which these bilinguals deal in their daily
encounters. The code associated with informal relations and in
group activities is perceived as the "we code" while the code
associated with more formal, out-group interactions is- perceived
as the "they-code" (Gumperz 1976). The associations influence
the shifting of codes during interactions among bilinguals but
are mediated by cther aspects of the speech gsituation, such as
discourse context and social presuppositions, so that they are
not the sole factors involved in determining which code (or
combination of codes) to use at a given time.

code Switching in the Literary Dialogue of War and Peace

In this section we will consider instances of code switching
occurring in opening lines of War and Peace, spoken by Anna
Pavliovna Sherer as she greets her guest Prince Vasilij. The code
switches will be considered in terms of both the type of function
it illustrates and the particular effect that the speaker aims to
achieve in communicating to the listener hiow the utterance is to
be interpreted. Although French dominates in this pasasage,
there are four code switches to Russian., For purposes of
dissugsion theses are marked in the text below as C1, c2, C3, and
C4 below:

"Eh bien, mon prince, Génes at Lucques ne sont plus des
apananges, des /C1/ pomes.'ija, de la famille Bounaparte.
Nop, je vous préviens, que si vous ne me dites pas, que nous
avons la guerre, si vous vous permettez encore de paillier
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toutes les infamies, toutes les atrocitids de cet Antichrist
(ma parocle, j'y crois) =~ je ne vous connais plus, vous
n'etes plus mon ami, vous n'@tes plus /C2/ moi vernyi rab,
comme vous dites. /C3/ Nu, zdravstvuite. Je vois que je
vous fais peur, /c4/ sadites' i rasskazyvaite.®

Codeswitches C1 and C2 both involve approximate repetitions in
Russian of what is said previously in French. 1In €1, the Russian
word "pomest'ja" follows directly after the the French word
"apanages" creating a parallelism (des apanage/ des pomest'ja).
Codeswitch C2 also involves the use of a parallel construction,
but in the form of two sentences, both of which begin with the
words "vous n'etes plus.." In the parallel rephrasing of the
statement, the sentence is completed by a Russian phrase rather
than a French one. Generally the function of repetitions
involving a codeswitch is to clarify, amplify or emphasize the
message. This occurs in the two examples cited, but each
produces slightly dirferent effects and different gets of
possible interpretations.

The words "apanages" and "pomest'ja" are very close in meaning,
both referring to land grant estates owned by the higher ranking
members of society. The switch to "pomest'ja" however, carries
greater assoclations of the Russian lands owned and governed by
the Russian people. The use of this word with all its local
contextual connotations can possibly be seen as an indirect means
used by the speaker (Anna Pavlovna) to emphasize in her statement
the point that, although at the present time the "apanages" of
Napoleon may be far off in Italy, who is to say that the land he
may divide up in the future will not include Russian "pomesttja."
The use of the word "pomest'ja" serves to activate in the mind of
the listener gsychological associations and no doubt strong
personal feelings connected with it, e.g. ones own estate, that
of cne's friends and relatives, a whole life style. The aim of
the codeswitch is to dramatize for the listener the threat of the
Russian land coming under +he control of the Bonapartes, who in
spite of the dependence of Russian royalty on French language and
culture, are ideclogically viewed as foreigners.

The second instance of codeswitching in the passage alsc involves
repetition. Here the expression "mon ami' is foliowed by the
Russian "moj vernvij rab" (my true slave). These two expressions,
though similar in mecning, are much farther apart than are the
words in the previous codeswitch. In French "ami" is the general
word for a person with whom one shares a friendship. The Russian
equivalent would of course be drug. The phrase "vernjy rab"
represents a stronger expression of loyalty, devotion, and
attention, far in excess of the more general word. There are
certairly expressions in French which could come very close to
conveying the connotations of the Russian expression, However,
to understand the codeswitch in terms of its effect on the
listener, it is necessary to examine briefly, the probable usage
of the Russsian expression in the society represented in the
novel and in the specific relationship between the speaker (Anna
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pavlovna) and listener (Prince Andrej) .

on the societal level, the phrase is no doubt a part of the
entire set of verbal phrase, gestures, and other behavior that
convey the code opf chivalry of the period with regard to
relations betwwen men and women of royalty. We can say with some
degrtee of certainly that this expression was used by either the
listener or the speaker in prior encounters. Indeed, the
subsequest French phrase "comme vous dites" would seem to
indicate that both the French "mon ami": and the Russian "poj
yerny] rab" are derived from corresponding assertions by Prince
Andrej. Quotation is another type of function in metaphorical
codeswitcvhing in conversation. The specific choice of Russian
here, however, is significant for another reason, The precise
word "rab" conveys a sensed of humility, honesty, and
simpleheartedness (prostodufie) which is less likely to be felt
with the same intensity by the speaker and listener if a French
equivalent were chosen. Second, it emphasizes their bonds of
mutual membership in Russian as opposed to French society, in
which they are in fact the leaders of the Russian people. The
use of the Russian phrase "moi vernyj rab" with all of these
associations, thus serves to underscore the interpersonal
consequences to the relationship between Anna Pavliova and the
Prince, should he continue to defend the action of Napoleon ("si
vous vous permettez....). Thus, here also, repetition of a
similar form involving a codeswitch performs the conversational
functiion of clarifying, amplifying, and emphasizing certain
elements in the communication.

codeswitches C3 and C4 are examples of another type of i
codeswitching occurring in conversation. They also function as a
form of message qualification. However, whereas the preceding
codeswitches performed a more localized function, €3 and C4 help
to clarify the oraganization of all of the speaker's preceding
utterances within this piece of discourse. The phrase "pu

2z z jte" takes a form which from a societal
standpoint might well serve as a more appropriate setting to the
encounter that is taking place. It is precisely the sort of
greeting that an invited guest like Prince Vasilij can, and most
likely does, expect to receive from a close friend such as Anna
Pavlovha. The subsequent Russian phrase "sadites' i
ragskazyvajte" may be seen as a natural outgrowth and
continuation of this greeting. The choice of Russian as the
language in wk‘ch the greeting, albeit belated is delivered,
functions in the conversation as a marker of the degree of
speaker involverent/distance of Anna Pavliovna from various parts
of her entire statement. Codeswitches C3 and C4 taken together
fall into the category of metaphorical codeswitching indicating
personalization versus cbjectification.

The code contrast at this point (starting with "pu...") conveys
the varying degrees of speaker involvement in different parts of
the message. The Russian portions of this latter part of the

text are Anna Pavlovna's expression of her personal feelings and
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relationship with her addressees, while the preceding portions of
the text, which are in French, (albeit with skillfully ana
subtlely inserted Russian words which emphasizxe and clarify
particular points of her argument), is produced in the French
language to emphasize the personal distance she feels from her
argunents about Napoleon. In French she is expressing her
opinions about a state of affairs in the world and these are the
personal opinions of Prince Vasilij on this topic. But the
Russian portions of the latter part of the text are an expression
of her personal feelings and inclinations toward the Prince
putting aside certain of his opinions on world affairs. The
content of Anna pPavlovna's utterances produced in French are
undoubtedly of no surprise to Prince Vasilij since they seem to
have had at least one other discussion of the topic, as evidenced
by Anna Pavlovna's use of "encora" in "si vous vous permettez
encore de pallier....". fThis at least hints at the possibility
that .aere has been a previous exchange of opinions between the
two interactants on this issue before, and that she is
particilarly distressed by new events relevant to the topic.

The fact that such verbal strategies of objectification and
personalization have not been successfully convayed is evidenced
by the phrase "je vois que je vous fais peur" inserted between
the Russian phrases of codeswitch C3 and C4. This is not a
continuation of the arquments presented in French prior to ¢3,
but rather her metacomment on the undesired effect of her entire
preceding statement.

The final phrase of this opening text, “saditeg' j rasskazyvaite"
is a well formed and appropriate closing to this set of

utterances and is a mechanism to turn the responsibility of
speaking next to the listener, that is, this phrase allocates a
conversation turn to Prince vasilij, simultaneously terminating
Anna Pavlovna's turn in speaking as well.

Broader Application of the Analysis of Codeswitching in Literary
communication '

In the previous section we have presented a microanalysis of
codeswitching in a short piece of literary text using the
descriptive apparatus that has been developed to analyze
codeswitching occurring in natural everyday conversations among
bilinguals. "The analysis indicates that in cases of metaphorical
codeswitching, both in literary and natural conversations, such
behavior is meaningful. It involves the use of language for
purposes beyond the communication of simple factual information,
and carries great potential in communicating indirect meanings
which are essential to the interpretation of speakers' intent in
a conversation. 1In the case of literary texts, speakers' intent
is, of course, the intent the author envisions for the character.
What is generated by the analysis of codeswitching, nowever, is
not a single interpretation of the speakers'! intent, but, rather,
a set of preferred or possible interpretations, i.e. certain
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chains of inferences which are favored over others. This is the
case in both literary texts, and texts of natural conversations.
Thus, the interpretation is never invariant, but the reliability
of the addressee's judgments as to the intended interpretation is
a result of faniliarity with the way in which different types of
codeswitching are to be understood in particular contexts. 1In
everyday life, this is achieved through socialization of a
speaker/listener into particular types of interpersonal
relationships in a social community and knowledge of the rules of
ethnically specific traditions.

In the case of literary communication, i.e. in a created text,
the analysis and interpretation of communication as produced by
the literary critic, must be achieved with knowledge gained from
familiarity with the social and ethnic rules of the community
represented in the text. 1In certain types of literary texts,
this knowledge may be gained by the study of the
reriod/community, e.g. by the study of the society of early 19th
century Russia, the study of non-literary sources,such as
letters, diaries, and through the careful analysis of the
characterization of the period by the author -- the creator of
the entire work within which the piece of text being analyzed is
embedded. This latter point is important, since as in the case
with War and Peace, the period depicted in the novel may not be a
totally accurate and objective rendering cf the Napoleonic
period, but rathev Tolstoy's personal vision and understanding of
the period. 1In fairness to Tolstoy, we do know that he spent
much time going over actual letters, documents, and memoirs from
this period in preparing to write the novel. The task of
capturing in all detail an era which is not ones own is, however,
a monumental one. In works which are not historical, critics
would have to rely on information provided by the author about
the situations, events, and other aspects of the context of the
conversation in order to make judgments on possible
interpretations of codeswitches.

The analysis of the opening lines of War and Peace as spoken by
Anna Pavlovna, presented in the previous section, is an
illustration of how codeswitching is meaningful in a literary
text and how a particular descriptive apparatus can be applied to
instances of codeswitching in literary communication. As the
thrust of this paper is.primarily methodological, there is no
attempt to relate this analysis to any other portions of the
novel (See Note 1). It is our contention, however, that the
analysis of codeswitching is useful in the overal interpretation
of this literary text, and that, in fact, codeswitching of both
the situational and metaphorical variety are manipulated by the
author to convey important aspects of the interrelationships
between characters, the contexts of the other details essential
to the reading of the text. A thorough analysis of the
codeswitching patterns in War and Peace are bound to be an
important aid to a more complete understanding of both the novel
agdlihe mechanisms Tolstoy employs which distinguish him as a
stylist.
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The analysis of codeswitching has broader applications to
literary analysis than only in the work discussed here. There
are numerous instaices of codeswitching in other Russian works
depicting 19th century society written by Tolstoy and other
writers. Works of authors from many other periods and of other
linguistic cultures can also be analyzed using this methodology.
In spite of the promising potential of such an approach for many
such texts, it should be kept in mind that the analysis of
bilingual usage in literature can serve only as one of many tools
for interpretaion and not as an end in itself. The detailed
analysis of codeswitching, using the parti.-alar franework and
accompanying descriptive apparatus proposed here, offers
information which must be integrated into a more complete
analytical perspective.
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A Gresk-Bulgerian Mischspreche in the Rhodope?™

Brisn D. Joseph
The Ghio Stats Untversity

in en excuraus in his Neuorfechiachen Studien it ( 1894: 90-92), Gusiav Meyer discusses
whaet he refers to 8 "Ein bulgerfsch-griechischer Mischdielekt im Rhodopegebirge”. The diatect in
question wes located in the Rhodops, in the aree of Dépina, and was spoken by Pomaks, 1.6. Moslem
ethnic Bulgariens. This dielect had been deecr ibed first by the Oresk scholer Skordelis twenty
yoarssorlier,! who suggested thet it wes a form of Greek 2 Meyer was rather of the opinion thet 1t
wes 0 Bulgarien dielect, and it s cleer: thet this ts undoubtedly the proper view to taks.
Importantly, though, to judgs from the title he gave to his excursus, it ssems that Meyer felt thet
thers wes & further designetion thet was appropriate for this dialect; in perticuler, he seems to
heve believed thet it could be classified as & "Mischdialekt”, o “mixed dialect”.

1L 13 not my tntention hers to present new facts concerning this dialect, or eves; o detve ot o1l
deaply into the facts of the dislect ss Meyer pressnts them. indeed, Meyer's presutation is besed on
thet of Skordslis, and Skords!is providad nothing more then a relatively brief word-1ist. There
mey indeed be more recent accounts availeble of this dialect (or ones just 1iks it), but they need not
be of any conoern here.

instesd, | plen to consider cerefully the neturs of Meyer's claim that tha is 8 “Mischdislekt”,
and in particuler o examine just whet this meens in the light of the recent reopeniinaof the

Jon of “Mischeprachen™-~“m1ixed lengueges™~-by Serah Thomason in seversl reoet papers of

and by Thomeson end Terrence Kaufman in their forthooming book Langusge Contact.

1 take o8 my starting point for this discussion (es do Thomason end Keufmen (p. 1)) & pessege
from Schuchardt ( 1884: S) thet, by apposing his own views to those of Max MUller, clearly leys
out the controversy in the |9th century concerning “mixed languagss”, {.e. langueges whose ganetic
origing are such thet they srs the >ffspringof more then one “parent™ languegs, insteed of showing
the mors familler single parent 07'igin: )

Mit mehr Recht als MAX MOLLER gesegt het: “Es gibt keine
Mischaprache”, werden wir seg. ; ..Jnnen: °Es gibt keine
viillig ungem ischie Sprache™.

MUTler's actue) statement on the subject, & taken from his

(Mller 18782), is worth citing, though, for it brings out an important distinction in the
controversy and points 10 the necd for some clar ification. It runs as follows: ‘We [heve) had to lay
down two axioms ... the first declares grammar to be the most sssential slement, and therefors the
ground of classification in all languages ... the sacond dentes the possibility of & mixed languege’ (p.
82). It i this second mxiom thet Schucherdt has apparently picked up on in the pessage cited above.
MOl goss on, however,, tosay thet ‘thers is herdly a tanguage which in one senes msy not be
called e mixed language. No netion or tribe was ever 30 completely jsolated a3 not 4 edmit the

-1z -
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importation of & certain number of foreign words.’ Thus, what Mitler is Claiming in denying the
existence of “m ixed languages” is thet thers are no lenguages with “mixed grammer”. He does,
though, seem to be allowing for 1anguage mixture ina trivial sense, i.e. that which arises through
lexical borrowing. However, thers isa certain vagueness in talking about grammer inthis
context: for example, would borrowed morphology or borrowed syntactic patterns constitute
*mixed grammar"? Yo acertain extont, then, whet is ot issus is the definition of “languege
mixture”. It i3 tothis perticular facet of the guestion that Thomason end Keufman make 8

¢ contribution, by providing a cleer cheracterizstion of "mixed language”, thereby making it &
technical term.

Their techrica! cheracterizetion of “mixed longuage” hes to be understood in terms of the
significance of the controversy regerding lenguege mixture, summed up so neatly in the sbove
quotstion from Schucherdt. The impor1ance of the possible existence cf such a lanquege type
stemmed from the state of Tinguistic reseerch in the 19th century. This period was witness to
truly spectaculer achlevements in historics) linguistics, end these advancements were made
possible largaty through the development of the methodology now known s the Comperative Methad,
Mixed languages, if they existed, posed & threet to the findings of historical 1inguists end o the
methodology they used because mixed ianguages, by their very neture, run counter to the basic
assumptions thet allow the comparative method to work.

in perticuler, successful application of the comper-ative method depends on an assumption of
direct lineal descent on the pert of two or more langueges from S0me common sourcs, 83 indiceted in
(1), where N {3 some arbitrary point 1n time teken as the starting point for the investigstion, N +
:1“!smarbltray point in time later then N, andA’ andA” are changed forms of A, end thus are
pring of A:

(1) Direct Lineal Descont
A (TimeN)

A A (TimeN+M)

11, on the other hand, the descent through time from the languege stage A fo later forms of A involves
asignificent influsnce from another Tanguage in & particuler set of soclal circumstences, there con
beabreek in the direct ineal transmission of A tosubsequent sets of speakers; If such an
*imperfect transmission” of A accurs--to use the descriptive label of Thomason and Koufman--as

in(2), then the resuiting language in 8 sense has two parents, f.e. is 8 mixed lenguage:
(2) A

B

(break in transmission from A {
A’ (resulting “mixed longuege”)

Insuch 8 case, if a mixed language resuils, then, Thomason and Keufman argue, “the iabel ‘genetic
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relationohip® doss not properly saply” (p. 15)--A' is not the direct Tineel descendant of A but
rather is “agenetic” as fer s linguistic family relationships are concerned. Accordingly, insuch 8
situation, the Comperative Method could nt draw on or be opplied to the outcome of - 332
developments.

Normally in languege contact, the extent of the influsnce of one language aver annther is
neither 0 great nor: 30 drastic nor so intense over  relatively short period of time, e.g cousing
language shift within one ganeration, that it leads to & true break in transmission. i1 Is also not the
case thet the necessary sacial factors are generally present thet are conducive to such abreek--e.g.
the faflure of the shifting group to be fully “integreted into the group which provided it with & new
language” (Thomason & Keufmen, p. 15). However,, the conditions necessary for such drastic
breeks in direct linesl transmission of a language have dsmonstrably occurred in the past, thereby
creeting truly “mixed languages”, languages that heve arisen by & peculiar set of socfal
circumstances possible (but not necessery) when two {or more) speech communities come into
contect with one another, -

Examples of such mixed languages include pidgins and creoles--Tok Pisin, the emerging
creolizad netione! language of New Guinea is one such case- - but also cer{ain nonpidgin/noncrecleS
langueges such os Ma'a,8 en Afrfcon Tenguege with a Cushitic lexical bese but Bantu grammatical
structurs, or Michi,” the lenguege spoken by meny residents of the Turtle Mountain Chippews
reservation in North Dekota thet ganerally hes French nouns and adjectives--together with their
structural petierns--but Plains Cres verbs and verbal syntax. This it seems thet mixed langueges
o exist; they are perhaps not to be found to the extent thet Schuchardt believed, but neither are
they the impossibility thet Mller beitevad them to be. Whet makes them rare is the fact thet the
mwlmxs&mw can lead to these truly mixed languages do not fraquently arfse in language
contact sit

With this beckground cuncerning mixed lenguages, and armed now with a definition that allows
the notion “mixed language” to be trested as a technical term, the Rhodope dialect reported on by
Meyer con be examined. The facts thet Meyer gives for this diatect are a 1ist of 23 vorbs buiit up of
8 0raek stam--specifically the soristic (f.e. perfective aspect) stam-~with a productive Bulgarfan
derfvational suffix, -gya-; the forms in question include those in ( 3):

(3) argosovamB ' work' (cf. Greek ﬁvé;qm (eryézome), sorist stemt):pm-[m-])
arnisovem °| dony’ (cf. Oreek apvoiuan [arnime), aorfst stem dpvno-{arnis-])
diokonisovem ‘I serve (cf. Oreek S10movid [ 2jakond), sorist stem

Sioacovne- [djakonis-]) )
2olisovem °| am dizzy" (cf. Greek CoAsGouon (2sf20me), sorist stem Lakio- [2slis-] )
prokopsovam °| succsed (cf. Greek APOKORTE (proképta), aorist stem

Rpoxoy- [ prokops-])
xor sovem | give’ (cf. Greek YOPL [xari20], morist stemopio ~ [xerls-))
xonepsovem °| digest’ (cf. Greek zawc\;ﬂ[xm].mrlst stem 1wvey — [xoneps-)).

Meyer a1%0 lists several nouns as well thet ars from Oreck,as in (4):
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(4) aunfa ‘corner’ (cf. eraek\;omlahonia])
grum ‘road’ cf. Orook Spopos [drémas])
2una ‘belt (cf. Oreek L@wn(zini])
kromit ‘onfon’ (cf. Oresk xpojevst [krom1di)).

It turns out, as Meyer observes, thet the nouns of Greek origin in this dialect are ones thet ars also
found elsewhere in Bulgarian; thet Is tasay, their existence in this speech community need not be
directly due 10 Greek Influence but fnstead-- If this 1S a Bulgerian dialect, es Meyer suggests--they
could simply be in this dialect as the result of direct linea! descent from the source of Bulgorian
dislects.

This last observation i impor-tant in the context in which this discussion bagan, nemely inthe
context of & concern for the existence of “mixed languege forms™, for it suggests thet this Rhodope
spoech community I8 not truly a “Mischdialekt®, e.g. Oreek with Bulgerian gremmar, but rather is
s dislect of Bulgarien. Furthermars, the evidence presented in (3) is consistent with this view,
fwﬁmfmmmwmmmdammmmwwrmmmmwma
languege--the words are adapted to the borrowing languege’s morphologicel patterns. in thiscese,
Oreek eoristic ver stems were made over in the borrowing lenguage, Buigerian, with productive
Bulgarien derivational verba) morphology, 1., thesuffix ~ova-. Since the source of this suffix Is
Bulgarian, it would presupposs--or perhaps demonstrate--thet the dialect in question is a
Bulger-fan dialect, one that happens 1o have an over1ay of some Greek lexicel input,” andnot a
“mixed dialect”.

Morphalogical reshaping of loans s such a common development in instences of tanguage
contact thet it probably does nct nesd exemplificetion, but in () some examples are given thet are
sspacially relevant 1o the matler at hand of Gresk verbel forms being borrowed into the Cépina

dialect of Bulgarisn and morphologicelly remade. {n these examples in (5), Turkish simple past
tense verbs) stams have been borrowed Into Gresk and remade with & native Greek verbel
derivational suffix, ~{lex

(5) yhevi-ite [ylendizo] 'l celebrate’ (cf. Turkish edlon-mek (NFINITIVE), simple

pest stem oflendi-)
xaPovpve-ite [kevurdizo] ‘I rosst’ (cf. Turkish kayur-mak (INFINITIVE), simple
post stem kavurdt-)
pnrAve-{e [baildizo) °f faint’ (cf. Turkish bavil-mak (INFINITIVE), simple
pu,:t stem bavildi-)
JROWOVI-{@ {bofadizo] ‘1 paint’ (cf. Turkish bova=mak (INFINTIVE), simple
post stem hovadi-)
VIPpavi-il@ [devrandizo] ‘I strengthen’ (cf. Turkish davren-mak (INFINITIVE), simple
neyt stem davrandi-)
vunarvt-iGe [dejendizo) ‘1 beer* (cf. Turkish gavan-mak (INFINITIVE), simple
past stem davandi-).
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While it 1S not entirely cleer why pest stems, in the case of the Turkish loans, or sorfstic
stems--one of whose functions 13 in the formetion of completive aspect past tenses-~in the case of
Gronk loans, should have been the basis for the borrowings and reshapings noted here, 10 other such
instances are apperently {0 be found al] over: the Balkans.'! At the very lesst, though, the examples
in (5) show thet whet happenad in the Cépina dialect of Bulgerfan is not et all unusual.

\ This Rhodope dialact thet Meyer Icbelled as 8 *Mischdislekt”, then, prabably is not mixed, ot
Jeest not in the now technical sense of “mixed language” developed by Thomason end Ksufman, nor
oven in Milller's vagus sense of showing “mixed grammar™. 1t fsa “mixed dialect” only in the most
trivial sense, f.e. only in thet there are some nonnetive, 1.e. non-Bulgarian ond specifically
Oronk--alements in the dialect, mast evidently in the form of the stems of a class of verbs, Thus it
13 mixed just in the.one way in which Miller himself sanctioned the notion of lenguage mixture,
f.e. vi8 Jexical borrowings. It is not, however , 8 speech form thet hes arisen under the special
conditions thet seem necessery 1o bring on a wholesale shift by a speech community from one
languege {0 enother: in & short perod of time with a consequant breek in the normal 1inesl
trummssimolelumthmmmtmsmdmm While it is not entirely cleer
axectly whet Meyer: had in mind when he referred to this dialect as a “Mischdialekt”--he does not
slaborats on this designation ot all in his brief discussion=-and he may simply heve meent thet it is
mixed in the trivial sense and not in any more significant sense, the discussion here can be taken as
astep in the direction of clarifying our understending of the neturs of this dialect.

Given then thet thls&plmdukctmtm«fmoflmmwt, it isof coyrse
interesting and important to speculate on the neture of the Greek-Bulgarian contact in Cépine that
led to the intimate borrowings evident in (3) (and possibly (4)), whereby Greek words were
borrowed end incorporaled in Bulgarfen, replacing slreedy-existing Bulgerfian words, It is the
case, however,, thet intimate borrowing reprasents the characteristic type of contact situstion
found throughout the Balkans, so thet on this count also, the &épina situation is not ot all unusual.

Although this Rhodope dislect hes not proven to be a mixed distect in ony interesting sense, the
foct thet true noncreole ..)ixed languages do exist, as shown by Michif ond Ma'a, moans thet the
possibility must slways be taken sariously thet a given language contact situstion under
investigation might be such as to produce 8 mixed language. Moreover, given the relative rarity of
mixed langueges, it is essentie] o investigats (within resson) every reported instance of mixed
languege forms in order to ses If more con be uncoversd. This investigetion of the limited deta from
Meyer can be taken in thet vein. 1n the case ot hand, the irvestigetion did not lead {0 the uncovering
of encther mixed languegs, but it did lead to 8 clarification of Meyer's repct on this Bulgarien
dialect. Furthermore, It is not inconceivable thet somewhers in the Balkan peninsula, now that it
is clear whet to look for and how to look for it, evidence of 8 truly mixed languege might turn up.

Hotes

*This paper was originally presented as port of 8 pane! entitled “Bulgeria and its Balken
Linguistic Neighbors et the annua) meeting of the American Associetion for the Advancement of
Slevic Studies, in New Orisans, November 22, 1986. 1 thank members of the penel and sudience
there, especially Ronnie Alexandar, Victor Frisdman, Eric Hemp, Ken Neylor, and Johenna Nichols
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for useful and insightful comments, though | have not necessarity followed up on all their
observations and suggestions in this version.

1. Meyer cites thework s Skordelis 1874, though the copy thet | have of the piece (8. orox
only, without the title page of the Journal, however ) indicates Insteod & dete of 187S.

2. The context of Skordelis* observations on Greek in the Rhodope is relevant to understanding
his suggestion. Skordelis was responding to doubts raised by other Europeen scholars about the
ethnic origins of the modern Greeks ( fn por ticular whether they were “true” descendents of the
ancient Greeks or instead were perhaps Slavs or even of some other origin). He presented this
Greek Vocabulery to demonstrate that this part of the Rhodope had been at some point in the past
primarily 8 Greok-speaking, snd thus Greek, aree. Ses\'cseph 1985 and references therein for
some discussion of other instances of Greek scholarship responding to similar claims.

3. For example, Thomason 1980, 1983, 1984.

4. | owe 8 groet debt of thenks to the suthors for providing me v:ith a prepublication copy of
their manuscript and for permission toquote from that version.

S. These langueges are not to be considered creoles beceuss they do not show sy significant
degree of morphological and morphosyntactic simplification in comparison with their sourcs
languoges, wherees true creoles generally do.

6. 566 Thomason 1983 for detailed discussion of Ma'a with extensive biblfography.

7. The major sources on Michif are Crewford 1976, Evans 1982, Rhades 1977, and Weaver
1982; see also the discussion n Thomason 1984 snd Thomason & Kaufman (Chiepter 9).

8. The initial g= here, 85 opposed to the €~ in the Graek form cited here, probehly reflects
Greek dislects] development in the dislect that pravided the input to the Bulgerien dialect in
question,

9. This evidence would 8150, of course, argue against Skordelis' Identification of this diclect 8s
a form of Oreek,

10. It may be, for example, that the aoristic and past tense forms are or greater frequency than
noneoristic or nonpest forms, or that they are the unmarked inembers of verbel peredigms. | know
-from personal exper fence that | mastered the Oreek aoristic past tense long before | ventured into
the reaim of the imperfective past forms. Still, 1f frequency or markedness were responsible, one
might gxpect thet the generalization of one stem as opposed o another might be lexically gaverned,
vorying with the semantics of the borrowed word itself. Thus some further explanation for this
Balken ( or actually pan-Balken--see footnots 1 1) peraliel may still be needed.

11. 1t s worth noting that already in the last century Mikiosich had observed thet aor{st stems
were the basis for verbal loans in the Balkens. | em indebted to Eric Homp for bringing this fact to
my attention.
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Feminism in Morphology

Wolfgang U. Dressler
Universitit Wien

‘ 1. Introduction

in 1970/71, when I had the privilege of serving at the De-
partment of Linguistics of OSU under the chairpersonship of
Ilse Lehiste, she and other members of the department were al-
ready actively interested .n the feminist movement. As success-
ful and less successful coinages (chairperson for chairman vs.
woperson for woman) demonstrate, an area of great theoretical
activity in the department has been affected by feminist inno- vt
vations, i.e. morphology. :

In this paper, I will bring together both interests and will
try to show how feminist morphological innovations can be judged
in’ the light of theorctical morphology. My purpose is neither to «
promote nor to reject proposed innovations, but to evaluate their
relative degree of actual or potential acceptability as far as !
morphological parameters are concerned. The data analyzed will )
be German ones, not only for reasons of accessibility to me
but also because in German both the opposition of masculine
and feminine gender (e.g. the definite singular articles der
(Nom. masc.) vs. fem. die) and feminine gender derivation (e.g.
Léwe 'lion' —> Low-inm 'lion-ess') play a greater role than in
English.

The theoretical model espoused is that of Natural Morphology
(cf. Dressler 1985a,b,c; Mayerthaler 1981; Wurzel 1984; Dressler
et al., in press; Studia gramatyczne 7/1985, on Natural Approaches:
to Morphulogy), a theory of universal morphology where several vy
morphological parameters are studied: e.g., the parameter of morpho-
tactic transparency refers to the respective degree of obstructiont i
to morphological processing (e.g. morphonological rules render ‘ }

.

the identification of conclude in conclusion more difficult than
phonglogical resyllabification the identification of exist in
exis¥t+ence. Or the parameter of morphosemantic transparency re-
Ters to the degree of semantic compositionality of a morphologicali-
1y complex word.

%hat should be differentiated from morphosemantics and 1
established as a separate subdiscipline, is morphopragmatics A
(cf. oressler & Merlini, in press). This term refers tO the area 1

3

of relations between morphology and its pragmatic setting (lang-
uage users and language usage within the speech situatidn with
its presuppositions). In semiotic terms and in regard to our
topic, the specific (pragmatic) attitude of an interpreter to-
wards the signatum of a sign concerns morphopragmatics in regard
to specific motivations of complex words by specific (groups of)
interpreters. |
|

2. Feminism and Morphopragmatics :
Irrespective of historic origin (cf. Wienold 1967; Ibrahim "
1973) correlations between grammatical gender and sexus (e.g. }
i masculine - male, feminine - female, neuter - inanimate) are only!
: partially effective in German grammar and lexicon. However, '
gender has a potential of being semantically interpreted
(Wienold 1974: 315; cf. hienold 1982 for psychoanalytic consequences
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of this potential). And this was the case when feminist linguists
looked for 1linguistic symptoms of male supremacy (cf. Ritchie
Key 1975: 68ff; Trdmel-Plétz 1978; Hellinger 1985).

They were not only concerned at cases of sexist unequality
similar to the English pair master - mistress, but also by gaps
in the lexicon such as *die Bau-frau alongside der Bau-herr
'building contractor' (in view of Frau 'Mrs., woman, madam',
Herr 'Mr., Gentleman, master, Sir'} and at the generally unmarked
status of masculine gender (Spender 1980: 19ff; Hellinger 198S5;
Pusch 1985; Kalverkimper 1979). E.g. in sex-related gender
derivation German feminine nouns are usually derived from N
masculine forms rather than masculines from feminines (cf.
Tromel-P18tz 1978: 56; Kalverkdmper 1979: 59; Plank 1981: 96ff,
116££), e.g. in animal names the type der Lowe 'lion’ —_
die LOw-in 'lioness' is usual, the type die Gans 'goose' —>
der Gins-erich 'gander' is excepticnal. And whereas feminine
~In motion is easy from nouns denoting men, such as der Herr-
TTord' —» die Herr-in, der Jiger 'hunter' —> die J3 er-in,
Frior 'prior™ —> Prior-In, the only example of the opposite
direction is der Hex-erich 'sorcerer' (a variant of deverbal
der Hex-er from hex-em 'to practice sorcery') derived from
die Hexe "witch't CF. also the isolated Witw-er 'widower'
trom Witwe 'widow'.

Moreover among many pairs der X - die X-in the feminine
form may only refer to females, whereas the masculine form either
refers to males or is sex-neutral (generic, cf. Kalverki#mper
1979; Glack 1979), e.g. der Kunde 'client’ may contrast with
die Kund-in, but may also be used for both sexes especially
in the plural die Kund-en. In inflection, gender is clearly
differentiated in the singular (always with the article; femi-
nine nouns never have case suffixation, masculines and neuters
may have) but neutralized in the plural of the articles and
generally in the distribution of plural suffixes. Thus it is
only the absence of the feminine derivational suffix -in which
allows the inference that die Kunde-n refers to males (vs. fem.
die Kund-inn-en). But see 5b.

Now male and female addressees may feel more and less
addressed by "ambiguous" (i.e. male and generic) nouns (cf.
Kramer 1978: 95; on the other connotations see Zubin and
K8pcke 1984), but clearly, seen from a morphopragmatic point
of view, feminist interpreters are much more likely to interprete
such nouns as excluding females because the fem. suffix =-in
is lacking (cfTrdmel -Plétz 1979 126; Guentherodt 1979:7126;
-offmann 1979: 60; Pusch 1985; Hellinger 1985: 30). In other
words, the generic vs. male vs. female interpret.tion of generic
nouns depends on the pragmatics of both linguistic context
(e.g. inclusion into anaphoric chains of coreference, cf. Kal-
verk#mper 1979: 64ff) and context of situation, including the
interpreter's sex and attitude towards feminism.

Notice also that generic nouns such as der Mensch 'human
being', die Person 'person' which have no 'heterosexual' counter-
part (die *Mensch-in, der *Persén-erich) may have a sexist inter-
pretation due to the grammatical article, e.g. der Mensch
may be considered as referring rather to men, die Person rather
to women, whereas nothing points to a specific sex in their plu- ,
rals.

IEIIJ!:‘ . ].53:32
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3. Feminist strategies

In antisexist language policy several strategies have been
proposed for changing either official or unofficial language use
or merely for arousing attention to the issues involved in order
to allow equal and unambiguous reference to the intended sex
(including sex nev .ality) (cf. Wodak et al. 1986; Hellinger
1985; Pusch 1984, 1985). They are as far as morphology is con-
cerned:

1) "Splitting" instead of the masculine and/or generic term:
e.g. der Student 'student' — der Student und die Student-in,
der/die Student/in. This strategy has oiten been attacked as
Uneconomical (e.g. Kalverkimper 1979: 63).

2) Replacement of the more sex-relatable singular by the
less sex-relatabile plural (cf. §2): e.g. der Student —> die
Student-en (instead of splitting: die Student/inn/en).

eplacement by truly sex-neutral terms: e.g. die Studier-
-end-en ‘'the studying persons' (but notice the singular contrast
between der Studier-ende/ein Studier-ende-r and die/ein-e
Studier-ende).

eplacement by collective or functional terms: e.g.
der Student —> die Student-en-schaft 'the studentship'.

. )S) Toining of new terms (in addition to the other strate-

gies).

The adequacy of these strategies and the acceptability of
their results depends on many factors (cf. Schridpel 1985; more
general Allony-Fainberg 1977) of which I will discuss a few mor-
phological ones.

4, Sexist motivation and remotivation

Endeavours towards reinforcing the use of die Kund-in
for female clients (§2, 3.1) instead of generic der Kunde
presupposes the morphopragmatic jdentification of male re-
ference of der Kunde. However the probability of male reference
of ambiguous terms depends in several factors.
a) The first factor is the morphological makeup of the word.
in der Kunde, der Landwirt 'farmer' only the article points to
wmasculine gender, but neither the root Kund-,-wirt nor the stem-
suffix -e in Kunde=n.And the plurals die Kunde, die Landwirt-e
could belong to a feminine declension class as well, in contrast
to oblique singular case forms, e.g. gen. des Kunde-n, Landwirt-s«
b) In contrast, suffixations that have an animate meaning are
much more sex-related: -in (and -essin), French derived -ess,
-euse, -ine, -i2re always refer to Temales, -erich to males (§2).
Nouns in -er (variants -ler, -ner, cf. -iker, -ianer) -ling,
-ian, -ikus, -(at)eur, -ar, -(atjor, -ist, -ent, -ant, -dr are
either male-related or generic. However, a suffixed word such as
Bau-er 'peasant' has a much higher probability of referring to
males than its non-suffixed synonym Landwirt. Thus, ceteris
paribus, it is easier to portray a suffixed word as male-related
than a suffixless one and therefore to call for a specific female-*
related term. And in fact die Biuer-in is much more used than
die Land-wirtin instead of including females into Bau-er und
Landwirt. OF course knowledge of sex-relatedness of foreign
suffixes seems to correlate with knowledge of learned vocabula-
ry (of foreign origin) in general.
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¢) Morphosemantically transparent (compositional) compounds
(cf. §1) behave like their heads. E.g. der Land-arzt 'country
doctor' and die Landirzt-in have exactly the same relation
as der Arzt 'doctor' and die Arzt-in.
d) This is not the case with morphosemantically opaque com-
pounds, whose potential sex-relatedness may be even lower
than with simplex words in idioms. Let us analyze Mann 'man‘
and Herr 'master', gentleman, lord': Idioms such as Herr der
Lage sein 'to be master of the situation', Herr im Hause sein
to wear the trousers (lit. 'to be master in the house

seinen Mann stellen 'to hold own's own' may be used by women
referring to a woman (of course the masc. possessive sein-en
'his' must be changed to fem. ihr-en *her') although many
speakers (not only feminists) may not find it very adequate
or elegant. Also the com. Alle Mann an Deck! 'all hands on
deck!' may refer to women as well. The problem ¢f which idioms
allow this, and why the plurals Herr-en and Minn-er (for compounds
cf.hSamoilowa 1970) are always male-related, need not concern
us herw.

Similarly in all opaque compounds (i.e. non- compositional
morphological constructions) the male-relutedness of -mann
(cf. Samoilowa 1970) and -herr is greatly reduced (in a syn-
chronic sense). Some examples are Land-s-mann 'compatriot’
(vs. Land-mann ‘peasant'), Vorder-mann 'man ahead' (vs.
'front-rank man'), Stroh-mann '"man oF straw', Dunkel-mann
'obscurantist' (translation of humanist Latin vir obscurus),
Ob-mann 'head-man, chair-man' (lit. ‘over man'), Bieder-mann
"man of honour/worth' (lit. 'loyal man'), Haupt-rann Tcaptain'
(lit. 'head man') either as a military title or in doubly opaque
compounds such as Landes-haupt-mann 'chief executive/governor/
president of a federal province', Burg-hau t-mann, Stadt-haupt-
mann, Schiofi-haupt-mann, Deich-haupt-mann; the title der GroE—
herr (Iit. "great master'), Brot-herr ‘employer' (1it. 'bread
master'). Reinforcement of sex-relatedness in such compounds
is an instance of morphopragmatic remotivation.
e) This last group also skows the second factor, the lexical
factor of idiosyncratic global development.
f) Sex-relatedness of a base may be reduced by derivation and
compounding (which makes it a non-head). Examples with Mann
and Herr are Mann-schaft 'teanm’ (1it. 'man-ship'); Herr-scnaft
‘mastery, command' (1it. 'master-ship'), mann-s-hoch 'ta as
a man'. Establishing sex-relatedness (cf. Toffmann 1979: 115f)
is an instance of higher morphopragmatic remotivation than in d).
For there (e.g. in Brot-herr, Ob-rann), it is the head whose
sex-relatedness has to be reinforced, whereas here it is the non-
head; and the head is known to be more important for the semantic
categorization of a complex word than the non-head (cf. § S h).
g) An extreme case of remotivation is back-formation, of which
I could not find any interesting instances. E.g. die Nih-er-in
'needle woman' and die Zu-geh-er-in  ‘charwoman' (Tit."to-go-er-
ess') are females withouat male counterparts, (for social reasons).
The masculine potential bases der * Nih-er, f Zu-geh-er do not
exist, but are potential words {and false intermediate steps in
derivation from nih-en 'to sew' and zu-geh-en 'to go up to'),
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although the comparative n#h-er 'nearer' right exercise some
homophony blockage.

S. Feminist neologisms
J) Whenever a female-related counterpart of a male-related or

ambiguous term (§ 2,3) is lacking, this gap may be filled by
a neologism (cf. § 3). Clearly productive word formation rules
must be used. Also, conditions on potential bases (e.g. on
concatenating native bases with foreign suffixes and vice versa;
-in may not be combined with -ling, cf. Wellmann 1975: 109)
and connotative restrictions must be respected.

L.g. compounds (or 'suffixoid formations') with -liese,
-suse, -trine must not be proposed because they are all pejora-
tive, as in die Heul-suse/trine 'cry-baby. Similarly masc. )
-erich is difficult to use in suffixation since it is either
pejorative (e.g. Wit-erich 'blood thirsty villain') or only
applicable to bases designating animals (e.g. G¥#ns-erich
'gander').

b) Exocentric (possessive) compounds seem to resist femi-
nine gender derivation. E.g. der Trotz-kopf 'pig-headed person'
(1it. 'defiance head') or der Dick-haut-er 'pachyderm' (lit.
"thick-skinn-er') do not lend themselves to derivations such as
die * Trotz-Mspf-in, *Trotz-kopf-frau, *Dick-hjut-er-in, ®Dick
<hiiut-in,  *Dick-hiut-er-frau (unless in the transparent Meaning
'Spouse’ of a pachydermic male'). The reason seems to be that such
compounds ate truly and only generic. Therefore Trotzkopf is
the name of the heroine of a successful series of novels about
and for girls who identify with her. Notice also that die Rot-haut
‘redskin' has no female denotations or connotations despite
its feminine gender, since the semantic base where sex-related-
ness could apply to is, as it were, outsides. Thus article
inflection alone is not capable of attributing sex connotations.
Therefore generics such as der Kunde (§ 2) must be truly ambi-
guous, i.e. their male-related Teading (although maybe often
of a latent status) is not a mere invention of feminists.

c) Otherwise -in suffixes and compounds with -frau
'woman' added to words or replacing -rann or -herr in compounds
can be freely used (cf. Hellinger 19853 Proch 1984: 26ff, 35ff;
Guentherodt 1979) with the following caveats:

d) The addition of -frau must compete with a series of
compounds where X-frau designates the spouse of X in contrast to
X-in 'female X',” e.g. Lehr-er-in 'female teacher' vs. Lehr-er-
Trau 'spouse of a teacher® (Plank 1981; 116£f). However this does
not entail violating a word formation rule, because such series
have only the status of lexical fields (more in Pounder, in press).

e) If -frau replaces -mann or -herr in an opaque complex
word, resistence of the speech-community to such neologisms i3
likely to be greater than in a transparent word... For not only
the neologism must be accepted but also the presupposed sexist
remotivation. Therefore Frau-schaft as a counterpart to Mann-
schaft or Herr-schaft (§ 4f) seems to be unacceptable.

1f our gradation of remotivation in §4c-f is correct, then |
replacing -mann, -herr with -frau in opaque compounds (§ 4d) must
be more acCeptable, but s;ilI less thanzin transparent compounds.
And in fact ‘Stroh-frau, ‘Dunkel-frau, *Brot-frau seem to be
hardly conceivable as counterparts to Stroh-mann, Dunkel-pann,
R~ot-herr. Ob-frau alongside Ob-mann 1s used but r~cisted;
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but Ob-mann itself is such an awkward officialese title that
maybe Ob-frau does not sound much funnier.

The proposed Landes-haupt-frau as the designation of an
(as yet non-existent) female Landes-haupt-mann is unfortunate
for two reasons: 1) because Landeshauptmann 1s doubly opaque
(§ 4d). 2) because Landeshaupt-frau may be felt to contain the
noun Haupt-frau 'main spouse' (of a polygamist):

¥) One way out might be thought to be -in suffixation.
In fact there exists Land-s-minn-in 'female compatriot’ ia
contrast to Land-frau 'peasant woman' as a counterpart to
Land-mann. Vorder-minn-in 'female ahead' is usable but unlikely
to be accepted,Other conceivable forms in -pinn-in seem to be
still less aceptable. The proposed transparent” form Amt(s%-
sménn-in 'female magistra.e' has been rzjo.ied (Guentherodt

¢ 128; Hoffmann 1979: 109). Lansss-herr-in 'female sovereign'
exists as countcrpart +a landes Terr Tsoveréign', but only
because Herr-in (where social status is more important than
sex-reference) exists and Landes-herr 'lord of the country'
is transparent. The same holds for Ober-herr-in &— Ober-herr
'supreme lord', Grund-herr-in <— Grund-herr Tlord of the manor’.
Since -in forms of opaque GrofR-herr, Brot-herr seem rather
awkward, -in suffixation seems not to be a viable alternative.
Of course the attested forms Mitglied-er-inn-en 'female members',
SchluB-licht-er-inn-en 'female tail-1Ights’ (metaphorical) are
ungrammatical nonce-formations since they have two plural suffixes
interrupted by the derivational suffix -in, a double violation
of German morphology. -

g) Thus extramorphological strategies must be employed,
such as replacing Landes-hauptmann (e) with e.g. Landes-prisident

—> Landes-pr#isident-in or speaking of der weibliche Landes-
hauptmann "the female L.'.

e have seen (§ 4f) that the head position is semanti-
cally more critical than the non-head position. Thus feminizing
the head is more important and noticeable than feminizing the
-non-head. E.g. at the end of the Austrian national elections of
'1986 certain politicians thanked their Wihl~er-inn-en und wihl-er
'female and male voters' (or inverse order), but all of thenm

<spoke of the térm  Wihler-gruppen 'voter groups', nobody

in addition of Wihler-innen-gruppen. Therefore the splitting

of Dienstnehmer 'emponeeisiE into Dienstnehmer/innen (cf. § 3)

is easier to promote than the replacement o lenstnehmer-recht(e)
‘employee(s) rights' with Dienstnehmer/innen-recht(e).
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Paragraph Perception by Seven Groups of Readers

Sara Garnes
Ohio State University

1., Introduction

When teachers of basic writing read their students' writing, they are
often puzzled by the paragraphing they see. Some basic [remedial) writers
never indent; some indent almost every sentence while others follow more
traditional paragraphing strategies. The indentations themselves may seem
insignificant, simply a part of the code of written language not yet fully
mastered. But the incoherent and underdeveloped essays in which the irregular
paragraphing often appears is of concern to everyone interested in the
development of basic writers and in the general intricacies of literacy.

2. Background

Whether or not paragraphing is an issue worthy of investigation depends
on assumptions about the validity of written language as an object of study.
Bloomfield, in his efforts to direct linguistic study to oral language,
demoted the value of written language: ‘vWriting is not language, but merely & :
way of recording language by means of visible marks. « « « We have to use
great care in interpreting the written symbols into terms of actual speech;
often we fail in this, and always we should prefer to have the audible word'
(1933: 21). Critics of the study of paragraphs have cited an absence of
paragraphing in oral language to support their position, believing that
paragraphs were characteristic only of written language. After all, the term.
paragraph itself refers to a mark that appears 'beside writing' and is not
related etymologically to speech. Those disinterested in paragraphing can
cite rhetoricians such as Corbett to support their position, for according to
Corbett, 'Paragraphing, like punctuation, is a feature only of the written
language' (1971: 477).

Other researchers, such as Pike, believed that there were grammatical
units larger than the sentence: 'A bias of mine--not shared by many
linguists--is the conviction that beyond the sentence lie grammatical
structures available to linguistic analysis, describable by technical
procedures, and usable by the author for the generation of the literary works
through which he reports to us his observations' (1964: 129).

Testing Pike's conviction, Koen, Becker, and Young (1969) conducted a
study designed to determine the psychological reality of the paragraph. Their
subjects were asked to mark sentences as paragraph openers in several
continuously typed versions of a text. Their findings supported the
hypothesis that paragraphs could be identified in written language. But no
research had yet been conducted to determine whether there were paragraphs in
speech.

In spite of his statement that paragraphing pertains only to written

language, Corbett does acknowledge the contribution that paragraphing makes to
readability of printed prose. He also suggests a basis of paragraphing in
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oral language, for he predicts that a student, when asked to read 'a passage
of prose with no punctuation, capitalization, or paragraphing, . . . might
eventually be able to make sense of [the} passage,' especially 'if he reads it
aloud, bzcause the voice will add another grammatical element, intonation,
which is the vocal equivalent of the graphic marks of punctuation' (1971:
448). The grammatical element that Corbett identifies as intonation and that
is equivalent tc paragraphing has now been shown to exist in speech.

As the domain of phonetic studies has increased from the segmental to the
suprasegmental, from isolated sounds and words to sentences and connected
discourse (with the development of the equipment necessary to conduct such
research), knowledge of the phonetic characteristics of discourse has been
revealed in Lehiste's seminal studies that show the existence of paragraphs,
or their equivalent, in oral discourse. Lehiste has conducted a series of
investigations of connected discourse that are summarized in her article,
'Some phonetic characteristics of discourse' {1982). She reports that 'Three
phonetic factors appear to interact in providing paragraph boundary cues:
length of pause, presence of laryngealization, and preboundary lengthening'
(1982: 125). She concludes that 'the research . . . demonstrates the
perceptual reality of phonological units consisting of more than a single
sentence' (1982: 126) and that 'listeners agree among themselves about the
presence of a paragraph boundary' {1982: 123).

Given this research that shows the perceptual reality of paragraphs in
both written and spoken language, I conducted the present study in order to
discover basic writers' perception of paragraphs. My hypothesis was that
basic writers would differ in their perception of paragraphs from other
writers--and readers. I assumed that in order to help them improve their
writing skills, I must first understand their reading skills; i.e., to
understand what they produce, I mus: first understand what they perceive.

3. Method

In conducting the study, I decided to follow the paradigm established by
Koen, et al., {1969). The question I sought to answer was slightly different,
however: 'Do basic writers perceive.paragraphs similarly or differently from
other groups of subjects?' If tuey did perceive paragraphs differently, I
vanted to determine the nature oi that difference and any implications those
results might have for the development of literacy.

4. Subjects

In order to understand the responses that basic writers would produce in
the experiment, I needed to establish a context for their responses. Thus, I
selected a total of 7 groups of subjects, representing what I thought to be
various degrees of experience with printed text. The 7 groups of readers
represented 4 groups of undergraduate students and 3 groups who had graduated
from college.

The first 4 groups of subjects were undergraduate students enrolled in
different courses within the expository writing program at the Ohio State
University. The first group of students consisted of beginning basic writers,
enrolled in the first of 2 quarters of basic writing required before they
could enroll in freshman composition. The second group were intermediate
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basic writers, required to take only one quarter of basic writing before
advancing to freshman composition. Students are placed in basic writing
courses based on their standardized test scores, typically English ACT scores
of 15 or below or SAT Verbal scores of 370 or below, and a writing sample.

The third group of students had enrolled directly in the non-remedial,
stancard freshman composition course. Suth students usually have English ACT
scores of 16 through 25 or SAT Verbal scores of 380 through 610.

The fourth group of undergraduates were upperclassmen enrolled in
informative writing, an advanced writing course.

The fifth group consisted of students enrolled in their first quarter of
graduate study in the Department of Bnglish. The sixth group were teachers
who were experienced in teaching English lanzuage arts in secondary schools
and were enrolled in graduate course work in English. The seventh and final
group consisted of faculty members in English.

Thirty or more subjects in each group participated in the study. All
were native speakers of English.

5. Text

In order to select a text that would be appropricte for the study, I
surveyed a number of possibilities, searching for certain characteristics.
First, the text should be written in an expository mode of discourse and
should be non-fiction rather than fiction, similar to many of the writing
assignments made in the expository writing courses in which the undergraduate
students were enrolled. While written in the expository mode, the essay
should treat a topic of general interest. Its vocabulary should represent a
fairly common level of diction, for to the extent that it is possible, the
study was not designed to test vocabulary skills.

After surveying many essays, I chose one written by an author who is
often antho.ogized in readers used in writing courses, Lewis Thomas. Thomas,
who heads the Sloan-Kettering Cancer Research Center, writes essays on a
variety of topics. Several volumes of his essays, which typically first
appear in the New England Journal of Medicine, have been published.

The essay selected, '"On Death," appears in Table 1. The text, treating a
universal topic, consists of 50 sentences arranged in 11 paragraphs. These
paragraphs appear in yet a larger, three-part design, consisting of 3, 4, and
4 paragraphs, respectively. The first three paragraphs, sentences 1 through
12, form a discursive beginning that introduces the topic and some of the
issues that are discussed later, such as places where death occurs--naturally
and unnaturally, reactions to seeing dead animals in public places, and an
acknowledgement that death is inevitable and constant, as is life.

The middle section contains 4 paragraphs, sentences 13 through 27, and
discusses the natural death of 4 kinds of organisms, each in separate
paragraphs: (1) creatures that vanish into their own progeny such as single
cells, sentences 13-17; (2) insects, sentences 18-20; (3) birds, sentences
21-23; and (4) animals, focusing on the elephant, sentences 24-27 [1).
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The final portion of the essay contains 4 paragraphs, beginning with
sentence 28, and presents Thomas's reflections on death.

When presented to the subjects, the essay was double-spaced and typed
continuously with only the paragraph indentations removed. As it appears in
Table 1, the sentences have been numbered, circled numbers correspond to
Thomas' paragraphs, and a f/ marks the beginning of each line in the version
presented to the subjects.

Table 1. Text with Instructions

Instructions: Make a slash / before each sentence which you think begins a
paragraph in the following selection.

(;)#Host of the dead animals you see on highways near the cities are dogs, a
few cats. 2 Out in the countryside, the forms and coloring of the dead are
#strange; these are the wild creatures. 3 Seen from a car window, they appear
#as fragments, evoking memories of woodchucks, badgers, skunks, voles, snakes,
fsometimes the mysterious wreckage of a deer.(%)It is always a queer shock--
fpart a sudden upwelling of grief, part unaccotintable amazement. 5 It is
simply ffastounding to see an animal dead on a highway. 6 The outrage is more
than #just the location; it is the impropriety of such visible death,
anywhere. 7 fiYou do not expect to see dead animals in the open. 8 It is the
nature of fanimals to die alone, off somewhere, hidden. 9 It is wrong to see
em lying fout on the highway; it is wrong to see them anywhere.

Everything in the fworld dies, but we only know about it as a kind of
abstraction. 11 If you ffstand i a meadow, at the edge of a hillside and look
around carefully, #almost everything you can catch sight of is in the process
of dying, and most fithings will be dead long before you are. 12 If it were not
for the constant firenewal and replacement going on before your eyes, the whole
place would turn fto stone and sand under your feet. There are some
creatures that do not seem fto die at all; they simply~vanish totally into
their own progeny. 14 Single cells fdv this. 15 The cell becomes two, then
four and so on, and after a while the last fftrace is'gone. 16 It cannot be
seen as death; barring mutation, the descendants ffare simply the first cell,
living all over again. 17 The cycles of the s)ime ffmold have episodes that
ssem as conclusive as death, but the withered slug, fiwith its stalk and
fruiting body, is plainly the transient tissue of a fldeveloping animal; the
free-svimming amebocytes use this organ collectively fito produce more of
themselves. QD There are said to be a billion billion ffinsects on the earth at
any moment, most of them with very short life expec-ftancies by our standards.
19 Someone has estimated tha. there are 25 million fassorted insects hanging
in the air over every temperate square mile, in a ficolumn extending upward for
thousands of feet, drifting through the layers flof the atmosphere like
plankton. 20 They are dying steadily, some by being eaten, fsome just dropping
in their tracks, tons of them around the earth, disintegrat-ffing as they die,
invisibly. Who ever sees dead birds, in anything like the fhuge numbers
stipulated by the certainty of the death of all birds? 22 A dead #bird is an
incongruity, more startling than an unexpected live bird, sure ffevidence to
the human mind that something has gone wrong. 23 Birds do their fldying off
somevhere behind things, under things, never on the wing. Animals fiseem to
have an instinct for performing death alone, hidden. 25 EvSF the largest,
fmost conspicuous ones find ways to conceal themselves in time. 26 If an
elephant fmissteps and dies in an open place, the herd will not leave him
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Table 1. Text with Instructions (continued)

there; the ffothers will pick him up and carry the body from place to place,
finally put-ffting it down in some inexplicably suitable location. 27 When
elephants encounter fithe skeleton of an 2lephant out in the open, they
methodically take up each of fithe bones and distribute them in a ponderous
ceremony, over neighboring acres. éz) #It is a natural marvel. 29 All the life
of the earth dies, all the time, in the {isame volume as the new life that
dazzles us each morning, each spring. 30 All fiwe see of this is the odd
stump, the fly struggling on the porch floor of fithe summer house in October,
the fragment on the highway. 31 I have lived all fimy life with an
embarrassment of squirrels in my backyard; they are all over ffthe place, all'
year long, and I have never seen, anywhere, a dead squirrel. {1 suppose it
is just as well. 33 If the earth were otherwise, and all the dying fhere done
in the open, with the dead there to be looked at, we would never ffhave it out
of our minds. 34 We can forget about it much of the time, of think flfof it as
an accident to be avoided somehow. 34 But it does make the process of #dying
seem more exceptional than it really is, and harder to engage in at fithe times
when we must ourselves engage. In our way, we conform as best we fican to
the rest of nature. 37 The obitdary pages tell us the news that we are fldying
away, and the birth announcements in finer print, off at the side of fithe
page, inform us of our replacements, but we get no grasp from this of fithe
enormity of scale. 38 There are three billion of us on the earth, and all
f#three billion must be dead, on a schedule, within this lifetime. 39 The vast
{mortality, involving something over 50 million of us each year, takes place
#in relative secrecy. 40 We can only really know of the deaths in our
households, flor among our friends. 41 These, detached in our minds from all
the rest, we take ffto be unnatural events, anomalies, outrages. 42 We speak of
our own dead in low flvoices, struck down, we say, as though visible death can
only occur for cause, fby disease or violence, avoidably. 43 We send off for
flowers, grieve, maks cer-ffemonies, scatter bones, unaware of the rest of the
three billion on the same flschedule. 44 All that immense mass of flesh and
bone and consciousness will ffdisappear by absorption into the earth, without
recognition by the transient f#survivors. @Less than half a century from now,
our replacements will have more fithan dou ed the numbers. 46 It is hard to
see how we can continue to keep the fsecret with such multitudes doing the
dying. 47 We will have to give up the ffnotion that death is catastrophe, or
detestable, or avoidable, or even strange. 48 {iWe will need to learn more
about the cycling of life in the rest of the system, #fand about our connection
to the process. 49 Everything that comes alive seems to #ibe in trade for
something that dies, cell for cell. 50 There might be some com-ffort in the
recognition of synchrony--in the information that we all go down fitogether, in
the best of company.

# = beginning of a line in the version presented to subjects
(:)- beginning of a paragraph in original text

6. Results

Because I was interested primarily in subjects' responses by groups, I
converted the responses for each sentence to percentages for each group, as
shown in Table 2, where the number of subjects in each group is also
presented. The horizontal lines across the Table correspond to the major
divisions within the essay. The results reveal considerable differences

Q
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among groups of subjects in the frequency and pattern of their responses, yet
there are some similarities as well,

Table 2. Paragraphing of Text by Groups (Percentage Agreement)

Beginning Intermed. Freshmen Upper- New Grad English Faculty
Basic Basic classmen Students Teachers
Writers Writers

Number: 44 30 42 33 30 K} 31
Sentence
No.
1% 30 27 29 33 50 35 26
2 3 7 10 9 0 3 3
3 0 0 5 0 0 0 0
4% 23 23 19 12 27 10 6
5 9 3 7 18 23 16 26
6 30 30 26 18 17 19 23
7 23 7 17 9 0 0 6
8 11 3 5 3 3 0 0
9 5 3 2 0 0 0 0
10% 36 53 50 52 67 81 74
11 27 17 12 9 17 6 3
12 11 3 0 3 3 0 0
13% 61 80 * 90 88 87 90 77
14 14 0 2 0 3 0 C 0
15 0 3 0 0 0 0 0
16 2 0 0 0 0 0 0
17 32 27 33 15 17 10 6
18% 80 73 86 88 67 90 77
19 14 3 2 3 7 0 0
20 0 0 2 0 0 0 0
21% 98 90 88 79 77 81 65
22 0 0 0 0 0 0 0
23 2 0 0 3 0 0 0
24% 50 43 55 . 67 67 65 58
25 7 7 10 6 3 3 0
26 23 0 5 3 7 0 0
27 7 10 2 0 7 0 0
28% 23 17 10 27 13 10 3
29 66 70 90 67 73 84 84
30 0 0 0 0 0 0 0
31 52 27 33 24 10 10 3
32% 2 3 10 6 20 6 16
33 14 10 5 15 10 3 3
34 14 7 0 6 0 3 6
35 2 0 0 3 3 0 0
36 34 27 62 58 60 58 68
37 55 27 14 15 23 23 6
38 25 27 19 21 10 6 6
39 2 7 5 9 3 6 10
40 23 13 14 9 7 10 23
O
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Table 2. Paragraphing of Text by Groups (Percentage Agreement} (continued)

41 14 3 0 0 7 3 0
42 25 13 12 9 0 3 3
43 11 7 0 0 0 0 o
44 20 27 21 3 33 19 19
45% 48 30 48 48 33 10 45
46 11 13 24 33 23 23 26
47 14 7 5 3 0 6 0
48 14 20 2 3 0 0 0
49 18 7 7 3 17 6 0
50 25 3 0 0 0 0 0 |

An asterisk, %, indicates a paragraph opener in the original text.
The horizontal lines indicate the three major sections of the text.

Because one of the primary questions prompting this study was to compare
the responses of the seven groups of subjects, I divided the responses to each -
sentence into four categories of percentages of responses obtained. The first °
category consists of sentences which no subject indicated as opening a
paragraph, sentences that were essentially judged to be paragraph internal.
~ As Table 3 shows, the number of sentences receiving 0% responses increases
dramatically. For beginning basic writers, only 5 sentences were not chosen
by someone in the group as opening a paragraph. For intermediate basic
writers, 9 sentences obtained 0Z responses with the number increasing to 11 |
. for freshmen and 12 for upperclassmen. For new graduate students, 16 )
: sentences received 0% responses, with 19 for secondary English teachers and 22

for faculty.
Table 3. Number of Sentences Initiating Paragraphs by Percentage Agreement
Beginning Intermed. Freshmen Upper- New Grad English Faculty

Basic Basic classmen Students Teachers
Writers Writers
0% 5 9 11 12 16 19 22
1-34% 37 36 31 31 26 23 21
35-647% 5 1 4 2 2 2 1
65-100% 3 4 4 5 6 6 6

These findings show that beginning basic writers are much more likely to
respond to any sentence as a paragraph opener. The increase in number of
sentences receiving 0% responses predicts the ordering of groups and is
significant at the .0001 level [21.

The second category of sentences represents sentences that approximately
one-third of each group of subjects did not select as pavagraph openers. The
number of sentences receiving 1-34% responses gradually decreases across the
groups from a high of 37 for beginning besic writers to a low of 21 for
faculty and is significant at the .001 level.

The third group of percentages represents the w.amber of sentences that
fell in the guessing range, roughly one-third to two-thirds (35-64%) of each
group indicated they opened paragraphs. These numbers range in roughly

O
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decreasing order but are not significant (.119).

The fourth category of sentences are those that obtain strong agreement
as paragraph openers--approximately two-thirds or more of the subjects in each
group identified them as paragraph openers (65-100%Z). The number of such
sentences increases from 3 for beginning basic writers to 4 for intermediate
basic writers and freshmen, to 5 for upperclassmen, to 6 for new graduate
students, English teachers, and faculty. This increasing trend is significant
at the .005 level.

Five of the 50 sentences in the passage are of particular interest: 3
sentences that 65% or more of the subjects selected as openers and 2 sentences
that no subject selected as openers. The 3 sentences selected a paragraph
openers are 18, 21, and 29, all occurring in the middle portion of the essay.

Sentonce 18 is the sentence that introduces the subject of insects and
corresponds with a paragraph opener as written by Thomas. Sentence 21
introduces the subject of birds and also corresponds to a paragraph opener in
the original essay. It is a particularly interesting sentence because it
received the highest percentage of responses of any of the 50 sentences in the
selection, 98% from the beginning basic writers. Not only does the sentence
introduce a new topic, it is an interrogative, the only non-declarative
sentence in the essay.

The third sentence receiving a high percentage of responses from all
groups is sentence 29, which does not open a paragraph in the original text.
The preceding sentence, sentente 28, "It is a natural marvel," opens the final
portion of Thomas' essay, though for these 241 subjects, it did not. These
subjects tended to judge sentence 28 as the concluding sentence of the
preceding paragraph, rather than as an opening sentence.

Two seniences in the passage were never selected by any of the subjects
as paragraph openers, sentences 22 and 30. BEach follows a sentence described
above that received a high percentage of responses--the sentence introducing
birds and the sentence that opens the concluding section of the essay, as
interpreted by the subjects. These responses support in part the hypothesis
advinced by Bond and Hayes that 'The length of the current paragraph
influences paragraphing decisions' (1984: 159), They predict that 'readers
still avoid one-sentence paragraphs' (1984: 165), supported by the results
obtained here,

7. Implications

The results of this study reconfirm the psychological reality of
paragraphs, For all groups, some sentences achieved high levels of agreement
as opening paragraphs. Even for the beginning basic writers, agreement
obtained, though only half as frequently as for more experienced readers.

The study also indicates that the nature of the text to be paragraphed
influences the nature of responses. Where there are clear shifts in topics
and purposes (as in sentences 18, 21 and 29) agreement obtains for all groups
of subjects. Where paragraph boundaries are more subtle, only the more
advanced groups of subjects will respond, as for sentence 36 which
appears in the reflective, final portion of the essay. .
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The results obtained here also show that responses should not necessarily
be categorized as right or wrong as compared to paragraphing in an original
text. In this study, sentence 28 received responses in the bottom third,
1-34%, although it opened a paragraph in the original essay, while the
following sentence, sentence 29, received responses above 65%, indicating that
it began a paragraph.

But the groups of subjects respond in significantly different ways to
such a paragraphing task. The differences can be predicted by the apparent
experience of each group and indicates that the awareness of paragraphs
develops gradually, not suddenly.

Finally, the results show that beginning basic writers do recognize
paragraphs in printed texts, but not with as much agreement as their peers and
teachers. They perceive text differently, and those differences should
influence the instruction they receive and may predict the kind of writing
they produce.

Perhaps a final caution should be to those who administer paragraph
jdentification tests. Information about the subjects in such studies is
crucial, for in this study, subjects representing different levels of exposure
to text produced significantly different results. Whether or not that
correlation extends to the identification of paragraph-like units in oral
discourse remains to be seen.

Notes

1. Although Thomas discusses birds in a paragraph separate from animals,
only 3 groups of subjects responded significantly to the shift in topics; they
may have classified birds as animals.

2. I gratefully acknowledge the assistance with the statistical analysis
of the data in this study provided by the Statistics Laboratory of the Ohio
State University. The reference for the statistical tests used here is
Hollander and Wolfe (1971: 222-224).
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Pronouns and People: Some preliminary evidence that
the accessibility of antecedents in processing
can vary with clause relation and biology*

Wayne Cowart
The Ohio State University

The research reported here bears on two distinct complexes of issues in
psycholinguistics. The experimental work described below was conceived
within an ongoing investigation of certain anaphoric processes that appear to
be embedded in the syntactic processing system. From this perspective, the
main goal of the work described here was to explore the effect the presence
of an antecedent may have on the processing of a pronoun, especially as this
is affected by the syntactic relation between the clauses bearing the
antecedent and pronoun. The second complex of issues concerns the relation
in the brain and mind between the specifically linguistic components of the
language processing system (e.g., syntax) and other seemingly more versatile
cognitive systems (e.g., those that deal with discourse structure ard that
interpret utterances against the listener’s background of general knowledge).
One question of particular relevance to the present study is whether this
relation is uniform across individuals.

If the preliminary analyses to be presented here bear up under further
scrutiny, it will be evident that these two complexes of questions are
intimately intertwined. In brief, in the overall results it appears that an
antecedent in the preceding clause can facilitate processing over a span of a
few words following a pronoun. This occurs where the relation between the
clauses is subordinate-main, btut not where the two clauses are coordinate.
This general pattern, however, seems to be a reflection of effects that arise
in one specific group of subjects, those who have no left-handers among their
biological relatives. In those with left-handed relatives the antecedent
e{.’fect. is present regardless of the syntactic relation between the two
clauses.

These results are relevant to central theoretical questions about
anaphoric processing, the logical architecture of the language conprehension
system, and the relation between language and human neurcbiology.

1. Baclground
L1 anar] wi syntactic processing

Mach recent linguistic research has suggested that there is an
interesting set of syntactic principles bearing on pronominal anaphora (among
other phenomena). Within single sentences these principles appear to tightly
constrain what pairs of potential antecedents and pronouns must, may -r must
not be taken to be coreferential (see, for example, Chomsky, 1981, 1986,
Reinhart, 1983, Aoun, 1985). Though there are linguists who advocate quite
different approaches (Bolinger, 1979, Bosch, 1983, Cornish, 1988), the large
body of linguistic work bearing on syntactic aspects of intrasentential
pronominal anaphora at least suggests that this area merits some attention in
the language processing literature,
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Fsychological research on pronominal anaphora has been concerned almost
exclusively with cases where the pronoun and antecedent are in different
sentences (see, for example, Hirst & Brill, 1980, Dell, McKoon & Ratcliff,
1983, Tyler and Marslen-Wilson, 1982, and the review in Garnham, 1985, pp.
148-152). Intrasentential relations have sometimes been examined, but not in
ways that exercize the syntactic principles featured in the linguistic
literature. For example, Corbett and Chang (1983) used coordinate stxuctures
that function as two separate sentneces with respect to tie binding theory
discussed in Chomsky (1981). Garvey and Caramazza (1974) used
min/subordinate clause structures that constitute a moxe integrated
syntactic domain, but their research was concerned with semantic influences
on reference relations.

The iarger investigation of which the present work is a part is
designed, among other things, to explore the role of the syntactic processing
system in the assignment of reference relations among pronouns and their
various candidate antecedents. In particular, it has examined the
possibility that some reference relations (or at least some relations that
ultimately get interpreted as reference relations) are assigned by the
syntantic processor. Previo: 3 experimental vesults indicate that certain
cataphoric instances of they can exert an influence on the syntactic analysis
of anbiguous gerund phrases (e.g., flying planes), that the reference
relatlons implicated in this finding are assigned even when they result in a
manifestly odd or implausible interpretation, that these relations are
blocked when they violate syntactic constraints on reference relations, that
these relations are unaffected by alternative antecedents in a preceding
sentence, and that effects of these kinds are demonstrable with several
experimental paradigms (Cowart & Cairns, in press, Covart, 1986a, 1986Db).

The work described here extends this line of investigation to more
commonplace instances of pronominal anaphora where the antecedent precedes
the pronoun and where a wider variety of pronouns can be investigated. The
most basic goal of the work described here was to deterndne whether a certain
variant of ths word-by-word reading procedure can detect any indication that
Pronouns are processed differently according to whether or not an antecedent
appears ahead of the pronoun in the sams sentence. A second more
theoretically significant goal was to determine whether any effects of this
kind are sensitive to the syntactic relaticn between two clauses where the
antecedent is in the first and ths pronoun in the second. The reference-
assigning mechanism that appeare to be involved in the cataphoric cases
investigated earlier applies, tv hypothesis, to third-person pronouns
generally (avart from reflexives), and thus should be relevant here. If it
is, and it is, as proposed, an essentially syntactic mechanism, it should be
sensitive to syntactically significant variations in clause relations.

1.2. [Laterality and language processing

There has lorg been ev.dence suggesting that the distribution of
language-related functions across and within the two hemisphares of the brain
is subject to some variation. Though this evidence is difficult to interpret
and still the focus of much controversy, it is nonetheless noteworthy that it
has had virtually no effect on t* ~'.. of sentence processing rescarch,
apart from spotty attempts to contic. ior subject handedness. This
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apparently has two causes: 1) it is difficult to assess dominance, and 2)
when it is assessed, there is little evidence that it has any effects.

Note, however, that as a point of logic, for intact subjects variation
in the distribution of functions should have consequences only where this
variation affects the way that various functions interact. Furthermore,
there could be variations in the way functions interact that are not very
directly related to their distribution.

Recently, Bever, Carrithers and Towmsend (1986) reported findings that
suggest that more fruitful work on the relation between these matters and
sentence processing iy be possible. Bever and his collaborators found
evidence that some processing phenorena are linked to the presence of left-
handers among a subject ‘s biological relatives. For example, in one
experiment subjects were asked to indicate whether a probe word heard in
isolation shortly after the auditory presentation of a sentence fragment was
one of the words in the fragment, Considering only the correct pcaitive
responses, subjects who reported no left-handers in their families (hereafter
these will be termed ‘Right’ subjects) were mach slower in responding to
probes drasn from the latter part of the fragment than they were with words
drawn from the earlier part. By contrast, subjects with one or more left-
handed relatives ('Lefts’ hereafter), showed no serial order effect whatever;
the Lefts responded equally rapidly to probes drawn from early or late parts
of the fragment and they also responded more rapidly overall than the Rights.
Note that all subjects were themselves strongly right-handed. Be.~v suggests
that the performance of the Rights reflects their reliance upon a self-
terminating serial search throw™ a linear representation of the utterance
Just heard. The Lefts, by contrast, are presumed to treat the task by way of
a semantic representation that provides simultaneous access to all parts of
the context material.

Tt is, of course, not at all obvious why processing effects of these
kinds should be related to the presence of lt *t-handers in a subject’s
family. Bever’'s suggestion is that left-handedness is assoclated with a
heritable biological trait that results in a number of neurophysiological
consequences. Among these is a richer interconnection between the language
processing system, especially its syntactic component, and the balance of the
cognitive system, especially those components involved in semantics and
interpretation. Thus, the presence of left-handers in a subject’s family is
merely an index of the likelihood that the subject will be affected by this
biological trait. There is an independent line of investigation in
neurolinguistics (see, for example, Geschwind and Galaburda, 1984) that seems
to lend some credibility to this analysis.

Against this background, the work discussed below was intended to
provide a test of Bever's proposals via methods and linguistic phenomena
different than those he used. Pronoun-antecedent relations are notoriously
subject to a great divers. y of influences, ranging from stress to syntactic
structure to discourse structure. If the phenomenn Bever and his colleagues
discovered are related to the degree of interconnection between syntactic and
semantic modes of processing, anaphoric phenomena should provide a useful
body of experimental material. To the degree that the richness of
interconnection between the syntactic and semantic (and discourse) processing
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components varies, this should affect the relative accessibility of various
approaches to antecedent-finding.

2. Exparimental Evidence

Kennedy and Murray (1984) provide evidence that a certain variant of the
word-by-word reading procedure is mxch more sensitive to syntactic structure
than were earlier forms of this method. One goal of the present experiment
was simply to determine whether this revised procedure can detect effects
related to the presence or absence of an antecedent for a pronoun. Secondly,
the experiment was designed to manipulate the syntactic relation between the
clauses bearing antecedent and pronoun to determine whether any simple
antecedent effects that might appear are sensitive to this factor. Finally,
the experiment was planned to be run on two distinct samples, a group of
strongly right-handed Right subjects and an equally strongly right-handed
group of Left subjects.

2.1, Method
The experimental materials cons ' of 24 sets of items similar to (1).

(1) a. Even though the librarians had made an awful lot of noise, she
kept on working on her own stuff.
b. Even though the librarian had mede an awful lot of noise, she
kept on working on her own stuff.
¢. The librarians had made an awful lot of noise, but she kept on
working on her owh stuff,
d. The librarian had mede an awful lot of noise, but she kept on
working on her own stuff.

Note that the second clauses, including their pronoun subjects, are identical
throughout, apart from the coordinating conjunction in the (c) and (d) forms.
The subject of each first clause is a lexical NP that provides an acceptable
antecedent for the pronoun in the (b) and (d) cases only. The pronouns used
included he and sha, but they predominated. The two clauses of the (a) and
(b) cases are in the relation subordinate-main, while those of the (c) and
(d) cases are coordinate. A complete listing of the materials together with
A summary of the results for each item is available from the author.

The experimental design involved three within-subjects factors,
Antecedent (No Antecedent, Antecedent Present), Clause Relation (Subordinate,
Coordinate) and Word Position (the position of each stimulus word relative to
the pronoun in the second clause). These three factors were crossed by a
fourth, History (Right vs. Left subjects, those lacking or having left-
handed relatives, respectively).

These materials, together with 48 fillers of diverse kinds, were
presented to subjects via a minor variant of the cumulative word-by-word
procedure discussed by Kennedy and Murray (1984). In this task the subject
mst press a key to see each succeeding word in the ctimalus sentence on a
computer display. The interval be“ween key presses is recorded and serves as
a crude measure of reading time per word. Unlike other versions of the word-
by-word task, each word is presented one space to the right of the word
preceding (apart from line hreaks) and stays on the screen until the subject
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presses the key following presentation of the last word. Thus the effect is
that of seeing a normally formatted text appear one word at a time. A yes/no
question appeared after each sentence presentation and the subject responded
via a key press. This response was timed, evaluated and recorded, and the
subject was given feedback as to the correctness of the reply. When average
response time per word went above 550 msec., the feedback message also urged
the subject to respond more rapidly.

In preparation for this work, a survey form was distributed to a large
number of students in various undergraduate courses at Ohio State University.
This form was derived from Geschwind's variant of the Oldfield jnventory. It
asked for, among other things, information atout the handedness of the
respondent ‘s biological relatives. Fifty subjects for this experiment were
drawn from a pool of about 430 individuals who completed this form. All were
strongly right-handed, with laterality scores (using Geschwind‘s IS) of 90 to
100. Twenty-four had no left-handed relatives and 26 had one or more such
relative.

2.2. Results

The results are sunmarized in Figures 1A and 1B. Note that when an
antecedent was present, Right subjects responded faster on the pronoun and
the three words following it, but only where the clause relation was
subordinate/main. By contrast, with Left subjects the antecedent produced
faster responses for several words after the promoun regardless of the
relation between the two clauses. This pattern seems to be reliable.

The principal statistical analyses covered the first three words
following the pronoun. The limits of this zone were deternined post hoc; it
excludes some Potentially relevant contrasts on responses to the pronoun
{tself and to words following this ione but seems on the whole to include
offects representative of the ov .1 result. An analysis covering the span
running from the promoun througl. . £ifth word following the pronoun
produced similar but somewhat weaker results. For the purposes of this
preliminary report effects and interactions that do not seem to be
theoretically relevant will be ignored. Extrems response values were reset
to +/- 2SD from the subject’s mean.

An overall analysis covering results from both subject types produced
only inconclusive results. There was an interaction in the by-subjects
analysis involving the Antecedent, Clause Relation and History factors,
F1(1,42)=4.67, MSe=1638, p¢.05., F2(1,22)=1.2, NS, as well as & main effect
for the Antecedent factor, Fi(1,42)=7.68, MSe=1929, p<.01, Fz2(1,22)=3.02,
MSe=4644, p¢.1. The interaction supports the view that the included two-way
interaction between the Antecedent and Clause Relation Tactors is different
for Right and Left subjects.

The strongest statistical evidence for a contrast between the
performance of Right and Left subjects appears when analyses are restricted
to just one of these groups at a time. For the Right subjects the Antecedent
by Clause Relation interaction is highly significant, F1(1,20)=8.89,
MSe=1357, p¢.01, F2(1,22)=8.78, MSe=1470, p<.01, indicating that the apparent
contrast between the effects of the Antecedent factor in the two Clause
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Bigure 1A & 1B. Mean response time per word for Right subjects and Left
subjects as a function of 1) the presence or absence of an antecedent, 2) the
syntactic relation between the two clauses, and 3) word rosition relative to
the pronoun (°PRON). .
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Relation conditions is reliable. In the Left subjects, this same interaction
does not approach significance, F1,2<1.

On the other hand, the main effect of the Antecedent factor is
significant in the results for the Left subjects, F1(1,22)=5.64, MSe=1949,
p<.05, F2(1,22)=4.64, MSe=2092, p<.05, indicating that the antecedent speeded
responses generally, without regard to the relation between the clauses. For
the Right subjects, this main effect falls well short of significance,
F1(1,20)=2.42, MSe=1907, p.1, F2(1,22)<1.

Pilot studies as well the present experiment suggest that one reliable
distinction between Right and Left subjects is that the latter generally
respond faster. Though this contrast (the History main effect) is not
significant in the by-subjects analysis, it is highly significant in the by-
sentences analysis (where it is treated as a within- “subjects * factor),
F1(1,42)<1, F2(1,22)= 25.7, MSe=1900, p<.001. Comparing the four Right
subject cells at each of eight word positions with the corresponding four
Left subject cells shows that the Right subjects were slower in 30 of 32
comparisons, p<.001.

These results support two important conclusions. First, there is some
antecedent~-finding mechanism that can influence performence when an
antecedent for a pronoun is available in a prior clause that is syntactically
integrated with the one bearing the pronoun. Second, effects attributable to
such a mechanism are apparent only with subjects who have no left~handers
among their close biological relatives.

3. Genaral Discussion

Pronouns are important from several points of view. Questions about how
pronouns are associated with their antecedents define one of the central
problems in the theory of discourse Processing. These questions bear quite
directly on the general organization of the language comprehension system,
esrecially questions about 1) how the diverse kinds of information involved
in language comprehension are brought to bear on an incoming utterance, and
2) how the results of diverse analyses are integrated. This in twn can be
seen as a special case of the complex of problems in the philosophy of mind
t;.?ﬁogo havemrec;ently been discussed under the heading of modularity theory
( r, 1983).

To properly determine pronoun-antecedent relations, listeners mast
employ many different kinds of information. Some of the kinds of information
used are clearly syntactic, but most are semantic or have to do with
discourse structure or knowledge of the world, Modularity theory is
consistent with only certain possible accounts of the interface among these
various kinds of knowledge. Strictly speaking, the linguistic system is
modular in Fodor ‘s sense, so long as there is an informationally-
encapsulated parser, regardless of how the syntactic aspects of pronoun-
antecedent relations are handled. Nevertheless, there are ways to handle
syntactic constraints on pronoun-antecedent relations that would be a serious
embarrassrent to modularity theory. Suppose that a putatively autonomous
syntactic processing system is put in harness with a discourse processing
system that, together with various sorts of semantic and discourse analyses,
computes c-command relations in the course of assigning antecedents to
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pronouns.  The question would naturally arise as to why other aspects of
syntactic analysis might not also be undertaken by this system, thus making
the autonomous syntactic processor at least pertly redundant. If modularity
theory is generally correct, a more consistent outcome would seem to be that
an inventory of the capacities of the syntactic proccssor exhausts the
syntactic capacities of the listener, and further, that (conscious reasoning
aside) listeners have no capacity to handle syntactic relations apart from
what is implemented in the syntactic processing system.

Within this framework, the interface problem for pronouns takes this
form: how can the syntactic constraints on pronominal anaphora be implemented
without compromising the uniqueness of the various processing subsystenms,
espocially the syntactic processor? Of course, whatever solution is Proposed
here mst respect the fact that for only a relatively smill proportion of all
Pronoun instances will syntactic constraints uniquely and definitively
determine an antecedent.

These considerations seem to allow several different ways to organize
the interaction betwee syntactic and discourse pProcessing. One would be for
the syntactic processor to add a table to the syntactic representation of
each sentence that specifies all possible syntactically acceptable
coreference relations within that sentence (cf. , Jackendoff, 1972). Another
possibility is for the syntactic processor to propose some specific network
of coreference relations within each sentence, thus resolving sentence-
internal ambiguities. This set of relations is then evaluated by the
discourse processor, which has the capacity to revise many of the relations
posited by the syntactic processor. The inverse must also be considered; it
ocould be that the syntactic processor mekes no assignments of its own, but
only evaluates those made by the discourse processor. This would apparently
require that there be some mechanism by which it might “insist’ on certain
relations, as with reflexives and reciprocals.

The evidence reviewed here suggests that the second of these
possibilities is the better model for Right subjects. The large Antecedent
effect in the Subordinate condition indicates that something like a reference
relation is being assigned, btut the extreme sensitivity of this effect to
variations in the syntactic’ relation between the clauses suggests that the
mochanism that produces it is essentially syntactic; it seems unlikely that
any mechanism that evaluates prospective antecedents in terms of their
plausibility or reasonableness in the discourse would be so dramatically
sensitive to this sort of syntactic variation. Since these subjects can,
presumbly, still take the NP in the first clause as the antecedent of the
pronown by later application of discourse pProcesses, these processes seem to
be positioned to receive an input from the syntactic processor with soms
reference relations already specified.

The results for the Left subjects reveal less about the interface
between syntactic and discourse processing. The uniformity of the Antecedent
effect clearly shows that the mechanism that produces it in these subjects is
less sensitive to syntactic structure than is the mechanism controlling the
performance of Right subjects. This, however, does not preclude the
possibility that some relations are assigned by a syntactic mechanism; it
might be that for these subjects the syntax-based assignments are more
readily supplemented by those produced by the discourse processor. It does
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seem clear, however, that a discourse-oriented mode of processing is at least
more influential for these subjects than it is for the Right subjects.

The general question about the difference between Right and Left
subjects will 1ikely be hard to resolve. Bever (1986) seems to suggest that
for Left subjects syntactic and interpretive processing are more intimtely
integrated, but that these subjects’ capacity for syntactic analysis is no
less developed than it is in Right subjects. Richer interconnection between
syntactic and interpretive modes of analysis simply makes the interpretive
modes more salient cognitively and more influential in behavior. Detailed
demonstrations of syntactic influences on left subjects may, however, be
difficult to provide.

Though mich further research is required, it is clear that the results
reported here bear on the two sets of issues raised in the introduction,
There does seem to be a syntax-based mechanism for assigning something like a
coreference relation. There do seem to be biological differences betsween
subjects that affect the way various modes of language processing are
integrated.

Notes

* 1 am indebted to Tom Bever for a preview of his research on
handedness background which led directly to the consideration of this facter |
in the work reported above, and for further discussions related to these
jssues. Numbers of others have made valuable contributions to the
experimental work described here. These include Deborah Brennan, Heidi
Carman, John Dai, Baozhang He, Susan Jasko, Sung-Ae Kim, Julia Sommerkamp,
Karen Steensen, and Uma Subramenian. This work was supported in part by a
Seed Grant and various small grants from the Office of Research and Graduate
Studies of the Ohio State University as well as by various grants from the
College of Humanities at OSU.
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Soma Implications of Issues in Socisl Dislectology for Linguistic
Raconstruction*

Robert J. Jeffers

1. Introdyctiod

1.1. There haa long bean a tandancy in work on linguaitic reconstruction, in
particular in the field of Indo-European atudies, to frame questions relating
to propertiea of prehiatoric grammars solaly in terma of the partioular
oonstituanta, conatruction types and categories that occur in the descendant
hiatorical languagaa. So, for any coastruct, oonatruction or oatagory that
occura in ona/some of the extant languagea of a family, acholara typically
meak to eatahlish whather it exiated in the parent language; similarly, if
differant forsa/atructurea have corrasponding functiona in relatad languages,
scholara oomecnly attampt to determina which of the alternativea ia more
archaic, preauming that it will eoat closaly reflect the prehistoric
aituation. Are plain velara, ahlative case endings, future tense forma,
morphologioal infinitivea, relative pronouna, subordinate clausas
reconatructihle for proto-Indo-Buropsan? Queations of this sort hmva occupied
ths attantion of Indo-Ruropsanista for more than a cantury.?

The result of thia methodological hias has often heen to limit the

: structural Parameters within mhich the genaral character of prehistoric

4 grasmara might be conceived, and to aubtlely distort the role of tha principle
of uniforsitarianism in reconatruction, That nell-estahlished principle
demanda that prehistoric grammara manifeat only those structural propertiaa
occurring in known languagas; it does not, honever, preaues that a prehiatoric
grammar bs expacted to share structural/typological properties nith the
grammara of its particular atteated descendants.

In calling attention to this methodological hias, I do not intand to
contest the salf-—-evidant fact that the actual grammars of attestad languages
muat asrve as the basic data for reconstruction; my purpose is rathar to
emphaaize the fact that refarence to informetion of all aorta ahout the nature
of linguiatic syatema cen prove relevant in the conatruction of our hypotheaea
about the character of prehistorio grammara hy offering nem perspectives/
contexta in which to interpret those haaic deta.

In this regard, consider hon reference to.the discoveries of linguiatic
typology hea informad reosnt invastigations into the nature of the asarly
Indo-European phonological system. Some of the most enlightening and
encouraging work of the last dacade in this araa haa heen genarated hy
hypothesas (grouped under the general ruhric "the glottalic theory") that
attrihute to prehistoric Indo-European an ohatruent system that, though
natural end wall represented among the world's languages, is nowhera attested
in the Indo-European lenguage family.?

1.2. Important research of tha last twxo decades which concentrates on
languaga in ita social context supports the claim that correlationa ohtain
betwean certain structural properties of language and the sociolinguistic
context in which language is used (and undergoes change). For the most part,

-]52-
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howsver, this interesting work in socisl dislsctology hes exsrted little
influence ssong linguists concernsd with the recomstruction of prelistoric
gromasrs end with the identificetion of sotusl processss which sccount for the
historicsl grssmsrs which serve ss the bases for our hypothssss sbout
prototype lengusges. It is 8y purpose in this psper to osll sttention to the
potsstisl relevence of certsin sepects of this resesrch for work in linguistic
reconstructios. Specificslly, it is suggestsd here thst reference to the
probable sociolinguistic circusstsnces in which ssrly Indo-Ruropesn nss
originmlly spoken snd subsequently chenged sight offer insights relevent to
some of the sore intrsnsigent nroblems in Indo-Europesn historicsl gremesr,
particularly in the sres of syntex.

Section 1 of the paper considers the potentisl relevsnce for
reconstruction of recent investigstions supporting s distinction betwsen
sutonomous snd mon-sutonosous langusge; section 2 considers some implicetions
of recent studies of lsngusge shift in progress in sultilingusl speech
comauni ties.

2. Autonosous versus non-sautonosous language

2.9, Besed on s study of English gocisl dislects, Besil Bernatein (197¢4)
imtroduced into the sociologicsl litersture the notions "restricted code* snd
"elsborsted code” for the speech styles of British working cless snd siddle
cless young men, respectively. (The sore recsnt ters yarjety is surely to be
preferred to gpeech style for Bernstein's cetegories, ss they refer to socisl
dislects, not socislly determined ‘registers.) as the result of subsequent
resesrch by scholers investigsting other sspects of the relationship between
linguistic struoture snd socisl context, this ssrly snd somewhst unfortunste
dichotomy betwssn elsborsted snd restricted codes hes been, for the most part,

superseded by 8 distinction between autopomoys )angyege snd nop-sytogomoys
language (e.g., Key 1977).

The nswer tersinology esphssixes whet is esssntislly 8 typologicel
difference betwsen verieties of lsngusge typicel of orsl-sode/context-
88" jitive communicstion, on the one hend, end text-sode/context-free cosmu~-
Bi_ation, on the other. Wheress Bsrnstein's elsborsted/restricted code
distinction wss sesnt to reflect s relstionship betwesn linguistic structure
snd the linguistic cepacities of perticuler, socislly definsble groups of
lengusge users, the sutomomous/non-sutonosous distinction properly cslls
sttention to the relstionship between linguistic structure snd the cosmuni-
cstive contsxt snd function of lengusge itself. It is sleso nox clesr thet
text-mode verieties of lengusge do not replsce orsl mode verietins in some
inevitsbls evolutionsry progression, ss sseumed in some esrly discussions of
this phenomsnon; rsthsr, "the two sre supsrimposed upon end intertwined with
esch other" ( Tennen 1982). In light of these sdditionsl considerations,
sociolinguistic situstions of the sort originelly described by Berastein
demand » more complex snslysis. It sesms quite likesly, for exsmple, thet st
lesst soms of the differences thet he identified sre properly to be understood
to reflect the conssqusnces of s sort of dislect contsct phenomsnon. While the
sverydsy speech of the siddle cless youths might well menifest the
conssquences of extensive contsct with the sutonomous lsngusge of the
stenderdized English grepholect (Heougen 1966, Ong 1982),3 the speach of the
norking cless youths would not.

erlc 161

Aruitoxt provided by Eic:




- ]Sl.-

The identification of the distinction (sctually, the continuum) between
autonomoua and non-autonomous language has far-reaching consequences for
linguiatic typology. For, if communiocative context in some way/degree shapea
the formal properties of language, we should expect to see cross-linguistio
and orosa-varietal differences that correlate with the distinct functional
demands of autonomoua versus non-autonomous language. In fact, studies of
creclea, enclave languagea, and at least aome languages of non-literate
culturea tend to aupport the hypothesis that the gramsmars of languages/
varietiea which are reatricted to use in context-senaitive situations ahare
certain atructural propertiea - properties which correspond in kind to thoae
characteriatio of oral-mode ocommunication, in general?

4 brief oonaideration of so-called "enclave languages” may serve as an
inatructive example at thia point. In her 1985 dissertation, Julianne Maher
eatabliahea the notion enclave langyege. An enclave language is aotually a
variety (comsmonly, a dialect) of a language whose speakera are isolated in
time and/or apace from contaot with speakers of a standard variety of that
language which reigna/reigned aa the language of the "establishment” and of
literaocy in another apeech comsunity. It is the native language of a group
whioh doea not represent the establishment in a sulti-lingual commsunity, and
hence is used by the minority group oaly in domestic, singularly oral-mode
contexta. Louiaiana Freanch ia an example. Typically, most members of the
linguistio sinority in an enclave speech community are bilingusl speakers of
the enclave language and of the language of the establishaent.

Naher identifies certain structural properties which are charscteristio
of enolave languagea on & cross-linguistic basis. These enclave features
include; phonologically invariant morphemes; analytio (as opposed to
aynthetio) forma/constructiona; rigid word order; a focus on aspect in the
verbal aystem; equivalent interrogative and relative forms/construotions; and
inter-clause ayntax characterixed by adjoined (as opposed to embedded/incor-
porated) clauses. These properties generzlly differentiate the enclav:
varietiea from their sister dialecta, but cannot typically be attributed to
influence from the contact (establisheent) language. Hence, it appears that
theae shared structural charsoteristics must be associated with the
asociolinguistio and funotional properties shared by these languages. Khat is
perhapa of even more general interest and relevance is the fact that many of
the aame atruotural properties identified as oharacteristic of enclave
languagea are among those generally associated with other
non-autonomoue/oral-code (as opposed to autonomous) linguistio systema.

Consider ths possible relevance of these discoveries conceraing the
structural properties of language associated primarily nith context-sensitive
communioation aituations for the reocnstruction of the grammara of prehistoric
and preliterate apesch communities. Ia it not presumptuous, for example, to
assume that the grammar of early Indo-European should, in some trivial way,
have the "look"” of a "typical” or "clasaical” Indo-Buropean language, like
Sanskrit or Greek? Is it not, in fact, possible (even, likely) that the
grammar of the Indo-European spsech comsunity would exhibit struotural
properties of the sort ocosmonly encountered in oral-code linguistic systems
in general,
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I ehould reesphesize hare thet thie exhortstion to precticners of
liaguietic reconstruction (in partioculer, to Indo-Europesnists) to expend the
frames of reference desmed eppropriste in our conjuringe on prehisteric
gremmer (in particuler, om eerly Iado-Ruropesn gremesr) in no wey ieplies eny
demotion in importence of the etructursl fecte of the extent lengueges. To he
sure, ¢ principal (perhepe, the principal) gosl of reconstruction ie s
ooherent end pleusihle diechronic sccount of the etructursl fects of the
seversl gremmere of the eztent ssebers of en slleged "fesily of lengueges”,
oonetructed in terme of eoese hypothesis gbout & unitery scurcs. The exercise
of reconetruction ie, in effect, en ettespt to seke oxplicit the neture of the
reletiosehip thet obteine esong gensticelly seeccisted lengueges through
ideatifiostion of the espsrste evolutionsry routes connecting esch of the
eztest gremaers to their common prehietoric emcestor. The esthcdologicsl
principle ot ieeus here ie thet our hypotheese gbout the source should he
isformed -~ to the degres poseihle - hy eny relevent fecte sbout the neture of
linguietio eyetess. For, ee the velidity of thet hypotheeis (i,0., the
reconstruction) jie etrengthened, ““e quelity of the diechronic scoount of the
structurel fecte of the seversl rarlections of thet scurce sust improve.

1.2, In the following peregrephs I proposs to suggest sose iepliceticns
of the iesuss discuesed im section 1.1. for the reconstructicn of e particuler
' sspect of esrly Indo-Ruropesn gresesr, epecificelly inter-cleuse syntex,

Most treditiomel echolership on the suhject of inter-cleuss syntex in
Indo-Ruropasn repressnts e sssroh for ccsperstive evidence to support the
pressnce (or gheence) of “"subordinete olauees" in the parent lenguege, As I
heve reserked elsexhers (Jeffere 1986), "it would only he s slight
sxeggeretion to desoribe the hietory of the etudy of pIR inter-cleuse syntes
00 & eeriee of ettempte to enewer the fesous question "Geh es ie
Indogermeniechen Nebeneitze?"~

Rdwerd Rermern’e 1895 erticle with thet question ee its title served es
the sterting point for diecuseione of inter-cleuee syntex in eerly
Indo-Ruropeen for decedes. Nermenn concluded thet the comperative dete offered
00 grounde for the reconstruction of sorphologicel or lexicel serkers of
subordinetion, @ conclueion eupported hy eeny of the sost distinguished
Indo-Ruropesnists working in the firet helf .of this century.* This conclusion
hed profound impliceticns for the study of Indc-Ruropeen syntex for
decedes. It will be ueeful here to quote somexhet extensively on this suhject
from 8y recent peper on methcdology in eyntectic reconetruction (Jeffers
1986) .

It ie ijaportent to reccgnize thet e profoundly ieportent coroliary
nes sesused to follow froe the conclusicn thet scrphe-syntectic
serkers of subordinetion ere not reconstructihle for the parent
lenguege - thet ccrollery being thet eerly IE syntectic structure
wes chersoterized hy en eleost shsolute version of perstexis. If the
gresmer of prehisteric Indo-Europesn cennot he shown to include
subordinete constructions of the sort that typicelly cccur in extent
IE lengueges, then - the ergusent gces - pIE greeser gust heve been
destitute of foreal devices thet serk syntectico-sesentic
releticnehipe hetween cleuses. Delhriick, in fect, usserts

vve. "thet there wee once & tise in which only principel clauses
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(luuptnftzo) existed" (1900:412). Howaver, the very notion

a hss masning only with reference to some
corresponding and psrticular notion of pon-principal cleyse; though

trestad as univarsally spplicsble categories by Delbrick and his
successora, referencas to thase complementary notions clesrly
reflact an acquaintance with particularg gramsars (the grammars of
IE text languagaa) that were saen to msnifest, though sometimes
incorractly, .... @ particular structural dichotomy between
so-callad Saupt—~ and Nebenaitxe.?®

In light of whst we know about the atructural properties of language
associated with striotly oral-code modas of oommunication, we aight reasorsbly
sdd an sltarnative, or at laast additionsl, contaxt within which tha fsots
sbout intar-clausa syntax in sarly indo-Buropaan might be raviawed. Recall
that ona of tha typical featurea of enclava languagas and of othar languaga
ssaociated with oontaxt-sensitiva, oral-mods cosmunication situstions is a
systam of intar-clause ayntax charscterixad by tdjunction, as opposed to
smbedding snd/or incorporation, Tha term sdjunction charsctarixaa aystams of
intar-clauss syntsx in whioh the ralatad clausas ratain their internsl
structural intagrity and aurface structura autonomy, but ara markad as as
ssmbers of s lurger ayntsctic struoture by soma sorphologioal, laxioal or
syntactic davice.’

Several recent papers (C. Lehmann 1980, Holland 1984, Jaffers 1986) call
sttantion to the fact that a caraful analysis of the surface syntsctic N
structuras of tha most anciant raprasantativas of Indo-Ruropean ( Anxatolian,
and tha variatias of Ancient Greak and Indo-Iranian encounterad in tha taxta
of tha orsl traditiona) support tha hypothasis thzt ssbadding/incorporation im
not a featurs of early Indo-Europaan syntax, Jaffars 4986, for axample,
includas @ reviax of the full rangs of aituations in which a reflax of tha
Indo-Ruropean particle *yo plays some rola in marking a relationship batwaan
two clausas. A few instruotiva axsmpias drawn froms that papar follow; thasa
sxamplas from Vadic Ssnskrit corraspond to ralative, advarbial, and pradicate
cosplamant constructions in tha later languages. Nota that in all casas, each
of tha two clausaa maintains its internal structural integrity and surface
structurs autonomy.’

(1) agjoined reletive.

yam bhadrega %favass codaylsi prajavata 1adhass/
Khoe w/blessed n/might you quicken w/children w/weslth

te syams (RV 1,94.145)
thay wmay wWe be

(2) ad elative of pu .

tat savitur varesyam bhargo devasya dhimshi/
that of S, desirable glory of god we attain
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dhiyo yo nab pracoday®t (RY 3.62.10)
thoughts our stisulates

"Mey wma attain that daairabla glory of tha god 8.
whioh (eo thet it) say stimulata our thoughts. ™

(3) gondition

sadye$ cid yah sshasrapi fat: dadan
somaona who thousand 100 givas

nakir ditaantas 3 sinat
B0 ons the-ono-wanting-to-give (would) restrain

(4) cayee

acitt? yat tava dharma yuyopisa/
unknoning beo. your law Wa have diasturbad

8% nas tessid ansso deva rIrigah (RY 7.R9.5)
not ua fr/that fr/ain god you harm

“Do not harm becauss of that 2in, bscause unknowing(1ly)
wa diaturbed your law.™

(5) ?resylt/ourpose with inflectsd form.

indragni yuvam su nah sahentd dasatho rayis/
I18&4 you  suraly ua aeighty nill give mealth

vena............. oahiSTeehi (RY.10.1)
80 that/wharaby Ra may ovarcose

(6) result with lerjcel gonjuynction.

grhan gaohs/ grhapatsl yathi' asad (RY 9,85, 26)
houaa go sistrass 30 that you say be \

7 t a urso

grae ' tad indra te Sava upasai  devatitaye/
I preias this Indra your prowess highest for gods

vad dhehei vrtram ojasid (RY 8.62.8)
that you strika V. n/might

Tha quastion of tha sarliest funotion of the erstwhile particle *yo is of
particular jintarast hara. Ayo is cossonly referred to as the "relative |
particla” (ass howavar donda 1954), but appasrs ip Indo-Buropean languages as
1)tha stas of inflectad ralative words, 2)the steam of a wide variety of
laxiosl conjunotions, 3)a clitio sentence oonnective in Rittite (see Watkins
1963) and 2120 4)in the ganitive case anding *-syo.
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The Hittite reflex of *yo is -ia (alternent -a).® This Hittite particla,
which is genarally referred to as a sentence connective, can be functionally
distinguished froa a ¢.stinct group of IE "sentence connectives” which occur
clause initial or as clitics (i.e., *no, *so, *to, *e/o ; Hittite ny-, su-,
ta-, Luvian a-/-a). The foras in this latter group function as discourse
particles and eimply aove the narrative forward; they often occur Sequentially
in a string of four or five cleuses. In sharp contrast, the Bittite fora
~ja/-a (which, as has been noted, is cognate with the stem of ralative worde
and conjunctione of other IE languages) connects two clauses in which the
dascribed actions or states are intiaately connected in time end space (i.e.,
where the clauses dessribe two components of a single situation) or whara the
connacted clausas refer to parallel notions. '

The Rittite particle -jas-a is clearly not a relative word. Likewise,
although they ara frequently toraed relative conjunctions in the literature,
the various conjunctions in other ancient IE languages formed on the stem *yo
ara not proper relatives. In fact, it is only in the cascs whare Wa sae an
inflected form of *yo (a relative pronoun/adjective) that coreference is a
factor in the inter-clausal relationship;'® -nd in these foras the seaantic
information ralevant to corefarence is carried by the case affixes whose
“attachaent" to Ayo may well reflect a secondary reenalysis and restructuring,
tha details of which remain obscure.

In light of these end other related facts (see Jeffers 1986), e reconsi-~
deration of of the earlieat funution of the particle *yo seeas to be in ordar.
It appeare that the one property comaon to all occurrences of the ancient
particle *yo in the earliest texts - and which ie therefore potentially
raconstructible for early Indo-Buropean’'- ie its function as e marker of a
ralationship between two structurally autonosous clausae which must be
interpretad as constituente of a larger syntactic construction, i.e,, between
a pair of adjoined clauses.'' Note that this stymological analysis of *yo
substantiates the syntactic evidence from early texts (exemplified in (1)-~(7)
above) supporting the hypnthesis thet early Indo-Europeen gramaar was
characterized by, or at least coaprehended, adjoined clauses as a feature of
iuter-clausa eyntax.

Consider now how thiY discussion demonstretes thet reference to
“esxternal” but relevant facts about the nature of linguistic structure can
serve to inform a reconstruction. Such reference . ; present an alternetive
context for the generation of hypotheses about the etructural properties of
the eource language - (if you know that adgunction is somethino of e
coamonplece in language essociated with context-sensitive situations, it
becomes an obvious/possible candidete for stetus as a strusturel property of
the language of a pre-literate speech comaunity) - or, alternetively, it say
offer “extre-familial"” support for a reletively speculetive hypothesis ebout
tha eource language which is based on limited, aabiguous or otherwise
difficult to interpret data in the extant lenguegis - (the evidance for an
early IE syntactic systems with adjoined clauses is preserved in relic
constructions in the asarliest, pre-classical texte of the ancient IE
languagee; a diechronic account centered on this evidence is rendered less
speculetive/tentative, if considered with reference to types of syntactic
systeas not typical in the IE family, but relevent on other - usually
typological grounds).
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It follows from this discussion that much of the trsditional and more
recant work on inter-clause syntax in early Indo-Buropean can be viewed as a
aisdireoted effort. The preoccupation with a search for evidence supporting
(or not supporting) thes ,resence of typically Indo-European subordinate
(aspecially, relati:*! clauses becomes a pointless exercise, becsuse "by
dafinition™ it precludee from consideration any alternative systeas for
merking inter-clause relationships,!?

3. c a sultj-1i a ech comaunjt

Historioal linguists have traditionally sade reference to two types of
languaga change, internal and axternal. Internal change results froa soame
structural disaquilibrium within a language, which exerts pressure for
ohanga. Erternal change results from outside influences, and lsnguage contact
is coamonly-viawad as tha "cause™ of this sort of change.

Some students of languaga ohange, such as Schuchardt in the nineteenth
cantury and Blooafield in tha twentieth, have held that language contact can
hava a profound affaot on the structure of languamges. However, Meillet is
reprasantativa of most nineteanth and early twentiath century historical
linguists (Indo-Ruropeanists, in particular) in tne assertion thst the
influanca of languages upon each other is seldoa extensive, certainly not to
the point of "amixed systeams” that defy genetic classification. Sapir, of
courss, baliavad in the natural resistanca of language to external influence,
and Jasperson agrees with Whitnay that the assential nature of language
ramains unalterad by contaot with' other languages. A most consistent theae,
soraovar, in almost all aarly discussions of languaga contact snd language
changa is that syntax is tha component of graamsar aost resistant to
contact-induced changa. Somawhat surprisingly, this assusption persists even
in some contamporary invastigations of language contact speech
communitias. Xarttunen, for exaspla, states that "syntax remains mort
rasistant to change" in imericen Finnish (1977:183), even sfter detailing
savaral significant ayntaotic raplacemants, '3

In racant years, ths emphasis of research on language contsct has shifted
anay froa retrospectivs analyses of borrowing to studies of the actual
linguistic bahavior of speakers in sultilingual speech communities. Some
studias concentrate on tha social correlates of linguiatic choices, especially
in situations where a language shift is in progress (e.g., Gal 1979). Others
inveatigata the implications for linguistic structure of bi- and multi-
lingualisa,

The rasults of research on the structursl implications of bi- and
sultilingualisa suggast a few things that sust bs taken into account by
practicing reconstructionists, Sincs the publication of Weinreich's
breakthrough study Languages in contact (1953), it has been clear that the
intarferance phenomana that are tha sroduct of language contact cannot always
be pradictad on the dasis of tha structural properties of the interfering
language, It is oftan the case that a wholesale vearrangeaent of patterns may
result from the intrusion of some nem foras or patterns.

The recent work on enclave languages referred to in section 2.1 supports
the claia that the sorts of innovstions thst sffect lsngusges in contact
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situations can be profound and that they sre not necessarily restricted to the
neat incorporation of some "foreign element” into tte inventory of forms and
patterns of the borrowing language. Likenise, consider the extensive recent
studiea of creolization (e.g., Bickerton 1981, Sankoff 1980).

Alternatively, it appears that undar certain sociolinguistic conditions
adult speakars do not "(bring) forth ... novel devices for coping with a new
languaga,” but call upon "methods of dealing with ill-fitting material that
waras inharent in their native language .... they (deal) with maases of
saterial in rational ways that they (bring) with thea” (Karttunen
1977:174). Karttunen's someshat impressionistic characterization might be
reformulated in terms of tha abductive-deductive a del of 1snguage change
originally explicated in Andersan 1973.

When languaga learnars (chidren or adults) are confronted with perceived
ambiguitias in forms and constructions, they are forced to gusss at the
structure of a grammar that might produce auch structures by means of an
abductive inference. In such situations, we should not be surprised to find
that apaakars aomatimea opt for a grasmatical analysis for the ambiguous
surfaca structure which happens to be consistent with that of obviously
ralatad foras whara tha structural analysia is unambiguous. We call that
proceaa analogy. Harris (1984) suggests that typological harmony plays a
similar role in directing language change, orce innovation is 1ikely or
inavitable. ¥e characterizes phenomena lika analogy and the tendency toward
typological harmony as "gutters" that serve as pathrays of least resistance,
but which are in no way deterministic or caussl (see slso Jeffers 1985:252-
53).

Some of tha products of languaga contact in multilingual communitias may
alao be undarstood in terma of this wadel. It seems Quite raaaonable that the
rules/principlas of ths native grammaz of a bilingual should play a similar
role in his/her attempts to attach a grammatical analysis to actual language
date of a sacond languaga. Kany of tha distinctiva syntactic patterns of Iriah
English, for example, most likely reflect restructurings of this sort. (E.g.,
"I'm Just after going"; "It's Sean that's going to Dublin"; etc. On Irish-
Inglish sae Llisa 1972, 1977, 1979.) The Irish/Bnglish contact situation
saams also to have produced novel constructions for Irish English, which
cannot be explained in terms of restructuring produced by a straightfornard
reanalysis of Bnglish language dats in terms of the principles of Irish
grammar. Sae, for example, Kallen 1986 on "The co-occurrence of do and be in
H§iberno-English".

¥hether contact-induced change results in novel structures churacteriat;c
of naither contact language, or in restructurings thst are the products of
raanalysis of languaga data of one language in terms of the grasmatical
rules/principles of a second (i.e., the language laarner' s firat) language, it
now seema clear that contact situationa can produce dramatic rosrrangauentslpf
linguistic structure in one or a very few generations. The traditionsl claid
of historical linguists about the natural resistance of languages to external
change is Quite simply not supported by actual studiea of bi- snd multilingual
speakers, or of speech communities experiencing some eort of language shift,
As Vincent points out in a study of the results of Celtic/Bnglish bilingualism
in Ireland, England snd Wsles, “As far as syntax is concerned (emphasis RJJ),

»
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there is growing evidence from second language learning and bilingualism that
grameatical interference is rampant between cource and target language and
between doeinent and non-dominant language" (1984:166).

Consider for a moment the implications of thase claims about the
diackronic consequences of language contact for iavestigations into the
prehistory of the Indo-European language family. It must be assumed that the
several Indo-European dialects represent, to a significant degree, products of
the aorts of processes at work in contemporary multilingual speech
communitiea. The early Indo-Buropeans moved across Europt and Hestern Asia
into existing speech communities representing a wide variety of indigenous
lenguages. Consequently, we must at least entertain the hypothesis that many
of the radical structural (even typological) differences that we confront
within the Indo-European language family, in syntax and in other areas of
gramear, reflect the sorts of massive disruptions that can occur in
aultilingual speech communities. s the IE parent language must have served
as the target language in a wide variety of language shift situations, it
semma entirely reasonable that many radical structural discrepancies among the
descendanta of early Indo-European, (such as verb-final properties in
Indo-Aryan alongside verb-initial properties in Celtic) may be attributable to
mechanisms of change similar to those that produced both novel and Celticized
syntactic patterns in Irish, Cornish and Nelsh English (vincent 1986).

Students of lingustic prehistory should take heed. Much of the
frustration generated by receat work on syntactic reconstruction (see, e.g.,
Lightfoot 1980) eay result from attempts to construct hypotheses about the
aource languege based on a narrowly defined notion of what constitutes a
plauaible diachronic account of an extant language. Studies of language shift
and of the actual dynamics of language contact in bi- and multilingual speech
communities clearly demonstrate that efforts to account for the diachronic
relationships between a hypothetical source.and its several extant reflexes :
cannot depend solely on the search for genuine correspondences and grammar
internal motivations for change in syntactic systems, or, for that matter, in
any other area of grammatical gtructure.

Notes

AAn earlier version of this paper was presenteg at the International
Conference on Historical Dialectology held at Poznafi, Poland in April 1986.
I take this opportunity to thank Lyle Campbell, Peter Trudgill, and Rerner
Minter for helpfull coesents offered on that occasion. Of course, I asgume
aole responsibility for the content of the present paper.

1.  There have, of course, been some important exceptions. Ergativity
and agglutination, for example, have been proposed as properties of early or
pre-Indo-European.
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2. Tha several versions of the glottalic theory, which was initially
explicated in Gamkrelidze and Ivanov 1972 and Hopper 1973, share the feature
that glottalized stops replace the voiced unagpirated stops of the
traditionally reconstructed system of obstruents. Several systesatic
ansmolies can be accounted for by means of this reconception of esrly Indo-
European phonology.

3, Some commentators do argue that the actual thought processes of
msabers of highly literate speech communities are structured by the technology
of writing, i.e., by their c nd of aut us language. See, e.9g., Olson
1980; Ong 1982

4. Hermann admits the possibility that subordinate clause marking by
msans of accent is recomstructible for proto-Indo-European. 4180, Meillet
(1937) and others do point out that there is some evidence for reconstructing
a class of non-finita varbals (see howaver, Jeffers 1976; Jeffers & Kantor
1984), and subatantial evidence for reconstricting participles.

5. The last decade has witnesaed the advent of the typological metbod
(TH) for syntactic reconstruction in Indo-European studies, championed
primarily by Winfred Lehmann (e.g., Lahmann 1974). Tbis approach is much more
open to pPositing for the parant language syntactic structures which are
substantially different from those found in the extant larguages. But,
investigations witbin the framawork of TH are also constrained by tacit
assusptions about the range of structural devices for marking inter-clause
syntax tnat represent viable candidates for reconstruction. The preoccupation
with word ordar typology as a framework for the reconstruction of prehistoric
ayntax introduces into the process a new set of typologically based
pradispositions which may or may not be relevant in a particular case.
Proponants of TH pose questions of the following sort (Lehmann 1980) to frame
jssues in syntactic recomstruction: "Does the evidence of the extant
languages support the reconstruction of preposed or poatposed ralative
clasuses?” The options for early Indo-Huropean are thereby reduced to one of
two possibilities. This clearly represents a misguided approach to syntactic
raconstruction, most notably because it disregards tbe fact tbat
(incorporated) adnominal relative clauses are not absolute universals of
langusge. (For additional discussion see Jeffers 1986.)

6. The earliest and most frequently cited characterization of adjunction
is tbe discussion of sulti-clause sentences in Australian in Hale 1976.
Considar the following examples from Falbiri (after Hale 1976), in wbich tbe
form kutja- (prefixed to AUX) marks the inter-clausal relationship. In a.,
ths two clauses share a coreferential noun phrast; in b., they do not

s, yankiri-l1i  kutja-lps japs  ja-pu gatjulu-lu f-na  pantu-pu.
emu~ERG COMP-AUX water drink-Past I-ERG AUX spear-Past
"Hhile the emu was drinking water, I speared it." or
"I speared the emu tbat was drinking water.”

b. matjulu-lu lpl-gl kali tjaggu-gu. kutjlﬁf—npa ya-nu-nu njuntu,

I-ERG 4UY boomerang trim-Past COMP-AUX walk-P-hither you.
»I was trimeing a boomerang when you came up."
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7. Additional examplee from Sanekrit, ae nell as correeponding
constructions from Nomeric Gresk end eerly Latin ere given in Jeffers 1986.

8. Por e more complete discueeion of the etymology of Hittite -iu, eee
Retkine 1963; ese slao Jeffere 1986

9. Ses Jeffers & Pepicello 1979 end Jeffere 1986 for e more coaplete
disouseion of the functional diatinction between the Hittite particle -ie/-a
snd other sentence particlee in Hittite and Indo-EBuropeen,

10. Nots further that inflected reflexes of Ayo in Vedic sanekrit ead
Eomerio Gresk do not, in fect, iantroduce sabedded relstive clausee of the sort
femiliar from the later cleseical languagee (Note exx. (1) and (3) above).
They function as topicalizere, announcing that s particular noun will be a
predicets in the next cleuss. Ses Hollend 1984 and Jeffere 1986 for additional
disouseion,

11. Comparm this interpretation of the original function of the IE
formstive yo with the oorreeponding function of the Auetrelian particle kytjs-
described by Nale end referred to inm footnote 4 of thie paper.

12.  Much of the work on reconetruction of inter-clauae eyntex within the
framsnork of the typologioel method (eees fn. 5) confronte s eimilar problem.
For exempls, en snelyeie of relstive cleusee that is constructed to determine
whether there ie svidence to support the reconetruotion of prenominel or post-
nosinel reletive olauesa becomes an sxerciee in frustretion, if the graaaer of
the source lenguage turne out to be one that doee not ooaprahend incorporated
conetruotions of eny sgort.

13. Note, however, that the innovetione in American Pinnish end
correeponding etructures in Ruesien and Swedieh Finnieh do not reflect direct
structural influsnce froe the coatect languegee. They sppear to exeaplify
dsvelopments of the sort desoribed in Maher 1985 for encleve languages
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The phonological domains of final lengthening

Mary E. Beckman
Ohiv State University
Jan Edwards
Hunter College, CUNY

1. The phonological framework

A syllable at the end of a phrase is considerably longer than it would be
phrase-internally. Similarly, a stressed monosyllable 1s often observed to be
longer than any segmentally identical syllable that 1s separated from the
word's edge by one or more unstressed syllables. This paper describes some
experiments we conducted in an attempt to determine the precise domain of
these effects. Relying on earlier reports of other seemingly related
phenomena (e.g., Gee & Grosjean 1983), we assume that the domain 1is
phonological; although surface syntactic constituency influences the effects,
its influence 1is mediated by prosodic structure. By way of introduction,
therefore, we first review the potentially relevant prosodic domains.

We comsider the prosodic structure of an utterance to be a hierarchical
arrangement of various prominence-lending phonological properties. This
arrangement can be represented by a metrical grid with suitable bracketings at
any level that also has constituents with phonologically marked edges. The
grid below, for example, represents the phrase phonological structure as it
might be said in isolation, with an intonation typical of citation forms. (We
adopt the intonational analysis and notation of Pierrehumbert 1980.)

{ x ] nuclear accent, boundary tone
x x accent
x x x stress
XX XXX X x syllable

phonological structure
H* H* L LX

The lowest level of this grid consists,of seven local sonority peaks defining
events called 'syllables'. Three of these syllables contain unreduced vowels,
and are qualitatively longer and louder than the others, properties which
define another level of events called ‘stresses'. Two of these stressed
syllables are autosegmentally associated to certain prominence~lending tonal
configurations in the intonation contour, the two H* 'pitch accents'._ The
association to a pitch accent creates another level of prosodic strength, that
of 'accented syllables'. The last pitch accent is followed by an unassociated
L tone, the 'phrase accent'. The falling tonal pattern created by the
Juxtaposition of the phrase accent helps to give the syllable agsociated to
the last pitch accent a special prominence known as 'nuclear stress' or
'sentence stress'. (The last accent itself is designated the 'nuclear
accent'.) There 1s also a LY 'boundary tone' aligned to the edge of the
phrase after the phrase accent. This boundary tone phonologically marks the
end of a constituent called the 'intonational phrase!,

-]67-
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A fact to note about this grid is that only the highest level corresponds |
to any well-documented phonological constituent. Here, there is a boundary i
tone to mark the edges of units headed by nuclear stresses, whereas every
other level only has the phonological event marking the prominence peak. An
attractive hypothesis, therefore, is that phrase-final lengthening is merely
the durational correlate of the boundary tone, and thus is limited to
syllables at the ends of intonational phrases.

|
|
2. Intonational phrasing

We tested this hypothesis using the sets of sentences shown in Table I.
The first set had a three-way contrast among pep, pepper, and peppermint, in
which an identical stressed target syllable is separated from the end of the
word by 0, 1, or 2 unstressed syllables. The second set had a similar two-way |
contrast between Pop and Poppa. It also had different verbs following the
target nouns 5o as to keep a constant inter-stress interval length. Both
corpora also contrasted pairs of sentences in which the material following the
target either is or is not a kind of clause that is obligatorily set off as a
separate intonational phrase. One subject read the 'pep-pepper' corpus and
two subjects read the 'Poppa posed' corpus. They read the sentences from a
randomized list for a total of five tokens of each type at each of three
different self-selected speaking rates. The readings took place in a sound—
treated recording booth, and the recorded sentences were analyzed using a
digital waveform editor. (The same methods were used for the subjects in all
subsequent experiments described below.)

Fig. 1 shows the overall results from the 'pep-pepper' experiment
averaged over all three rates, The target syllable was nearly twice as long
in pep as in the other two words, but only in the sentences where the word
boundary coincided with an obligatory intonational phrase break. An analysis
of variance showed significant main effects for word and for phrasing, and
also a significant interaction between the two variables (F=2,75, P<0.0001).
These results suggest strongly that the domain of any phrase-final lengthening
is the intonational phrase.

However, one aspect of the data in fig. 1 seems to contradict this
hypothesis. Although the difference was not as large as in the sentences with
the obligatory intonational break, the vowel in pep was significantly longer
even in the no-break condition (F=2,16,P40.0001).

Table I, Corpora for intonational phrasing experiments

1. a. Pep, for the lack of which the party will suffer, is not to be had.
Pepper, for the lack of which the chili will suffer, is not to be had.
Peppermint, for the lack of which the frosting will suffer, is not «.
Pep for the party is not to be had for love or money.

Pepper for the chili is not to be had for love or money.

Peppermint for the frosting is not to be had for love or money.

b

-2, a. Pop opposed the question strongly, and so refused to answer it.
Poppa posed the question strongly, and then refused to answer it.
b. Pop, opposing the question strongly, refused to answer to it.
Poppa, posing the question strongly, demanded an answer to it.
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200 + .
80 W pep *
60 pepper
-{ ‘
ol {) peppermnin i

frst sylbbk durcton

v p < 0.001 no breck brecl.t

Pigure 1. Mean durations in ms. for vowel in first syllable in
‘pep-pepper' experiment averaged over all rates. Subject RWF,

The results for the 'Poppa posed' corpus were similar. Both subjects had
a considerably longer [a] in Pop and schwa in Poppa in the sentences with an
obligatory intonational phrase boundary following the target word, and both
subjects also showed differences that were smaller but in the same direction
for the sentences with the other syntactic structure. For subject JRE the
smaller differences were significant overall, while for subject LAW they were
significant only when separate ANOVA's were calculated for the different
rates, and then only for the slow rate, as illustrated for the [2] in fig. 2.

Our first thought on seeing the smaller difference in the sentences
with no obligatory medial break was that the subjects must have produced
optional breaks in some tokens of these sentences. The interaction with rate
for subject LAW in the 'Poppa posed' corpus made this explanation geen
especially likely, since speakers tend to produce more intonational phrases
when they speak more slowly or more deliberately. When we listened to these
utterances, and looked at their fundamental frequency patterns, however, we
saw no evidence of such a drastic restructuring,. We concluded that there is a
real smaller effect in these sentences which is different from the substantial
phrase-final lengthening at the intonational phrase boundary. We would like
to think that the smaller effect is also some sort of final lengthening,
perhaps for a constituent at some lower level of the grid. Since none of the
other levels have independently motivated phonological constituents, however,
We nust first consider another possible explanation that does not involve
positing a phonological phrase smaller than the intonational phrase.

English is often claimed to be stress-timed, with stressed syllables
following each other at regular intervals. 1In strong versions of the stress-
timing claim, such as that of Pike 1945, this rhythnic regularity is
purportedly achieved by adjusting segment durations when different numbers o~
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200

150

schwo 100 schwo 100

50 50

010 breck ~ breok O 0 breck ~ breok |
hbnotonol . .
phrosng intonational
: phrasing
overcged ocross
rok slow rate '

Figure 2. Mean durations for schwa in 'Poppa posed' corpus averaged
over all rates (left) and for slow rate only (right). Subject LAW.

'pep-pepper' corpus could be evidence for stress-timing rather than any
indication of the existence of phonological constituents smaller than the
intonational phrase, as 1llustrated by the grids below, in which vertical

unstressed syllables intervene between stresses. Thus, the results from the .
lines separate the inter-stress intervals:

x x b3 vs x b x
x x x X X X X b x X X
pep ++ | for the | party pepper | for the | chili

But stress-timing cannot explain the 'Poppa posed' corpus results, since in
that corpus there was always exactly one unstressed syllable in the interval
between the stress in the target noun and the stress in the following verb.
Therefore, the smaller difference in the sentences where there was no medial
intonational phrase break must be a finai-lengthening effect and a boundary
mark for some smaller phonological constituent. We labeled the effect 'word-
final®' (as opposed to 'phrase-final') lengthening, and did two further
experiments in order to locate it more precisely in relation to the grid.

3. Accentual phrasing

The first hypothesis we considered is that word-final lengthening is a
boundary mark for a constituent that 1is the domain of the pitch accent. This
seemed a likely possibility, because accents belong to the intonation, whereas
stress patterns are largely specified in the lexicon. Also, speakers may
produce more pre-nuclear pitch accents in slower renditions of-a given
sentence, a tendency which could explain the rate effect in subject LAW's
results. We therefore posited the existence of 'accentual phrases' headed by
accented syllables and bounded by word~final lengthening, as shown below:
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[ x ] nuclear accent/intonational phrase
[ x 10 x 1  accent/accentual phrase
phonological structure

H* H* L 1LY

We first tested this hypothesis with the sentences in Table II, which
again contrasted the phrases Pop opposed and Poppa posed. Before saying each
target sentence, the subjects read a context question, which induced
contrastive focus either on the noun or on the following verb. Contrast puts
nuclear stress on the item in focus. Thus, depending on the context question,
there would either be nuclear accent on the verb and 2 medial accentual phrase
boundary coinciding with the target word boundary, or there would be nuclear
accent on the target noun and only one accentual phrase in the sentence.

Since we assumed further that everything in an utterance belongs to some
accentual phrase, we thought that the phrase containing the nuclear accent

Table II. Focus placement corpus { r accentual phrasing experiment

1. a. Q. So, your dad liked the question?
A. Pop OPPOSED the questiom.
bs Q. So, your dad answered the question?
A+ Poppa POSED the question.

2. a. Q. So it was grandpa who opposed the question?
A. POP opposed the question.
be Q. So it was grandpa who posed the question?
A. TOPPA posed the questiom.

i20

ico

80

W pop

schwo durofon 60
(3 poppa

40
* p < 0.04
20

vern fodus noun focus - |
hinoton potem

Figure 3. Mean durations for [2] in focus experiment sentences
produced at normal rate. Subject JRE.
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must continue to the end of the sentence, predicting that the answers with
focus on the noun would diifer from those with focus on the verb by showing no

word-final lengthening on the target words.

This prediction was not borne out. The same two subjects who read the
‘Poppa posed' intonational phrasing corpus also read the focus corpus. Fig. 3
{1lustrates the results by showing the mean values for the schwa in the
sentences at normal rate produced by subject JRE. The word—final schwa in
Poppa posed was significantly longer than the non-final schwa in Pop opposed
whether the focus was on the verb or on the noun. The results for the
preceding [a] for this speaker and for both vowels for the other speaker are
similar. Thus, in terms of the prediction, this experiment does not support a
urit at the level of accents as the domain for word-final lengthening.

On the other hand, these results constitute evidence against the
hypothesis only if everything in an utterance must belong to some accentual
phrase. But if only syllavles in words with accents belong to constituents at
this level, the results are equivocal. The lone accentual phrase in the
sentences with focus on the noun would then terminate at the end of the target
word and the following material up to the end of the sentence would be
unaffiliated to any accentual phrase, as i1lustrated below:

[x ] nuclear accent/intonational phrase
r 1) accent/accentual phrase

x X X stress

X X X X % X - syliable

POPPA posed the question.

H* L L2
(In this grid, the underscore at the accent level highlights matcrial that is
unaffiliated to any accentual phrase.) The focus sentences thus might give
evidance for the accentual phrase, but they could not disprove it.

4. Accentual phrase, stress foot, or independent progsodic word?

Table III gives 3ample sentences from the experiment that we designed to
correct this flaw of the corpus involving contrastive focus. The target
phrases in this experiment, superstition, super station, and Sioux
perspective, all have the same stress pattern but different word-boundary
placements. The sentences also contrasted three different intonation patterns
chosen for their pitch-accent placements relative to the two stressed
syllables in the target phrases. 1In the first pattern, the nuclear accent is
on make, so that there can be no accents on either stressed syllable in the
target phrase because it is in post-nuclear position. The secoru pattern
placed 'scooped' L*+H accents on the word real preceding the target phrase and
cn the second stressed syllable in the target phrase, but no accents on the
first syllable. The third pattern placed a pre-nuclear L* accent on the first
stresg and a nuclear H* on the second stress in the target phrase.

This corpus tests three hypotheses about word-final lengthening. The
first is again the notion that the lengthening mar%s accentual phrases. The
test for this hypothesis is that, since a lexical item can have more than one
accent, there should be word-final lengthening internal to lexical items when
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Table III. Intonation patterns for cecond accentual phrasing experiment

1. post-nuclear
You may call it a superstition, but that doesn't MAKE it a superstition.

H* L L%
2. uncertainty contour
Q. Do you have any fejgned beliefs?
A+ I have a real superstition.

L*+H L*H L HZ

3. surprise-redundancy contour
Don't you understand?! It's a superstition!

L* H* L LX

accents are placed appropriately. Thus, superstition should pattern exactly
like guper station; its [u) should be shorter and its schwar longer than in

Sioux perspective, but any difference among the three phrases ghould hold only
when both stressed syllables are accented, in the surprise~redundancy contour:

Ix 1 Ix ) [x )[x ) [x]] x ]  accentual phrases
x x x x x x
xXx x x XX x x X x x x

super station superstition  Sioux perspective
L* HA Lk H* L* H*

The second hypothesis is that word-final lengthening marks a 'stress
foot'. If this hypothesis is correct, then there should be the durational
patterns just described, but without the dependency on accent plicement:

x 1I[x ) [Ix Mx ) [x;[ «x ] stress feet
X X X X XX x X x X X X
super station superstition Sioux perspective

The third possibility is that phrasing below the intonational phrase
level is independent of the prosodic hierarchy, that the word-final
lengthening marks a 'prosodic woxd' that is not neceasarily headed by any
prosodic peaks such as accents or stresses. In this case, final lengthening
should occur only at the edges of actual lexical items, so that the gchwar in
superstition should always be ghorter than that in super station:

[ 11 | | 1 I )1 )] prosodic words
super gtation superstition Sioux perspective

We had six subjects in this experiment, and the results showed two
different patterns. For the first speaker, the [u)'s in superatition and
Buper station were ghorter than in Sioux perspective, but only in the suprise-

redundancy contour, where they were accented as well as stressed (fig. 4a).
The [2] in superstition also patterned like that in super gtation (fig. 4b).
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In both words, it was consistently longer than in Sioux perspective, but
again, only in the suprise-redundancy intonation. The similarity of
superstition to super station and the dependency on accent pattern for any
difference among the words suggests that the relevant unit for word-final
lengthening is an accentual phrase.

300 + .
1 B shoux y
erspective
250 pesy
super
stofion
2007 {1 supersiiton —\

fu] 1507 .
100 |
) 50 110
0 . 1 18
S N F S N F S M
post—nuclesr uncertainty redundancy
+p <001
160 ‘ .
W s
140+ perspecive
super ;
120 steton ]
1004 | O supersiiton ‘ ;—‘
schwar 80 ? iT
80
3 H 5 :
40 : Z
£l ¢
: 20 2 1 LR
0 11 2 3 ':"L_ 1) H
S N F S N F
post—nuclear uncertainty redundency

Figure 4. Mean durations for [u] (top) and {2] (bottom) in each
test phrase, averaged by rate (Slow, Normal, Fast) and by intonation
pattern. Subject JRE.
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The second speaker, on the other hand, showed no dependency on the accent
pattern. He had a longer [u] in Sioux regardless of the intonation pattern,
although it was consistently so only at the slow rate (fig. 5a). His second
syllables also showed no dependency on accent (fig. 5b). The schwar in super
station was longer than in Sioux perspective whatever the accent placement,

——

300 .
B soux o
erspecive
2501 P
0 suger sioton
2001 O superstition -
[u] 1501 :
100
50 i |
o - :: -
S N F
post—nuclear uncertainty redundancy
*p <001
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W sowx
perspective
2004 M -
super stofon  |§- “{
1501 O superstiton . 3
schwar 5
1001 5
50 i
g
o B
S N F S N F S
nost—nuclear uncertainty redundancy

Figure 5. Mean durations for [u] (top) and [2] (bottom) in each
test phrase, averaged by rate (Slow, Normal, Fast) and by intonation
pattern. Subject JSC.
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although again only at the slow rate. Moreover, superstition did not pattern
like super station. Instead, its schwar was generally shorter, like the non=-
final vowel in Sioux perspective. Thus, this subject's results do not support
either the accentual phrase or the stress foot as the domain for word-final
lengthening. They suggest rather a prosodic word that is independent from the
hierarchy of stresses and accents.

Of the other subjects, two szemed to pattern like the first, showing some
evidence for the accentual phrase, and two patterned more like the second,
showing evidence for the prosodic word as a phrasal constituent that is
independent of the prosodic hierarchy of stresses and accents. The
comparisons which support these apparent patterns did not often reach
significance, however, The insignificance of the differences in relation to
the measure of error in the statistical analysis is perhaps inevitable given
the small size of the word-final lengthening effect and the small sample sizes
of the categories being compared, (Recall that each of the bars in figs. 4
and 5 represent only five tokens). Thus, since few of the crucial comparisons
reached significance, these results do not argue conclusively for two possible
speaker-dependent patterns in the use of word-final lengthening.

On the other hand, our experiments do sustain two important conclusions.
First, they strongly suggest that there are two different final-lengthening
effects: phrase~final lengthening and word-final lengthening. Phrase-final
lengthening occurs at intonational-phrase boundaries, and is a large effect
that is highly consistent across speakers and rates. Word-final lengthening
occurs at some smaller constituent's boundaries, and is a much smaller effect
that is not always disceinible in experiments that have only five tokens of
each type. Second, the word~final effect cannot be explained as a result cf
stress-timing in English and must be a true final lengthening. However, more
ambit ious experiments are needed to locate its domain more precisely below the
intonational phrase.
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On Situation Adverbs

Michael L. Geis
The Ohio State University

In previous work, William Lycan (1984) and I (in Geis
(1973, 1985, 1986a, 1986b), have developed a syntactically
and semantically motivated theory of conditional sentences in
which it is claimed that pairs 1like (la) and (1b) have
essentially the same logical forms.

(1) a. I will leave if you leave.
b. I will 1leave in any circumstance in which
you leave.

On the semantic side, we have argued that if-clauses involve
restricted universal quantification over situations or
circumstances (cf. Geis (1973) and Lycan (1984)). On the
syntactic side, we have argued that if-clauses are a species
of free relative clause and are syntactically quite 1like the
adverbial relative when-clause of (2).

(2) I will leave when you leave.

Documentation of the syntactic similarities becween sentences
like (la) and (2) is provided in Geis (1985).

In Geis (1986a, 1986b), I suggested that conditional and
certain other types of adverbials are instances of what I
called “situation adverbs." Their function 1is to identify
the situations or circumstances in which actions or states of
affairs obtain. Thus, 1in (la), <zhe if-clause identifies a
sitvation in which the speaker’s leaving will ootain, this
situation being that the hearer leave. In this paper, I
would like to discuss some of the special features of
situation adverbs and to discuss how situation and temporal
adverbials interact.

Situation Adverbials

The paradigm cases of situation adverbials are
conditional adverbials such as <%hose in (3), which are
hypothetical situation adverbials, and noncessive adverbials
such as those in (4), which are factive situation adverbials.

(3) I will leave if you leave.

I will lsave only if you leave.
I will leave even if you leave.
I will leave unless vou leave.

0o
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(4) a. I will leave although I don’t want to.
b. I will leave despite the fact that I don’t
want to.
c. I will leave even though I don’t want to.

I say that concessives are factive because sentences
containing complex concessive adverbials entail the
propositions expressed by the subordinate concessive clause.
Thus, all of (4) entail

(5) I don’t want to leave.

The semantic similarity between (3c) and (4c) is especially
.close. One’'s intuition is that they are minimal pairs
differing only with respect to the semantic property of
factivity (or its opposite, hypotheticalness).

Multinle Situatica Adverbials

One of +the mcst interesting properties of conditional
clauses i+ that more than one can occur in a given clause.
Consider, for instance, such sentences as (6).

(6) a. If John’s car won’t start, I will drive
you home iZ my car doesn’t break down.
b. If John’s car doesn’t start, I will drive
you home unless it snows.

Moreover, both conditional and concessive clauses can occur
as members of a given clause. Consider (7).

(7) a. Although I don’t want to take you to work,
I will do so if my car doesn’t break
down.

b. If your car doesn’t break down, mine
probably will even though it is brand
new.

And, multiple concessive clauses also occur together, as is
shown by (8).

(8) a. Although I didn’t want to leave, John
asked me to even though he knew that he
shouldn’t.

b. Despite the fact that I was told not to, I
applied for the job even though I didn’t
think I had a chance to get it.

Multiple occurrences of a given type of adverbial in a
single clause are, in general, impossible unless they form
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what I shall call a "semantically nested construction.” Note
that in_a hovel refers to a location in Boston in (9).

(9) John lives in a hovel in Boston.

One can form paraphrases of in a hovel in Boston in which the
nesting is made quite explicit: whi ]
Boston. And, in general, if more than one locative adverbial
occurs in a given clause, the result will be a nested
locative construction.

Sentences containing multiple temporal phrases and
clauses are tricky because temporal adverbials can be
interpreted as situation adverbials in certain linguistic
contexts. Let us begin by noting that two instantaneous tinme
adverbials cannot occur together in a clause:

(10) *John left at noon at five.

If two time adverbials occur in a given clause, one will
normally refer to a time or interval within the interval
referred to by the other, as in (11).

(11) John left at noon on Friday.

The sequence is clearly a semantically
nested temporal construction. Semantic nesting occurs even
when the time adverbials are not contiguous. This is true of
the temporal adverbials of (12).

(12) a. On Fridav, I will leave at noon.
b. I will next week leave at_noon.

There are apparent counter-examples to the claim that
multiple occurrences of temporal adverbials in a single
clause are nested. Consider (13).

(13) When will you leave at noon?

There are two logically possible ways in which one can take
(13). One possibility is that wyhen refers to an interval
within which the noontime in question occurred, i. e.,
is a semantically nested construction. The
other possible interpretation of (13) is that shen refers to
some occasion or circumstance on which John left at noon. On
this view, (13) has an interpretation something like (14).

(14) On what occasion will you leave ..t noon?

Note that both of the questions (13) and (14) could be
answered by either of the following sentences:
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(15) a. On Friday.
b. When his father was in town.

In (15a), on Fridav is an explicit temporal adverbial, but
the when-clause of (15b) could as likely refer to a situation
as a time. In my view, the more Plausible interpretation of
(13) is the latter one, in which when is construed as a
situation adverbial. The question arises as to why some
temporal adverbials can be used as situation adverbials.

As these data make clear, some temporal constructions,
especially temporal pronouns like szhen (cf. (13) and then and
when-clauses (cf. (15b)), can function as situation
adverbials, albeit nonstandard ones. Such interpretations
are forced when they occur with explicit temporal adverbials
in circumstances in which semantic nesting is not possible.

Note that each of the ghen-clauses of (16c) 1is
consistent with the main clause I will leave, but the resulit
of combining them is very strange.

(16) a. When you leave, I will leave.
b. I will leave when Mary wakes up.
c. *When you leave, I will leave when Mary
wakes up.

One might squeeze out an interpretation of (16c) by
construing when vou leave as a situation adverbial, i. e.,
one that refers to some occasion or situation. Nevertheless,
it should be clear that having two shen-clauses in a given
clause leads to a much less acceptable sentence than does
having more than one genuine situation adverbial. As a
result, we must view temporal clauses as highly marked
situation adverbials. How, exactly, we are to account for
this is something of a mystery.

Though it must be conceded that the facts surrounding
multiple occurrences of temporal constructions in a single
clause are cloudy, one generalization holds true: whenever
we have two explicit temporal constructions they comprise a
semantically nested construction or one of them will be
interpreted as a situation adverbial. We may conclude, then,
that we do not get two or more non-nested, semantically
igdependent, explicitly temporal adverbials in a given
clause.

Multiple Occurrences of Situation and Temporal Clauses

It is possible to mix temporal and concessive clauses in
the same clause. However, when such a situation does occur,

1£8

Aruitoxt provided by Eic:




- 181 -

the temporal clause is clearly in the scope of the
situational clause. I believe that if neither of the
included clauses of the following pairs of sentences are read
appositively, then the better sentence is one in which the
conditional adverbial is outside the scope of the temporal
adverbial:

(17) a. I leave for work when my wife does unless
it snows.
b. *I leave for work unless it snows when my
wife does.
(18) a. I will leave for work before you do if it
Snows.
b. *I will leave for work if it snows before
you do.

The same seems to be true of mixes of temporal and concessive
clauses:

(19) a. I will leave for work when you do althovgh
I suspect it will rain.
b. *I will leave for work although I suspect
it will rain when you leave for work.

Semantically, it is quite clear that the temporal clause
is inside the scope of the concessive clause in an elliptical
sentence such as (28).

(20) I will leave for work when you do although I
told Bill I wouldn’t.

Sentences (20) clearly has the same meaning as (21).

(21) I will leave for work when vou do although I
told Bill I wouldn’t Jleave for work when vou
do.

Clearly, the phrase is in the
scope of the concessive clause in these sentences. Note
further that the jf-clause is outside the scope of the modal
#ill in sentence (22).

(22) John will 1leave tomorrow if we ash him to do
so tonight.

This provides further evidence that situation adverbs are
outside the scope of temporal constituents in main clauses.

It would appear, then, that we are Justified in thinking
that temporal constructions are in the scope of situation
adverbials. The question arises as to how to account for
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this. Suppose that we say that the function of time
adverbials (and tense) is to date dateless state-
descriptions, i. e., a dateless description of a state of
affairs or action. We might formalize a sentence like (23a)
as in (23b).

(23) a. John died at noon.
b. (3t)(At(Die(John), t) & (t = noon) &
EarlierThan (t, now))

it is important to recognize that the output of the temporal
operator At is different from its input. The
nonrecursiveness of temporal adverbials, including temporal
clauses, we could say is the result of the fact that their
input must be undated state-descriptions.

Why are multiple conditional clauses possible, when
multiple temporal or locative clauses are not? Let us say
that a situation is a state of affairs or action. Such
sentences as (24) all describe situations.

(24) a. John kissed Mary.
b. John will marry Mary.
¢. John plans to divorce Mary.

Thus, (24a) refers to a situation in which John kissed Mary,
(24b) to a future situation in which John marries Mary, and
(24c) to a (more or less continuous) situation in which John
plans to divorce Mary. Notice that the sentences of (24) all
entail the corresponding sentences of (25).

(25) a. John kissed Mary in some situation.
b. John will marry Mary in some situation.
¢c. John plans to divorce Mary in some
situation.

Thus, there is good reason to believe that ordinary dated
state-descriptions refer to situations. It would appear from
this than (24), no less than (25), refer to situations.

(26b Following Lycan (1985), we might formalize (26a) as in
).

(26) a. I will leave in some situation.
b (V s)(In(( 3 t)(At(I leave, t) &
EarlierThan(t, now))), s)

In this sentence the function of the conditional adverbial in
is to situate a dated state-description, i.
e., relativize it to a situation. In a sentence like (27) we




are being told that John’s marrying Mary will obtain in a
situation in which Mary asks him to marry her.

(27) John will marry Mary if she asks him to.

We might say, then, that this sentence will be true in any
future circumstance in which Mary asks John to marry her and
he does marry her. Let us notate this as in (28).

(28) (vs)(In(Mary asks John to marry her, s) --->
In(John will marry Mary, s))

This sentence in turn refers to a class of situations in
which John’s marrying Mary is linked to her asking him to.
Since this is itself a state-description, it can serve as the
input to the operator if, as in (29).

(29) If his parents will permit, John will marry
Mary if she asks him to.

We may notate this as in (30).

(30) (vs1)(In(John’s parents permit him to marry
Mary, s1) =----> 1In((Vsz2)(In(John will marry
Mary, s2) ---> In(John will marry Mary, s2),
s1))

Since s1  itself refers to a situation, we could in principle
relativize it to some additional situation, say, the
situat}on in which John has enough money to buy a house, as
in (31).

(31) If John comes up with the money to buy a new
house, he will marry Mary if she asks him to
if his parents will permit him to do so.

Though (31) is not the most natural sentence, it strikes ne
as grammatical. Certainly it is quite clear in meaning.

Abstractly, we can represent cases of multiple
occurrences of conditional clauses as follows:

(32) a. (vs1)(In(S, s1) ----> In (P, s1))
b. (vs2)(In(S, s2) ----> In((vs1){In(Q, s1 )~
=~=> In (P, s1)), s2))
c. (vs3)(In(S, s3) ====> ((vs2)(In(R, s2)---
=> In((¥s1)(In(Q, s1) =--=> In (P, s1))),
s2), s3))

Clearly, this process is recursive, allowing indefinitely
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many conditional constructions to occur in a given clause.
On this view, then, temporal constructions do not iterate
because the output of the temporal operator at is different
in type from its input. On the other hand, conditional
constructions do iterate because the output of the operator
in is the same in tvpe as its input.

We are now in a position to explain how it is that yhen-
clauses can be construed as conditional clauses. Dated
state~descriptions cannot serve as the input to the temporal
operator. A sentence 1like (33) is dated and cannot be re-
dated.

(33) Jonn left at noon.

Thus, if a temporal adverb 1like when is added to this
sentence, as in (34), it must be construed as performing
other than a dating function.

(34) When did John leave at noon?

In such a case, it functions as a situation adverb. When
this is not possible for pragmatic or semantic reasons, as is
true of (35), which suggests that John may have died more
than once, the senteuce is pragmatically unacceptable.

(35) When did John die at noon?

Why, though, is yhen construed as a situation adverb in
a sentence like (39), as cpposed to sumething else? I would
suggest that the reason is that times are crucial
individuators of situations. Thus, John’s leaving at noon is
a different event from his 1leaving at midnight. I would
suggest that the use of a time adverb to refer to a situation
is metonymic in character, for as noted, the time at which a
situation obtains is a crucial part of the make-up of a
situation.
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1. Amphibology Resulting from Binary Coordinate Compounding

Coordinate compounding provides a notoriously rich set of possibil-
ities for amphibology (structural ambiguity), as the following example
illustrates.

(1) Bill and Ilse or Chuck

Example (1) is felt to have the interpretations of the unambiguous exam-
ples (2)-(3).

(2) either Bill and Ilse ¢r Chuck
(3) Bill and either Ilse or Chuck

The difference between these two interpretations cannot be attributed to
differences in meanings in any of the words in (1); hence it must, ac-
cording to widely accepted views, be attributed to a difference in
structure, and more particularly to a difference in phrase structure.
Figure 1 presents the rules of a simple phrase-structure grammar that
generates (1) and that associates with it distinct structural de-
scriptions that correspond to the readings in (2) and (3).

(a) NP --> NP CNP

(b) CNP --> CRD NP

(c) NP --> NOUN

(d) NOUN --> <Bill | Chuck | Ilse | ...>
(e) CRD =--> <and | or>

Figure 1. Rules of a simple phrase-structure grammar for coordinate
compounding of NPs in-English.

! Earlier versions of this paper were presented at New York University,

October 14, 1986; the 1986 NYSCOL meeting at SUNY/Albany, October 26,
1986; and at CUNY Graduate Center, December 19, 1986.
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The structural descriptions that the grammar in Figure 1 associates
with the string in (1) are diagrammed in Figure 2 and Figure 3.

1

Bill and Ilse or Chuck
| I | .
NOUN CRD NOUN CRD NOUN

| A Y
NP | NP | NP
|

i

|

I I
CNP CNP
| |
NP ]

|

NP

Figure 2. The structural description of (1) with respect to the
grammar in Figure 1 that corresponds to the reading (2).

B?ll and Ilse or Chuck |
NOUN CAD NAUN CRD NAUN
R A T B |

I NP | NP
(N
I CNP
I

I

I

CNP

— 1
NP

Figure 3. The structural description of (1) with respect to the
grammar in Figure 1 that corresponds to the reading (3).

The number of structures associated by the grammar in Figure 1 with
phrases consisting of n conjoins grows exponentially with n.? Figure 4
presents the number of structures associated with phrases with up to 10

—

?  We follow Quirk and Greenbaum (1973) in using the term 'conjoin' to

refer to the phrases that are ultimately connected by a coordinating
particle. We reserve the term 'conjunct' to refer to conjoins con-
nected by and and 'disjunct' to refer to conjoins connected by or.
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conjoins. The progression in Figure 4 consists of the Catalan numbers
which can be computed by means of the formula in (4).}

(4) C(n) = (2n-2)1/n!(n-1)!

It is easily determined that the ratio of two adjacent Catalan numbers
approaches 4 in the limit; that is, the progression grows by slightly less
than the power of 4. This result is typical of the 'combinatorial ex-
plosion' in degree of amphibology predicted by simple phrase-structure
grammars.

1
Number of Number of
conjoins structures
2 1
3 2
4 5
5 14
6 42
7 132
8 429
9 1430
10 4862
Figure 4. Number of structures associated with coordinate compound
phrases generated by the grammar in Figure 1 as a
function of the number of conjoins.

2. Amphibology Resulting from Unbounded Coordinate Compounding

The coordinate compound structures that the grammar in Figure 1
generate all have exactly two conjoins per constituent. However, coor=
dinate compound structures in natural languages may have any number of
conjoins per constituent greater than one. For example, the string in
(5) may be understood as having the 'flat' structure shown in Figure 5,
as well as nested structures that correspond to those in Figure 2 and
Figure 3 with the word and substituted for the word or.

(5) Bill and Ilse and Chuck

The interpretation of (5) corresponding to the structure in Figure 5 is
that of a group of three individuals; the other incerpretations are those
of a group made up of an individual and a subgroup of two individuals,
with varying identification of the individual and the members of the
subgroup.

3 1 thank Slava Katz for the formula in (4). The corresponding formula
in Church and Patil (1982: 141) actually computes the values of
C(n+1). They also give an incorrect value for c(8).




1
| Bill and Ilse and Chuck |

I
NOUN CRD NOUN CRD NOUN
I |

N I Np | NP
I I I
| CNP CNP
I ]

NP

Figure 5, A structural description of (5) without internal
conjuncts, |
J

We obtain a grammar that is able co associate flat structures as well
as nested ones with coordinate compound constructions by replacing rule
(a8) in the grammar in Figure 1 with the schema in (a").

(a') NP ---> NP (CNP)* CNP
However, the degree of amphibology predicted by this new grammar is much

greater than that predicted by the grammar in Figure 1, as shown in the
table in Figure 6 we refer to these numbers as 'generalized Catalan’

nuobers.*
Number of Number of
conjoins structures
2 1
3 3
4 11
5 45
6 197
7 903
8 4279
9 20793
10 103049
Figure 6. Number of structures associated with coorainate compound
phrases generated by the grammar in Figure 1, with rule
schema (a') replacing rule (a), as a function of the
number of conjoins,

The values in Figure ¢ may be calculated by the following tedious,
but straightforward, method. Let S(n) be the number of structures asso-

* I thank Andy Neff for his help in determining these values.
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ciated with a string generated by the grammar in question with n conjoins,
and let S(1) = 1. Suppose we know the values of S(n) for all n up to some
number k We determine S(k+1) as follows. First, let m(i), 1 <=1 <=k,
be the number of daughters of the root node that dominate exactly i
conjoins. Then we have the equality in (6), since the number of conjoins
of all the daughters of the root node must be exactly k+1.

k
(6) £ i*m(i) = k#l
i=1

To illustrate the general problem of how to calculate S(k+1), con-
sider how we would determine the value of S§(4), based on the values of
S(1), S(2) and S(3). In Figure 7, are listed all the combinations of
values of m(i) that satisfy (6).

Case m(1) m(2) m(3)
1 4 0 0

2 2
3 1
4 0

N O -

0
1
0

Figure 7. Combinations of m(i) for k=3 satisfying the equality in
(6).

In particular, consider case (3) in Figure 7. How many structural de-
scriptions correspond to that case? The root node has two daughters; one
contains one conjoin, the other contains three. These may be arranged
in two different ways. The daughter with one conjoin may have s(1)=1
different structural arrangements. The daughter with three conjoins may
have S(3)=3 structural arrangements. Therefore, the total number of
structural descriptions associated with this case is 2%¥1%3=6. The numbers
of structural descriptions corresponding to the other cases are computed
in a similar way.

The general formula for computing S(k+1) is given in 7).5
m(1)+...+m(k) f%

(7) S(k+l) =Z S(i)*m(i),
m(1) ... n(k)[ i=1

for all k-tuples <m(1),....m(k)>, that satisfy (6).

S Janda (1975) describes a program for caiculating S, but it gives in-

correct results for values of k greater than 7.
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3. Flat Structure and Mixed Coordinators

In section 2, we illustrated flat coordinate compound structures .
with examples that all contained exactly the same coordinators, but the
grammar that we developed in that section permits phrases with mixed co- |
ordinators, such as (1), to have flat structures as well. That is, that
grammar assigns three distinct structural descriptions to (1), not two.
However, it does not appear that the flat structure of (1) can be directly
assigned a meaningful interpretation. Its status is rather like that of
unparenthesized arithmetic expressions with nonassociative operators,
such as (8), that are permitted by the syntax of programming languages.

(8) 2+3*¢

Such expressions cannot be evaluated as such, since they do not tell us
which operation (addition or multiplication) to apply first. Only ex-

pressions with operands grouped by parentheses can be interpreted, such
as (9) and (10).

(9) (2+3)*6
(10) 2 + (3 * 6)

The fact that (8) has no interpretation as it stands, however, does not
mean that it cannot be assigned an interpretation by convention. For
example, it may be decided to group the operands in expressions like (8)
pairwise from left to right, thus giving (8) the interpretation of (9).
Or it may be decided that multiplication should have ‘priority’ over ad-
dition, thus giving (8) the interpretation of (10). Whatever is decided
about the interpretation of (8), all three expressions (8)-(10) arc syn-
tactically well-formed in the programming languages in which they occur,
and none of them is ambiguous.

Returning to natural-language examples like (1), we see that we have
no uniform convention for interpreting flat structures with mixed coor-
dinators in natural languages. In the case of (1), we may interpret it
either as (2) or (3), or give it no interpretation at all. 1In other cases,

. we may be guided by our experience to favor one or another interpretation.
For example, when confronted with a restaurant menu that offers us the

choices in (11) and (12), we most liltely would interpret (11) as (13) and

(12) as (14), respectively, on the grounds that soup and crackers are

generally served together and that tea or coffee is generally offered as
8 choice together with dessert.

(11) soup and crackers or juice

(12) dessert and tea or coffee

(13) either soup and crackers or juice

(14) dessert and either tea or coffee
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In an interesting set of experiments, Streeter (1978) showed how
arithmetic expressions like (8) can be reliably disambiguated in speech
by means of durational and intonational cues. English expressions like
(1) can be similarly disambiguated. Using a broken vertical bar to in-
dicate a phrasing cue (prolongation of the immediately preceding phrase
and/or an intonational break), (1) can be phrased in the three ways in-
dicated in (16)-(18).

(16) Bill and Ilse | or Chuck
(17) Bill | and Ilse or Chuck
(18) Bill | and Ilse | or Chuck

The phrasing in (16) has the interpretation of (2); (17) has the inter-
pretation of (3): and (18) has the interpretation of the flat structure.
(Note that (18) has the same interpretation as (1) said without any
internal phonological phrasing.) If English intonation could be reliably
encoded in writing, then (1) would no longer be an amphibology; each of
the spoken versions (16)-(18) would have its own exact written counter-
part.

4. On the Distinctions Rendered by English Phrasing

However, English phrasing is not adequate to distinguish among all
the possible structures that the phrase-structure schema in section 2
assigns to coordinate compound expressions with four or more conjoins.
Consider the following example, with four conjoins.

(19) Bill and Chuck or Ilse ox Terry
Example (19) may be said without internal phrasing (in which case, llke
(1), it is interpreted as having flat structure), or it may be said with
any of the internal phrasings in (20)-(26).

(20) Bill | and Chuck or Ilse or Terry

(21) Bill and Chuck | or Ilse or Terry

(22) Bill and Chuck or 1lse | or Terry

(23) Bill | and Chuck | or Ilse or Terry

(24) Bill | and Chuck or I'se | or Terry

(25) Bill and Chuck | or ilse | or Terry

(26) Bill | and Chuck | or Ilse | or Terry

These phrasings have interpretations that correspond to the bracketings
in (27)-(33).
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(27) (Bill) and (Chuck or Ilse or Terry)
{28) (Bill and Chuck) or (Ilse or Terry)
(29) (Bill and Chuck or Ilse) or (Terry)
(30) (Bill) and (Chuck) or (Ilse or Terry)
(31) (Bill) and (Chuck or Ilse) or (Terry)
(32) (Bill and Chuck) or (Ilse) or (Terry)
(33) (Bill) and (Chuck) or (Ilse) or (Terry)

The crucial observation is that intonational cues are not used to
indicate more than one level of embedding; their only function is to chunk
the total expression into subphrases at the first level of embedding.
Accordingly, in & phrase of n conjoins, intonational cues can be used to
distinguish at most 2%*(n-1)-1 different structures, far fewer than the
number of structures that are theoretically possible given the grammar
in section 2. To indicate subordination of conjoins, one must resort to
paraphrase. TFor example, the logical structure in (34) may be expressed
as in (35).

(34) (Bill and (Chuck or Ilse)) or (Terry)
(35) either Bill and either Chuck or Ilse or Terry

However, while the use of either to mark the beginning of a disjunction
with a correlative occurrence of or is unrestricted in English, the cor-
responding use of both with correlative and is limited to phrases with
exactly two conjoins. Hence there is no easy way to produce many of the
logical structures predicted by the grammar in section 2 in English.
Horeover, phrases with nested occurrences of gither...or and both...and
quickly become difficnlt to understand because of center embedding.

5. Serial Coordination

English also has a coordinate compouna construction which exhibits
flat structure only; it is illustrated in (36).

(36) Bill, Ilse or Chuck

In this construction, which we call serial coordination, the coordinator
appears between the last two conjoins only, while (in written English) a
comma, or under certain conditions, a semicolon, separates the other
conjoins. Ignorning punctuation, we can account for serial coordination
by adding to the grammar in section 2 the schema in (a").

(a") NP --> NP (NP)* CNP

O
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The coordinator that appears betwecen the last two conjoins is understood
as connecting all of the conjoins in the construction; thus (36) is log-
ically equivalent to (37) (with flat structure).

(37) Bill or Ilse or Chuck

Serial coordinate structures may enter into larger comstructions,
as in the following examples.

(38) Bill and Ilse, Terry or Chuck

(39) Bill, Terry and Ilse or Chuck
(40) Bill and Ilse; Chuck, Terry or David; and Cathy, Arnold and Mike
(41) Bill and Ilse; Chuck; Terry; or David and Cathy, Arnold and Mike

Example (38) may be read in two different ways, depending on whether Bill
and Ilse occurs as a phrase in it (this would be indicated in speech by
the absence of an intonational boundary between Bill and gnd). If it
does, then the example as a whole is understood as a disjunction of three
things: Bill and Ilse, Terry, and Chuck. If it doesn't, then the phrase
is understood as the conjunction of two things: Bill and Ilse, Terry or
Chuck. Similarly, example (39) may also be read in two different ways,
this time depending on whether Terry and Ilse appears as a phrase in it.
Next, example (40), as punctuated, is unambiguously interpreted as a
conjunction of the three phrases separated by semicolons. If the first
semicolon were replaced by a ccmma, then the phrase Bill and Ilse wouln
be construed as the first of the disjuncts ending with David Finally,
example (41), as punctuated, is unambiguously interpreted as a disjunc-
tion made up of the four parts Bill and Ilse, Chuck, Terry, and David and
Cathy, Arnold and Mike.

The distinctive use of the punctuation marks in serial coordination
in written English to some extent parallels the use of intonational cues
to distinguish among various interpretations of ordinary coordination in
spoken English. Morecover, the judicious combination of commas and semi-
colons in serial coordination is able, under certain circumstances, as
in (41), to indicate up to two degrees of embedding, but no more. If the
comma and the semicolon are used together, tnen the semicolon may be used
to indicate the first level of embedding, and the comma to indicate the
second level. I do not believe, however, that examples of serial coor-
dination, like (41), can also be spoken so as to indicate the double em-
bedding of coordinate structures.

6. Conclusions

The treatment of coordinate compounding by means of simple phrase-
structure rules predicts much more amphibology than is in fact found in
natural-language coordinate structures. Coordinate compounding in Eng-
lish without the use of correlative markers such as either and both is
limited to one degree of embedding, except under special circumstances
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involving serial coordination, in which it is lipited to two degrees of
embedding.® Thus the degree of amphibology in coordinate compound struc-
tures is expressed by neither the Catalan numbers discussed in Section
1, nor the generalized Catalan numbers discussed in Section 2, but (ig-
noring the possibility of double embedding in serial coordination) by one
less than 2 raised to the poJer of one less than the number of conjoins.
In careful spoken English, moreover, n~ coordinate compound expression
of the type under discussion here is structurally ambiguous, since the
structure can be uniquely indicated by the intonational phrasing.

The restriction against multiple embedding of coordinate compound
structures can be expressed directly by means of a finite-state grammar,
or by means of an augmented phrase-structure grammar that keeps track of
the degree of embedding of coordinate compound structures, If the grammar
is also permitted to perform the structure building characteristic of the
algorithm that associates tree diagrams with derivations, then an elegant
statement of the rules of grammar needed to characterize the structures
of -coordinate compounds can be achieved, without the need for rule
schemata (cf. Jensen in press). Thus, the time-honored Chomskyan
strictures against the tracking of derivations and against structure
building (cf. Chorsky 1965) by phrase-structure rules have prevented
linguists until now from achieving adequate characterizations of a wide
range of linguistic phenomena.

References

Chomsky, Noam. (1965). Aspects of the theory of syntax. Cambridge, MA:
MIT Press.

Church, Kenneth and Ramesh Patil. (1982). Coping with syntactic ambi-
guity or how to put the block in the box on the table. American
Journal of Computational Linguistics 8.139~49.

Janda, Anita. (1975). English sentential conjunction. Computer methods
in linguistics, vol. 1 (ed. by Constantine Kaniklidis), 72-94. New
York: CUNY Graduate Center.

Jensen, Karen. (in press). Binary rules and non-binary trees: breaking

down the concept of phrase structure. Mathematics of language (ed.
by Alexis Manaster-Ramer). Amsterdam: John Benjamins.

_—

¢ The limitation on enbedding of coordinate compounds is inconsistent
with the principle of coordinate compounding discussed in Langendoen
and Postal (1984), which is necessary to our demonstration that the
collections of expressions of a natural language is a proper cless.
However, the limitation does not affect our demonstration that the
number of expressions of English is of the order of the continuum,
and hence nondenumerable.

o <03

RIC

Aruitoxt provided by Eic:



E

- 196 -

Langendoen, D. Terence and Paul M. Postal. (1984). The vastness of na-
tural languages. Oxford: Basil Blackwell.

Quirk, Randolph and Sidney Greenbaum. (1973). A concise grammar of
contemporary English. New York: Harcourt, Brace, Jovanovich.

Streeter, Lyn. (1978). Acoustical dererminants of phrase boundary per-
ception. Jourpal of the Acoustical Society of America 64.1582-92.

1{fc 204

Aruitoxt provided by Eic:




AT

Closure Duration in the Classification of Stops:

A statistical analysis

Z. W. Shen, C. Wocters, and W. S~Y. wang
Project on Linguistic Analysis
University of California at Berkeley

[ Some thirty years ago. Ilse Lehiste and I were fellow students
in Ann Arbor, working in the laboratory of the late Gordon E.
Peterson, our teacher. After that, for several years we were
colleagues in Columbus, laying the foundation for an embryonic
Department of Linguistics. Through these decades, her friendship
has aiways been a source of comfort for me, and her scholership &
standard for emulation. My co-authors and I are pleaszuy to have
this opportunity to honor her. This l1ittle essay is wn phonetics,
a field to which she has contributed so much. = WSYW 3

Stop consonants have been traditionally described by the terms voiced-
voiceless, aspirated-unaspirated and tense-lax (fortis/lenis). It has been
suggested (Lisker & Abramson 1964) that all the acoustic properties of stops
are consequences of a change in the timing relationship between the release of
2 closure and the onset of vocal fold vibration.

The technical term VOT (voice onset time) has been applied to this timing
relationship. However, the VOT approach has difficulties in a number of
languages, e.g., Korean (Kim 1265). It is obvious that if the contrast of
stops does not exist along voice-voiceless and aspirated-unaspirated
dimensions, the VOT method will be unable to capture the difference.

Another approach for classifying stops was proposed by Halle and Stevens
in their 1971 article that fundamental frequency varies as a function of vocal
fold tension. It has been shown (Lehiste & Peterson 1961) that a voicing
distinction of stop sound in prevocalic position can affect the FO of the
following vowel. Further, although VOT was very similar “or the initial
voiced stops and the voiceless stops after an s, the FO vere very dissimilar
(Reeds & Wang, 1961 and Ohde, 1984). It seems that this t ight provide us with
an alternate method for classifying stop sounds which do nit have the contrast
in voicing and aspiration.

Are these two approches sufficient to classify stops in any language?
Toward answering this question a oialect of Chinese is used. The Wu dialect

-197-
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is one of seven major dialects of Chinese. It has three types of stop sounds

(traditionally they are described as voiceless unaspirated, voiceless

aspirated and voiced). Y. R. Chao called this “tripartite division of initizi

stops"™ (1928)., As early as in the 1920°'s F. Liu found that the voiced stop3
in Wu are actuaily not voiced. It was also noticed by Chao that when this
sound occurs in an intervocalic position it is fully voiced.

In recent ywars there have been two acoustic studies of Wu stops by
Cao (1982) and Shi (1983). Both of them show that the vOT does not differ
significantly between the two unasp rated stops. Hore are the VOT values
reported by Shi. (Caoc did not suppiy any quantitative data)

b p d T
7.5 6 7.5 7 20 16

Shy also measured the fundamental frequency of the following vowels to
examine the effect the stops have on their following vowels. But this
approach was not successful for two reasons: 1) Since Wu is a tone language

. the change in fundamental frequency 1is mainly a tonal phenomenon, and 2)
1he stops are in complementary distribution. As a result of historical change
the so-called voiced stops never occur in the stma *one with voiceless stops.
Thus Shi was unable to determine if the FO d*irerences were due to the tone of

due to the consonants.

Because of the problems discussed above, we need tO find some other
acoustic cues besides VOT and FU to study the stop sounds in Wu. We know
that stop sounds are produced with The vocal tract entirely occluded. When
the vocal tract is occluded at some point within the oral cavity the air

escaping from the lungs is trapped behind the constriction, thereby causing a

build-up of oropharyngeal air pressure.

The following acoustical paiameters agpear tO be {important cues tO
{dentifying stop conscnants:

1) Ourztion of the closure

2) Presence of the voicihg during the closure phase
3) Voice onset time

4) Duration of the noise burst

5) The perturbction on the following vowels

The closure durations of voiceless stop sounds are greater than for thei

voiced counterparts. This fact wasn observed and studied by Lisker (1957), in
study to distinguish stop consonants in werd-internal position

8ut in initial position, the difficulty to get the duration of the
closure is that if the stop sound is voiceless during the closure and at an
initial position. it will result yust as silence in the waveform. Although

physically there is a starting point of the closure, we cZ not determine it

from the waveform.

In order to get the starting point of the closure. we put the syllables

with the stops we are interested in in a carrier phrase. Thus, we can use ths
end of the preceding syllable as a reference point to get the closure duration
]

of the stop.

O
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The data we use {s taken from Shanghai speech, which belongs to nhe Wu
dialect group. It is not the same variety of Wu studied by Shi and Cao, but
the stop types are the same (Chao 1928). Some relevant phonological features
of Shanghainese are introduced below.

Some phonological features of Shanghainese:

There are three different types ¢f stops: one is voiceless and aspirated,
and two are phonevically unvoiced and unaspirated. But traditionally one is
called voiceless and the other one is called voiced. A1l three types of
stops appear at three articulatory places: bilabial, alveolar and velar. Here
we will not consider the aspirated ones, since they do not pose a problem for
traditional methods of classification. For convenience, we use the symbols p,
t and k for the voiceless stops and b, d and g tor the so-called voiced stops.

There are five tones, three of them are iong and two of them are short.
Their phonetic values in a five height system (5 is the highest and 1 is the
lowest) are: 1. 51 2. 334 3.113 4, 5(short) 5, 23(short). The two
serios of unaspirated stops are distributed in different tones. P, t and k's
only oceur with tone 1,2, and 4 (high register), and b, d and g's only occur
with tone 3 and 5 (low register).

‘Experiment 1:

The two types of stops at thrase articulatory positions with a vowel, [e)
for long ton~ and [3) for short tones, are selected for wvach of the five
tones. A1l .ne syllables are real words in Shanghainese.

Tone 1 2 3 4 5

bilabial re#Ht pezk teck pa % bafL
alveolar te3fl tesd derd  rask dals

velar ke,‘a] ket geC?2 kaj_ g 4L

Each word is pronr vaced ten times. The total number of tokens is
3xEx10=159. The recordings were made in a sound booth. The experimental
utterances were displayed on a IBM PC-AT screen by using the ILS (Interactive
Laboratory Systems) software made by Signal Yechnology Inc.

In order to get the closure time of the articulator, the tokens are
placed in carrier phrases /do? - 1?7 pi/ (which means “Say __ once." in
English). Three measurements are made for each stop, as shown in Figure 1
below. Each division on the x-axis marks off 20 msc.

The starting point of closure in the waveform was determined on

the basis of both a sudden decresse in amplitude, and & loss of high frequency
components. As we can see from Figure 1, the voicing containing energy at the
fundamental frequency and F1 continues past the start point of closure for »
several periods. The end point nf the closure was determined on the
appearance of the noise type wavetorm. And the voice onset point was
determined on the appearance of periddic waveform, from the starting point to
the end point of the closure is taker to be the closure of articulator. The
duration from the end point of the closure to the voice onset point is the

O
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eraditional VOT. After the voice onset point the durations of five successive
periods were also measured.

clesure

A1l the calculations are cone by using the Statistical Analysis .
System (SAS). The results for monosyllabic word in 2 carrier phrase, listed '
by tones, are shown balow:

TONE 1 -
variable n S.D. min-value max-value
clo 30 157. 15.26 128.00 191.50
voT 30 . 11.94 .90 48.00
FO1 30 . .70 .50 7.10
F02 30 . .38 .70 7.10
FO3 30 . .41 .60 6.90
Fo4 30 . .36 .70 7.00
FOS 30 . . $.80 7.10

TONE 2
variable
clo
Vot
FO1
Fo2
FO3
F04
FOS

min-value max-value
116.60 178.50
.20 42.30

.00 8.80

.00 9.20

.60 9.30

.10 9.40
.20 9.80

cocoococotwunn

TONE 3
variable .D. min-value max=value
clo . 82.80 166.10
voT . 11.50 45.70
FO1 . 7.20 11.40

ERI

Aruitoxt provided by Eic:




- 201 -

FO2 30 9.84 0.55 8.90 11.20
FO3 30 10.18 0.47 9.50 11.40
FO04 30 10.29 0.37 9.60 11.30
FOS 30 10.31 0.36 9.60 11,20
TONE 4

variable n mean S.D. min-value max-value
clo 30 156.26 14.15 132.40 179.70
voT 30 15.52 9.02 7.90 34.00
FO1 30 6.03 0.36 5.30 6.60
FO2 30 6.78 0.34 6.10 7.40
FO3 30 6.73 0.22 6.30 7.20
FO4 30 6.78 0.23 6.20 7.20
FOS 30 6.81 0.23 6.20 7.20

TONE S

varfable =n mean S.D. min-valve max-value
clo 30 125.98 13.65 99.60 149.80
voTt 30 21.43 12.24 6.90 59.40
FO1 30 7.89 0.66 6.00 9.50
fFo2 30 9.05 0.43 8.30 10.10
FO3 30 9.23 0.38 8.60 9.80
FO4 30 9.19 0.38 8.30 10.20
FOS 30 9.17 0.33 8.50 9.80

From these results above we can see that:

1) The average value of closure durations of p, t, and k in tone 1.2 and
4 are longer than those of b, d and g in tone 3 and 5. In descending values,
these are: 157.8(1), 156.3(4), 150.6(2), 126.0(3) and 126.0(5). The
difference between these two types of stops is approximately 30 milliseconds.

2) A1l the VOT values are positive. The average value of VOT values in
five tones from shortest to longest are 15.52 (4), 16.27(1), 19.45(2).
21.43(5) and 24.33.(3) separately. It means that these twO types Stops are
both voiceless stops. On the average, the b, d and g have a longer VOT value
than the p,t and k., but the difference is relatively small. The difference is
about 6 milliseconds ( (21.43+24.33) / 2-(15.52+16.27+19.45)/3=5.8).

3) The duration of the five periods are longer for b,d and g.

4) Although the averages are different, from the ranges of each variable
we can see that they overlap with each other.

The maximum value of a variable with a smaller average is always above
the minimum value of a corresponding variable with a larger average. For
example: The closure duration in tone 2 is 150.6., it is longer than the average
closure duration in tone 3, which 126.0. B8ut the minimum value in tone 2
(116.6) is smaller than the maximum value in tone 3 (166.1). There is no
clear boundary between these variables. By looking at average and range, we
would not be able to determine how many types of stop souncs there are.

In order to tell the statistical significance of these numbers.
a multivariatn statistical method Hotelling's T-square is applied to test the
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differences between a1l 10 possible pairs (nx(n=1)/2, a=5). The formula we
used is:

2 Y v Yel,y b,
T =EN:N: /CN1+N2)](XI X;) s‘ (X,"Xa)
The cerrasponding F value is calculated in the following way:

F =(M+N:=p=1) T? /[ p(N+N:=2)]
with p and N #N:=p-1 d  p=17, Nn=N,=30
The result is shown below:
1 2 3 4
2 40.82
3 277.79 36.38
4
5

6.72 30.06 332.02 .
144.64 16.36 29.26 159.96

F(7,50) = 3.02 (o = 0.01)

A1l the F values indicate that none of them is the same, since all the F
values are larger than 3.02. It cannot be the right result since there are
only two types of stops. We are using three differont measurements here, the.
closure duration, VOT and FO. In order to determine which paramter contributes
to the difference shown by the F values, a post~hoc T-square test 4s applied.

oo, (X2
Fiué = n Snn

Here are the results:

Tones 12 13 14 15 23
clo 0.42 6.16 0.02 9.28 3.67
voT 0.17 0.97 0.01 0.35 0.46
FO1 7.68 21.40 0.18 17.18 3.19
Fo2 20.78 102.07 1.94 81.23 16.09
FO3 24.38 148.09 3.12 105.41 22.95
FO4 28.77 224.40 3.96 114.11 27.35
Fo5 34.98 228.01 3.97 125.72 28.49
Tones 24 25 34 35 45
clo 0.28 5.50 5.88 0.00 9.12
voT 0.235 0.06 1.52 0.12 0.58
FO1 8.89 1.02 25.79 1.44 23.69
Fo2 13.51 5.59 86.37 4.91 65.27
Fo3 18.74 6.89 168.95 9.39 124.46
Foa4 20.47 5.24 244,71 16.10 111.96
FO5 20.15 4.54 257.95 20.97 123.37

o il
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The first row are the F values of the closure durations. It tells us
that there is no significant difference between the pairs 12, 14, 24 and 35
(<3.02). But the differerces are significant for the 13, 15, 23, 5, 34 and
45 pairs. We have mentioned that traditionally the stops in tone 1, 2 and &
are called voiceless and the stops in tone 3 and 5 are called voiced (alinough
they are voiceless al1s0). Here, the F values for the closure duration clearly
indicate the same classification that the stops in tone 1, 2 and 4 are one
type which significantly differ from the other type of stops that occur with

tone 3 and 5. The question whether the two type;*unaspirated stops are the
same is answered.

The second row is the F values of VOT. None of these values reached a
significant level. From the average data, we know that the p, t and k's have
a shorter VOT than their counterparts. It indfcates that VOT 4s not a
significant parameter for distinguishing these two types of stops. It proves
that the difference of these two types of ctops in Wu is neither a voiced-
voiceless nor a aspirated-unaspirated contrast.

From row 3 to row 7, 2re five periods after the release of the clocure.
Except four of them, first and second periods in pair 17 and the first period
in pairs 58 and 68, all the other forty-six (92%) F values show that they are

significantly different. These F values show that fundamental frequencies are

not good variable which can be used to distinguish the stop types in tone
languages 1ike Wu. The FU basically 4s a tonal phenomenon. Here we cannot be
sure of how much the FO difference is due to the tonal difference and how much
due to the difference of stop types. We say this difference basically is a
tonal difference simply because that they fit the traditional description of
the tonal values well. Let us ook at the table below:

L]

tone value averaye duration of five periods
1 51 6.26 (160 Hz)

2 334 8.10 (123 Hz)

3 113 9.84 (102 Hz)

4 4(short) 6.63 (151 Hz)

5 23(short) 8.91 (112 Hz)

It is obvious that when the duration of the period is shorter, the rate
of vibration is higher. Although there may exist some perturbations on the
vowels caused by the stop sounds, we will not be able to distinguish them
because they are dominated by much stronger tonal affects. And this also
explains why the F values are all different in the tests with all 7 variables,

because the results are strongly influenced by five FO variables which
basically are the tonal diffzrences.

Experiment 2:

The two types of unaspirated stops also can occur in word-{Ynternal
position in a disyllabic words. Because of the rules of tone sandhi, two
unaspiratet stops can and only appear in the same disyllabic tones. A1l the
tones lose tneir contrast in the second syllabic position. Thus, five
monosyllabic tones yield five corresponding disyllabic tones

« The tonz1 values
in five level system are:

\)‘ ‘ .o
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value

€5 + 31
33 + 44
11 + 44
4(short) + 55
2(short) + 23

N WD =

in these disyllabic words, the two types of unacpirated stops clearly

contrast in voicing. The comparisons we make here apply to stods within the
same tone only. The first syllables of these disyllabic words are /se/.
/tciu/, /iiang/, /tchi/ and /l0/. A1l of them are number words, they are
'three', ‘'nine', 'two’', 'seven' and 'six' separately. Each of them is used to
represent a different tone. Three pairs of words with the stops in question at
three artfculatory places are chosen for the second syllable. They are:
/pe/vs./be/, /te/vs./de/ and /kwe/vs/gwe/. The total number of tokens for .
this experiment is 5x2x3x10=300. L

From the waveforms, it is clear that most of the word-internal b, d and |
g's have voicing during the entire closure, but not the p, t and k's. Thus,
in this word=-internal position the difference of two st>p types also appears as
a voice-voiceless contrast. This is the reason for many previous studies to
call them "real voiced stops“(Chao, Cao, Shi). But the word-internal voiced-
voiceless contrast is not consistent in all tonal environments. The
{nteresting thing is that in disyllabic words with tone 5 (11 + 23), neither
stop shows any voicing.

This {s not difficult to understand. A .hough stress contrasts have not
been described in Wu dialects, in fact they exist and correlate well with
tones within words. The contour of intensity has a similar change as the
pitch contour. So the independence of the stress usuaily will be ignored. But
here the relationship between the pattern of stress and voicing causes our
attention. In all five disyllabic tonec only tone 5 has the weak+strong
pattern, while others have the strong+weak pattern instead. The 1 ck of
voicing in tone 5 indicates that if the second syllable is stressed the
contrast between these two stops is still pretty much 1ike that found at
initial position. Thus it is necessary to measure the closure duration and FO
in order to classify these stops.

In the word-internal position, if there is voicing for b, d and g's, the
duration of voicing equals the duration of closure duration and equals the VOT
duration. So here we only measure the closure duration for both p, t and k's
and b, d and g's. The durations of five periods after the burst are also
measured 1{ke what we did in monosyllabic words. The results are shown below:

p.t.k b.d.g

Tone 1 mean s.d. range mean s.d. ran,?

clo 123,18 12.98 €7.5-146.9 70.61 11.01 53.4- 92.5

FO1 12.54 1.22 9.6~ 14.6 12.75 1.22 10.6~ 15.4

FO2 13,18 0.82 12.2- 16,0 13.74 1.08 11.8- 16.4 *
FO3 14.40 0.98 13.0- 17.0 14.16 0.96 12,2~ 16.4
FO4 14.90 1,22 13.0- 18.0 14,58 1.06 12.8~ 16.8
FOS 15.60 1.28 14.0- 18.8 15,16 1.22 13.2- 17.4

(A

oo
feant,
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Tone 2 mean s.d. range mear s.d. range

clo 129.33 15.92 110.7-154.6 82.39 11.15 59.7-106.9
Fo1 4.86 0.54 J.8- 6.0 5.48 0.76 4.0- 6.8
Fo2 5.32 0.52 4.2- 6.0 5.88 0.54 4.6- 6.8
F03 5.40 0.52 4.4~ 6.4 5.88 0.52 4.6- 6.6
Fo4 5.40 0.50 4.4- 6.0 5.84 0.56 4.6- 6.6
F0S 5.42 0.52 4.6- 6.2 5.80 0.48 4.6- 6.6
Tone 3 mean s.d. range mean s.d. range

clo 133.49 17.38 90.9~-163.2 105.86 22.85 72.1-130.2
Fo1 5.08 0.74 3.4~ 6.2 6.46 1.38 5.0~ 7.6
Fo2 5.80 0.66 4.4~ 7.0 6.76 1.42 §.4- 7.8
FO3 5.82 0.68 4.6- 6.8 6.78 1.46 5.4- 7.8
Foa 5.82 0.64 4.6- 7.0 6.82 1.46 §.6- 7.8
FOS 5.82 0.68 4.6- 7.0 6.78 1.44 5.6~ 7.8
Tone 4 mean s.d. range mean s.d. range

clo 186.60 26.39 143.0-240.2 143.04 26.45 90.7-169.8
Fo1 4.93 0.60 3.6~ 5.8 5.67 0.71 4.2- 6.8
Fo2 5.56 0.57 4.2- 6.4 6.2 0.65 4.8~ 6.8
Fo3 5.7 0.58 4.2- 6.4 6.15 0.59 4.8- 6.8
Fo4 5.68 0.56 4.6- 6.4 6.11 0.55 4.8- 6.6
FoS 5.69 0.55 4.4~ 6.4 6.08 0.58 4.8~ 6.8
Tone 5 mean s.d. range mean s.d. range

clo 217.81 18.80 189.6-268.8 136.64 18.22 110.0-181.0
Fo1 6.83 0.73 5.4- 8.0 7.60 0.94 5.8~ 9.4
Fo2 7.13 0.64 5.8~ 3.9 8.02 0.89 6.4~ 10.0
£03 7.18 0.69 5.8~ 8.2 8.11 0.84 6.2- 9.6
Fo4 7.25 0.70 5.8- 8.0 8.12 0.87 6.4- 9.2
FOS 7.31 0.72 5.6- 8.4 8.04 0.78 6.4- 9.2

N = 30

The results can be summarized as follows: 1) The average value of

closure duration for p, t and k's are longer than - » for b, d and g's in the

same tones. 2) The difference is relative not absolute. It means that the P,
t and k's has a longer duration than b, d and gs only in the same tonal
environment, not 211 the closure durations for p, t and k's are longer than b,
d and g's. For example, the closure duration for p, t and k's in tone 3 is
109.5 msec. which is shorter than the closure duration for b, d and g's in
tone 4 which is 143.0 msec.. Here we do not wish to explain these
compensatory lengthening of the closure duration caused by the duration of
preceding syllables, because the comparisons we interested in are only within
each tonal category.

3) The durations of five periods on the average are shorter for the p, t
and k's in tone 2, 3, 4 and 5, but it is in the opposite way in tone 1. 4)
1ike what wo see in monosyllabic tones, the phenomenon of overlapping i also
in the data of disyllabic words.

In order to explain ~hese numbers, the same Hotelling's T~square test ig
applied to the differences of two types of stops within the same tone. The
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results (F values) are listed below: .
Tones 1 2 3 4 5
F=value 44.78 28.177 24 .40 11.52 54.50

F(6.50) = 3.19 (&= 0.01)

These F valuec tell us that in all the dicyllabic tonez T'e p, t and ks
are significantly different (> 2.19) from the b, d and g's in the same Tone.
Here we like to know the contribution of closure curation and FOQ to the total
differences. The post—~hoc test shows the F values below:

o e —— it o3 ¢ g

1 2 3 4 S
clo. 43.55 26.65 4.23 6.21 43.93
FO1 0.02 1.89 3.51 2.88 1.90
F02 0.1 2.58 1.72 2.49 3.01
FO2 0.25 1.96 1.64 1.24 3.32 i
FO4 0.28 1.5¢ 1.82 1.32 2.179
FOS 0.34 1.33 1.63 1.1 2.14 '

The first row is the F value of the closure durations which show s us
that the closure duration of two different stops are significantly different(>
3.19) in 211 five disyliabic tones. From second row to sixth row are the F
values for five periods after the release of the closure. Except the FO1 in
tone 3, all the F values shows that the difference caused by the different
stops are not significantly different(< 3.19), although the average value
suggests that FO after p, t and k's are higher then b, d and g's. Again, from
another angle it shows that, as we had found in monosyllabic words, the
tonal influence is dominanct.

)
1
1
i

Discussion:

From the deta and statistical results, we see that the closura
duration efficiently classifies between p, t and k's and b, d and g's. On the
other hand. the traditionally used acoustic cues VOT and F0 are not } P
satisfactory here. From an articulatory point of view, both methcds paid X
attention only to the glottal gesture, VOT refers to the relationship between
the supraglottal closure release (the end point of closure duration) and the
onset time of vocal folds vibration. And the FO0 is also only concerned with
the rate of vibration of the vocal folds after the closure release.

A complete account of stop sounds the closure period must aiso be taken
into account. 8ut in many acoustic studies this main part of stop sound
production has been ignored. Loy

Speech sounds differ from each other along several dimensions. This means,
that in some languages the stop sounds can be classified in more than one way- E
In Engl.sh, for instance, the stops differ not only along the voiced-voiceless
dimension, but along the tense-lax dimension as well. We have no reason to
say that voice-voiceless or tense-lax is the only or the best way to do the
classification in all the languages. But, as shown in Figure 2 below, w.ather
the stops have voice-voiceless distinction or not and no matter what

+
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phonological positions they occur in, closure duration s always a reliable
indicator.

Figure 2 has two displays. The length of the lines in Figure 2 shows the
closure durations of the stops, each line showing the average over 30 samples.
The divisions on the base line marks off increments of §0 msc. In the left
display of monosyllabic samzles, the top 1ine shows that the average closure
duration for p, t, and k with tone 1 is 157.8 msc, as reported in Experinent 1
earlier. Since both types of stops occur in the second syllable, the right
display shows the 1ine in pairs, as reported in Experiment 2 sarlier. The
upper 1ine in the top pair shows that the average closure duration for p., t,
and k with tone 1 is 123.2 msc., the lower line in the top pair shows that the
average duration for b, d, and g with tone 1 is 70.6 msc.

po
-

[

Here we used closure duration to study the Stop sound in a tone language
and got a clear classification between the two types of unaspirated stop
sounds. Sinte the stops at initial positions are all voiceless, the name
"voiced”, strictly speaking, is a misnomer. The contradiction between the
conventional name of & sound and phonetic reality of a sound is clear in this
case. The right result from the measurements of closure duration does not
necessarily indicate that the contrast between these stops only exists in one
variable. Rather, it is a multidimensional phenomenon. 8ut the importance of
each variable 4s difi2rent. This was evalueated by the means of the
statistical tests discussed above.

Conclusion:

It turns out that the term "stop” was aptly chosen, since the most
effective classifier of stop sounds is the duration for which the sound is
stopped. A recent study on the aerodynamics of Korean stops (Dart, 1987)
reports that the fortis stops show a higher intraoral pressure. But the
fortis stops are produced with longer closure durations as well. 1f we assume
that the amount of air flow from the lungs to the speech tract remains
approximately constant, then the higher pressure is simply a consequence of
the longer closure duratifon.
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Although the b, d, g discussed here are sometimes voiced, in word-
internal positions, they are not voiced in general Even though both types of
stops are unvoiced and unaspirated, the b, d, and g have 2 significantly
shorter closure duration.

Another central aspect of this study s that we tried to take fully dinto
account that fact that a contrast is typically implemented multi-
dimensicnally, that is, simultaneously along several phonetic parameters.

The situation is more complex in tone languages., such as the Shanghainese
reported hore, where one parameter, in this case FO, has many uses (Wang,
1972). 1In such situations, statistical procedures are especially necessary
for evaluating the relative importance of the various parameters for different
contrasts.
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Silent Features and Syntactic Analysis

Jack Hoeksema, University of I :nnsylvania

1. What are silent features?

The use of features to distinguish within a given class of expressions various subclasses is by now an accepted
practice among Syntacticians, as it has been for some time in phonology. For instance, if one wants to
distinguish mass nouns from count nouns, it is convenient to add a feature [COUNT] to the grammar and to
mark some of the nouns as [+COUNT] and the rest as [-COUNT). Usually, features do not create a strict
partitioning of the set of expressions to which they apply. For example, some nouns are both [+ COUNT] and
[- COUNT]. Some overlap of the extensions of the feature values, so to speak, must be allowed. Note that this
is in genc: al not true in phonology. A phoneme is marked either positively or negatively for a given feature, but
not both. However, a tacit assumption among syntacticians seems to be that the values for a syntactic feature
may not pick out sets which completely overlap with one another, i.c. identical sets. One simply does not find
syntactic descriptions which emyloy a binary feature [@F] such that every expression which is (+F] is also [-F).
In this paper, features such as {@F] will be referred to as "silent features”.

Silent features should not be confused with the "covert categories” of Zwicky (1986). The latter are categories
which are not expressed by the rules of inflectional morphology. For instance, the difference between past and
present tense is morphelogically marked in English, and hence we can say that [TPNISE] is an overt category of
English. On the other hand, the difference between transitive and intransitive verbs is not expressed by the rules
of English inflectional morphology, and so transitivity is & covert category in that sense. However, itis by no
means a silent category, of course, since the set of transitive verbs in English is not coextensive with the set of
intransitive verbs. It is not hard to see that every silent feature 13 going to be & covert feature, but not vice versa.
In a sense, silent features are maximally covert in the sense that they cannot be distinguished by their
"extensions”: the set of expressions that bears the + value is the same as the set of expressions that bears the -
value. Borrowing a term from formal semantics, we might call such oppositions intensional,

Actually, my concern is mainly with features which are silent in a somewhat weaker sense: namely, features
which DO pick out differcnt sets of expressions, but not within certain domains. In other words, my concern is
with features which are sometimes silent. Having made the observation that linguists typically do not invoke
silent features, one might be tempted to reformulate it as a constraint on syntactic theocy (Cooper 1986, cited in
Zwicky 1985, 1986 has made just such a proposal):

(1) The Silent Feature Constraint
No grammar may employ silent features,

. -~ 210 -
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One inight argue at this point that this constraint need not be stipulated as a special metacondition on syntactic
theory, but could be made to follow from other more geoeral methodological peinciples, such as Occam’s
Razor, In the case of features which never do any work, this seems to be the right way to go. However, the
more interesting formulation of the constraint is the one which rules out 225 feature which is silent with respect
to some category C (such that C[+F] does not pick out a different set of expressions than C[-F]). Iam going to
attack the strong interpretation of (1) from another direction. Rather than saying that it is superfiuous, I will
argue that it is wrong, given some relatively uncontroversial assumptions about syntactic metatheory.

2, German Adjective Agreement in GPSG.

The only cument syntactic theary which bas something interesting to say about agreement phenomena is
Generalized Phrase Structure Grammar (oc GPSG). Two basic principles govern the distribution of agreement
features in syntactic trees, namely the Control Agreement Principle (CAP), and the Head Feature Convention
(HFC). For an extensive discussion of these principles and their formalization, see Gazdar, Klein, Pullum and
Sag (1985). For our purposes it is sufficient to note the following. Features come in several flavours: we have
so-called head features, foot features and agreement features and general principles as well as language-specific
atipulations (which may override the general principles) determine where these features may occur,

'IheHPCmmthuthehadofacomﬁtuanhutheumexpedﬁwiomforthehudfwmesumemother
node, I!numbcrinhudfumre.thiswwldexphinwhyaplunlnounphxwmnymthnveasingulunounu
its head. 'lthAPstamthnafuwiomlexprmionhutheumespedﬁcadcnsfcrtbeammemfwmun
its argument. Soifweviewdewnninenufunetionllexpmsiomuldngnomimkutlnirargumu,and
number is also an agreement feature, then it s explained why a plural nominal may not be combined with a

Withthhinmind.letmnowukeaquicklookn the facts of German adjective agreement, which have been
discussed recently by Zwicky ina GPSG setting (see Zwicky 1985). In German, the morphological shape of the
adjecﬁveildetumimdmjunbythemn(uinmnmﬂmnichmmmwimadjecﬁnmm
such as the Romance languages), but also by the type of the determiner. The agreement parameters are number,
gender, case and determiner class, as the following examples show:

(2) Number agreement

alier Mann “old man"
alte Macaner "old men®

(3) Gender agreement
alter Mann "old man® (Masc)

alte Frau "old woman" )
altes Haus “old house” (Neut)

l{llC %LQ
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(4) Case agreement

alter Mann NOM
#3ten Mannes GEN
sltem Manne DAT
alteaMann ACC

(5) Det-class agreement

alter Mann (zero determiner: class I)
der alte Mann "the old man" (der: clags )
ksin alter Mann "no old man” (kein: class IIT)

alte Maenner "old men™ (class I)
dic alten Maenner "the old men” (class I)
keine alten Macnner "no old men” (class II)

(In (5), the first set of examples establishes the difference between class I ai.a Il on the one hand and class T on
the other hand; the second set shows the difference between class I and class 1) I assume here, with Zwicky,
that German noun phrases such as "der alte Mana" have the following structure:

(6) /N"\ ’

dar alts

The agreement facts can be described very clegantly if we assume that NPs are marked for the class-feature of
their determiners and that this feature is a head and agreement feature. By the HFC, the N* and N nodes will
have the same specification for this feature as the top node and by *he CAP, the determiner and the adjective
will receive this specification as well. Indirectly it is breught about that the adjective and the determiner agree.
No special stipulations are needed, since all the work is done by the HFC and the CAP. Zwicky, however, does
not choose this option, because the determiner-class feature would be silent for the nouns: in Geoman, nouns are
not distinguished with respect 1o the class of the determiner they take. (In addition, Zwicky argues that
agreement features must be taken from a universal list of features with semantic content, The de*erminer-class
feature has no clearcut semantic import. However, this requirement seems to be much too strong: it would rule
out an account of gender and case agreement in terms of the CAP as well.) Instead of employing the CAP and
HFC, Zwicky makes use of a parochial rule of Declension Government and another rule of Declension
Inheritance. The first rule gives the N sister of the determiner the same specification for the determiner-class
feature as the determiner itself and the second one transmits this specification to the AP dominated by the N*.

)




- 213 -

In this way, there is no need to mark the noun for the feature as well, Note, however, that this analysis not only
postulates rules which are not needed under the earlier account but also weakens the interest of the overall

theory. The more we let parochial rules do the actual work, the less the explanatory load of the universal
peinciples will be,

At this point, one might remark that my account predicts the possibility of there being a language in which the
noun agrees with the determiner, This language would be just like German, except that the agreement feature is
not silent. As & matter of fact, such languages exist; Nocwegian (Lapointe 1984) and Arabic (Brwin 1963) have
definiteness agreement markers on nouns.

To:umup:thoughtheduermim-chufmureisnotovuﬂymarkedinGmnnouns.thereisnomsonw
assume any incompatibility of this feature with those that characterize nouns. By allowing it as a silent feature,
a simple and very;cneulwcwmoflheGamnadjecﬁvelmmfmmbegivem It seems fair to say
that the prohibition of silent features peevents one here to achieve 2 goal which is csnsidered highly desirable in
linguistics, namely to derive the facts of a patticular language frcun universal principles and minimal
assumptions about the language in question.

3. Silent features elsewhere,

‘The determiner-class feature discussed in the preceding section is silent within the set of nouns, but not within
the sets of adjectives and determiners. Features which are silent within some sts; but articulated within others
re ot as uncommon & ight as one might think, Coasider for instance English subject-predicate agreement. It
isusually said that the finite verb phrase in English agrees in number and person with the subject. However, the
distinction between first and second person is overt only when the verb is 'be’. Suppose that we set up the
person features in terms of two binary distinctions, one distinguishing the third person from the other two (as
seems reasonable on semantic and syntactic grounds) and one which distinguishes the first f:om the second
person. The latter fextira is a silent feature for all verbs but *be’. This verb has a number of properties which
set it apart from most other verds, for instance the fact that it is an auxiliary verb. For all verbs with the feature
(-AUX], then, the opposition between first and second person is entirely covert. Within the auxiliary verbs, the
opposition is covert for all verbs whi . % not have the feature [+COPULA]).

A very similar story could be told about the English Case features, which must be assumed for noun phrases in
order to describe the distribution of pronominals. However, for all non-pronominal NPs, the NOM/ACC
distinction is covert and silent. Again, the simplest syntactic description sets up a feature which does not do any
woek in the majority of cases. One could try to get around this case by stipulating that ACC is the default case
(following Gazdar, Klein, Pullum and Sag 1985), and that NOM is assigned only to subject pronouns (NPs with
the feature (+PRO) agreeing with & finite verb phrase). However, that would entail a case marking system quite
unlike that of other Indoeuropean languages. Furthermore, it still would not mean that there is no NOM/ACC
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distinction in the nonpronominal noun phrases. Rather, nominative nonpronominal noun phrases would still be
grammatical, but never used in the construction of grammatical sentences. This commits one to a rather
baroque ontology, it appears.

My final example comes from English relative clauses. The relative pronoun who is usually considered to be a
third-person proooun, but it behaves like a first or second person NP whenever its antecedent is *I' or "you’
respectively, as the agreement in the following examples shows:

(7) a. 1 who am your friend
b. You who are so bright

We must assume that the relative pronoun who agrees in person (and number) with its antecedent. However,
the person and number distinctions are always silent within the class of relative pronouns.

4, Concluding remarks.

The situation sketched in section 2, where a maximally general descripnon of German agreement facts led to a
feature distinction which is covert in the class of nouns but overt in the classes of determiners and adjectives has
been argued to be not uncommon. Feature systems typically have some redundancy, in the sense that not every
combination of feature specifications picks out a different set of expressions.
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