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Abstract N

The focus of this study was on the‘visual ahalysis of timé saries
data for evaluating educational progfams. Two characteristics of the
' data--thgnges in slope and variabi]ity--and two characteri;ffcs of
evaluation--training in ’data utilization and . the use. of
aim]ines/déc%sion rules--were manipulated. A total of 51 students
aqd/or teachers in education evaluated a sef of 28 graphs on two
dimensions; (a) Was the program depicted on the graph .an effective'
progran? énd (b) What about the data suppbrtéd such a coﬁc]usion?
Findings of the study indiéated that visual analysis is not very
reliable for evaluating educational prbgrams,_ and is influencéd
considerably by the chgracferisfics of the data array (specifically,
'slope and variébility). Training in data utilization or the use of
aimlines didfnot'appear to béﬂparticularly powerful procedures for
improving visual ana]ysis; At the sa;e tfﬁe, the findings indicated
,be§éluation consistént with establfshed data analysis paradigms.

Implications for training in visual analysis are discussed.



Visual Analysis of Time Series Data: o ’f/g'
Factors of Influence and Level of Reliability '

While behavioral interventions have been well documented' and
empirjca11y'supported over the past several decades, the appropriate
analysis of behavioral data has not been explicated with the same
results. Most behavioral reseérch is based upon, indeed predicated
upon, the use of time-series data, which typically are graphed on
either equal-interval or semi-log graphs. Until recently, there have
been ver few methods available for analyzing such data.

 The historical roots of the experimental analysis of behavior .
(Sidman; 1960; Skinner, 1953) have held theoretical and practical sway
against the use of statistics in data analysis. .The visual analysis
of graphed ‘data: has been the most accepted basis for judgments of the
adequacy and meanfngfu]ness of interventions:

determination of éhange is dependent on the change being.of

' sufficient magnitude to be apparent to the eye.. Compared
i with .the potential algebraic sophistication of statistical

- tests of -significance, (not always realized in practice),

the above procedure ‘usually is relatively insensitive.

(Parsonson & Baer, 1978, p. 111)

That is, it is contended that the reliance upon visual analysis, an -
admittedly Tles: sensitive measurement tecHnique, results 1in an

inherent bias against the selection of weak éhd un§tab1e‘variab1es
(Baer, Wolf, &_Ris!éy, 1968). Minor effects -are not seen as "change:"

There is a Very']ow probability of Type I errors and consequently
a high probabi]ity'of Type 11 errors. Type I errors.result when a
conclusion of "an effect" is made when in actuality no effect is
present. Tyve II errors represent an error in the opposite direction:

« ' a conclusion of "no effect" is made when, iax reality, an effect is
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present.  Pechacek (1978) investigated the validity of N=l desijns
(botr reversal and wultiple base]ine designs) by means of a
probabilistic model using visual analysis of effects as his criterion.
Given three possible outcomes (increase, decrease, or no change in
behavior), both the basic ABAB design and mu1t1p1e baseline designs

using four baselines were found to possess a probabi]ity estimate of"

~Type I error well below the traditional' .05 level. Although

statistical ana]ysis'would often simply corroborete such findings, it
is a]so true that effects wou]d have been found for many less powerfu]
and stable variables, serving “on]y to confound, complicate, and de]ay
the deve]opment of a functional analysis of behavior" (Parsonson &
Baer, 1978, p. 113). [It.is quite likely that if statistical analysis
is.needed to demonstrate certain effects, there W111 be problems “in
replicating those effects later (Kazdin, 1976).

Furthermore, as Michael (1974) notes, an emphasis on statistics

~and the elaboration of stat1st1ca1 contro]l of unwanted sources of

variation in the dependent variable, will likely resu]t in a.reduction
in the necessity for developing exper1menta1 control. The harmful
consequences engendered in devoting more time and effort to the use of :
statisttcs include the loss of a -source of'_ideas for further
experimeqtdtion, reliance upon less useful know]edge'having limited
app]icabi]it&, the design of experimehts having‘1e55-genera]ity_and
“rep]fcqbi]ity;ﬁ _excessive dependence upon Statistica]l tests of
significance, end experiﬁents being designed in more complex and less
flexible manners. In the final analysis, he belijeves that time spent

in Tlearning how to use and interpret statistical procedures will-

~——
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simply take time away from tne primary’ subjéct of interest, ‘a

functjonal analysis of behavior,
An unfortunate side effect of this controversy is that far more
effort has been invested in the development o% statistical procedures

than in explicating important_variables in visual analysis. This is

an important line of research -in which more attention 'needs~ to be

given to the technology of graphing and the development of major

gu%delines for use in “seeing change." Although visual analysis' has

been the most frequently used procedure. for data analysis in applied

behavioral research, there is little empirical evidence regarding its

technical adeqﬁaéy. Most of the studies thaf‘have_been conducted have

compared vis.al analysis with statistical-analysis. This research

indicates that inconsistent conclusions have occurred in Judging N=1

data through visual analysis when comparea to statistical inference
criteria (DeProspero & Cohen, 1979; Glass, Willson, & Gottman, 1975;
Jones, Vayght, & Weinrott, 1977; Jones, Weinrott, & Vaught, 1975),

_ These invesﬁigations clearly demonstrate that visual analysis of
time series data may be suspact when compared to stafistica] aha]ysis;
Howéver, it -also is important to know what aspécts ‘threaten the

statistical cdnf?usion validity (Cook & Campbell, 1976) of this type

of analysis. A better understanding of the ;components of visual

analysis would provide a basis for improving its accuracy and

reliability. Three studies have been conducted with this purpose in

agreemeqt in visual judgment could Be attributed reliably to certain

8

DeProspero and Cohen (1979) investigated the degree to which -
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features of the graph. Using a set of simulated "ABAB reversal

‘design" graphs, they.systematically varied the pattern and degree of

mean shift across phases, variability within phases, ahd trend. Their
results {indicated “that the pattern of mean shift was a critical
characteristic, with ‘the average rating of effectjveness falling off
véry rapidly for any pattern other than the “fdea]" one of change
congruent with the hythhesized effect; They also found the degree of
mean shift to have a re]iab]é effect upon the average rating. The
interréter;agreement of the judges in this study was .61 overall; no
data were'.reported on re]iabi}it& within each of the graphic
charqcteristics investigated. The evaluative criteria employed by the
judges ‘fell into four c]ﬁster statements. Most frequently mentionéd
was the topography of the scores - their trend, means, and stabiHity.
The format of presentation was mentioned next most frequently,
followed by intra- and extra-experimental concerns. A]though
DeProspero and Cohen (1979) "attemptgd to assess the factors
éontributing to reliable or wunreliable visual .Judgmeht," they
concTﬁded that "graphic characteristics appear to determine judgmehts
in concert rather than singly" (p. 578).

An investigation to ascertain the extentl to which serial
dependency influenced the agreement betweén inferences based on visual
or time-series ana]yéis was conducted by Jones, Weinrott,_anq Vaught-'

(1978). JABA_grapﬁs were presented to judges well versed in behavior

charting and they were asked whether a meaningfu] change in level had

been demonstrated from one phase to another. The authors seiected

‘graphs in which the effects were sufficiently "nonobvious” to *warrant
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critical analysis, and serial dependency was apparent. The graphs

were blocked further into three different levels'of serial dependency

. by two levels of significance of differcnce in ?eve] between phases.

Their results indicated that agreement between visual analysis and
time-series analysis werésinversely re]ated to. the magnitude of the
serial dgpendency in fhe scores. _That is, the more §er1a1 dependency.
present (with a significant difference in level), the leﬁs reliable
visual analysis tended to be, Furthermore, they found thatbvisual énd
time-series 1nferencesragreed better when the statistical test showed
non-significént changes in Tlevel than when significant ;hanges in
level ‘were indicéted. Finally, an ihteraction effect was present in
which visual and time-series inferences agreed most when the data
showed neither serial dependency nor significant differences in level.
In effect, Jjudges tended to agree with time-series analysis that no
effect was present but disagreed most when an effect was present.
Intercorrelations among the 11 judges ranged from .04 to .79, with a
median of .39, suggesting .fairly low conéensus among judges and
indicting the dependabi]ity of visual inferences. However, there was -
no-re]atidnship found between the re]iapi]ity,of the judges and the
degree of agreement with time-series inferences. |

Jones et.al. (1978) consider their findings'(iow agreement with -
high serial dependency and statistically reliable changes in level,
and high agreement with low serial dependéncy and unreliable .changes

in level) to be contrary to the unlikely and/or undesirab]e.purpose of

" research using an operant- paradigm. Thsy conclude that "statistically

reliable éXperimental effects may be more often overlooked by visual

10



6
appraisals of data than nonmeaningful effects" (p. 280). Their
suggestion to use time-series analysis to supplement visual anal&sis
(Joneslet al., 1977) would result in an 1increase in the number of -
meaningful changes inferred. .
The final study (Wempold & Furlong, 1981) of visual inference
focused on an explication based on schema theory. It was hypothesized
that the‘process of visually analyzing time series. data was primarily
a classification problem controlled by previous training in visual
infereqce through the use oflmodel datg - prototypes and exemp]afs.
Furthermore, this training typica]]y' has heen characterized by thé
presentation of prototypes and exemplars demonstrating large changes
and little variability (small distance exemplars) in sing]e subject
designs. | "
The'primary purpose of fhe study by Wampold and Furlong was to
| compare graph analyses of supjects trained in different analytic
“procedures. Specificé]]y,‘{; Was\hypotﬁesized-that subjects traineds
in behavior analysis (with a focus on prototype§ anﬁvsmali distance
exemplars) would analyze graphed data differently than 'subjeéts
trafned in "advanced statistical procedures (having 1ittle or no
contact - with the prototype or exemplars typically found.~in the
behavioral literature).  Additionally, the ability to diScrimihate
between different intervention_effects was investigated“by‘ana]yzing’
differeﬁtia] reactions to graphs that demonstrated either a change in
level, a change in trend,’or a change in both level and trend. .
The §timu1us materia]s to which'all subjects. responded included a

series of three graphs, two of which were kept functionally equiva]enﬁ
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(had the same size of 1nter98ntion effect 1in relation to the
variation), and the 'third depicting a smaller intervention effect
(relative to the variabi}ity). In addition, each of these three types
of graphs displayed a chaqge from phase 1 fo phase 2 in: (a) level,
(b) trend, or (c) level and trend. ‘

The results from this research -provided support "for the
hypothesis that subjects trained primarily in visual inference would
be more prone to attend to.large differences while ignoring variation
in graphic data than would subjects primarily trained in statistics"
(p. 89).' Additionally, it was determined that the subjects trained
in visual inference were less able to différentiate the intervention
effects than were the subjects traiﬁed in classical statistical
procedures. It must be noted, however, that neither group performed
the sor?ing task exceptionally well, with only 36% of tﬁe N=1 subjects
and 50%nof the statistically trained group responding appropriately to
the experimenta] stimuli.

In summary, it appears that visual analysis of'time series data
is a tenuous_proposition at best and is influenced negatiQe]y'by such

characteristics of the data as: ' (a) nonconformity to an ideal and

'hypothesized pattern; (b) serial dependency; and (c) variability

re]aﬁive to certain changes in slope and trend. Hdwevef, the studies
have differed in major ways, including the stimulus materia]g used in
the Eésearch aﬁd'the population of subjects examined. Thé-ph;pose of
this research was to examine another variation in methodology and to
focus on additional characteristics of time series data that inf]uencg

visual analysis. The main reason for this pursuit is related to the

| 12
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shortcom1ngs of preV1ous research The DeProspero and Cohen (1979)"
study provided few mean1ngfu1 or specific f1nd1ngs having 1mp11cations

for improving the visual analysis .of time - ser1es data. The Jones et

“al. (1978) study man1pu1ated a stat1st1ca1 var1ab1e not read11y,

amenab]e to man1pu1at1on in the f1e1d, aTthough the f1nd1ngs are qu1te

reTerant;_ F1na11y, Wampon and. Furlong (1981) 1looked at° change

.between different time series rather than within various’ time series,

. Timiting any interpretations that can be made.

As important as these methodological considerations are, however,_

the. popuTatfonS"of‘subjects used by these researchers'provide'another:fm

cr1t1caT reason for conduct1ng further research.s The subJects in th1s

. prev1ous research were graduate students and/or profess1onals. w1th.

cons1derab1e exper1ence in data ana xsgs, ‘Because of this, th1s

- previous research s1mp1y‘ has been 1nadequate for answering the
'“quest1on of the effects of tra1n1ng on schooT ‘teachers. The foCus of
iﬁthe current research ‘was on the 1nterpretat1on of time series data for

u.‘irpurposes of making educat1ona1 dec1s1ons-'1nvo]ved 1h" program
;evaluat1on.» Therefore; to provide external 'validity to this
»ﬁ1nvest1gat1on it was 1mperat1ve that the popu]at1on of subJects

. sampTed was appr0pr1ate to the popu]at1on of . public schooT educators. '

Method o P

Subjects for this study were in=service and pre-service teachers

from'three:different locations around a Targe midwestern city. Two of

the s1tes were schooT d1str1cts, account1ng for nine of the subJects,

all of whom were currently .teaching. Teachers in these two sites were

i .- "ti R | -r: .Jlfi



. White,’ 1971), variability (using tota
. g _ .

'Lindsley,’1972), and overlap (Parsonﬁ

| the workshop also was devoted to t

deve1qpment'_of' measurement techniqu

determine. performance. discrepancies,

randomly asgigned to different treatment conditions,

N
with the three

ubjects from one d1str1ct assigned to the experimental grodﬁéand the

six from the other district ass1gned to the cont¥si grogp.sgi

The remaining 42 subJects were s

tudents taking a reqUired special

education class at a large midwestern university. Most subjects were

currently teaching or were former teachers.

'Subjects from  this pool

were randomly assigned to treatmeht‘groups in propdrtion to the number

needed for bringing both groups to

the same size.  Twenty students

were assigned to the control group and 28 assighed to the experimental

group .

Training Procedures

-

_ . ' A
' The training of ‘subjects involved both an in-service workshop and~

S —

e 'take-home' training module. The teachers 1n the(exper1menta1 group

were given traintngntn the,aha]ys1s
jnstructiona] programs.
summarizing stgdeht performance and U
Included in the summarization of time}

step changes, medians, slopes (usi

eva]uatlng 1nstruct1on.

The teachers in the control \gr

writjng; and  spelling.

N

of graphed’ data-for evaluating

This enta11ed explanations and exe\s1sey'1n

sing 1t to make interpretatjonQEjyk/)
series data were computations of /“\
ng the split-middle teehnique;

1 bounce;(Pennypacker,‘Koenig; & (
on & Baer, 1978). vA pbrtioh-of ' ‘1§

A
ne .use of this .information for (
S , _ .

e

pup were ‘given training in the

es in the areas of reading,

They'were trained in assessing students to

sampling curriculum materials to

14
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* find an appropriate instructional level, and developing a measurement’

 §ystgm-to monitor studentﬁimproVement,

.’Both workshops- lasted approximately 2% houré. Following the
workshop@ the exberimenta] materials (jraphs; respbnse -sheets, and
direct{ons)‘fdr 14 graphs were Qistribﬁted. Following completion of
these gfaphs (which ranged_from one week fof the subjects in:the class
to threé'weeks‘for subjects in the schools), a;second set of 14 gfaphs-
were Q§Stributed. ‘The comp]etiqn anq feturnuof this material again
took one week for the subjects - in tHe c]as; and three weeks fdr-thqse

in the schools.

Materials

A'total of 28Adifferent.§raphs was constructed in which slope and }
variability webe systematically  manipulated. . Ton-phases were

displayed in each graphA‘-h 11 data points in- baseline 'and. 15; data

.points in the intervention phase. A vertical line was’ drawn

separating the two phases. The aimline repkesented'a 30% }mproVemént

_over the median of the last three days during baseline. To‘ensure

comparability between the graphs with and without 'aimlines, the

absolute level of thisvmedidh value was ﬁearTy the same across both

.aimline conditions within each respective level of slope. A]thoujh

the slope was mahipu]ated only in the interventioﬁ phase, variabi]ity

was manipulated in both_baseline and during thg intervention. A total‘

of ‘three Tlevels of slope and- four conditions of variability were
included in the.graphs. ~"(Details of the procedures for constructing.
the graphs are pkesehted in Appendix A.) o

With variabi]ity’manipu]atéd in both baseline and ihtervention,

15
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: o AN ,
wo different combinations of varﬁﬁbiQity were included: .'a bounce of

3 dagi points and oneﬁé% 15 data points. For every combination of
, = A : i .

slope, vggjéBHWfty 1hc;eased_(5-15), decfeased_(lS-S); remained_ét the

™ "T ‘ . . . - ]
same low 19ye1~4§:§).or remained at the same’high level (15-15).- This ~
resd]ted°\ggzbg>{;hlowing combinations of graphed data:

~ (a) Six graphs showed an increase in variability frem

' baseline to.intervention from 5 data poin ounce to
15 data points bounce, with a concurrent increase in
slope from 0 to i0 degrees for 2 graphs, an increase . -
from 0 to 15 degrees in two graphs, and an increase from
0 to 20 degrees for the final two graphs.- Of these six
graphs, three had qn/é?ajine drawn in during the
intervention phas€, one for each combination of slope
and variability: -

(b) Six graphs showed a decrease in variability from 15
_data points bounce in baseline to 5 data points bounce
“in the intervention phase. For two of these graphs,
the change in slope from baseline to intervention
involved an increase fram 0 to 10 degrees, two graphs
depicted an increase from 0 to 15 degrees, and two had’
an -increase from 0 to 20 degrees. Again, an aimline
was drawn in on half (three? of the above graphs, one
from each combination, .

(c) Six graphs showed steady (unchanging) variability
-at a low ‘level (5.data points bounce) from baseline
to intervention. Again, the slope changed from 0
to 10 degrees oii two of the graphs, 0 to 15 degrees
on two graphs, and 0 to 20 degrees on the final two
. graphs, For each pair of slope-variability, one had
an aimline and one did not.- ’ ‘

(d) Six graphs showed. steady (unchanging) variability

~at a high level:(15 data points bounce) from baseline
to intervention. Each -level of slope (10, 15, and 20
degrees) was represented; two graphs displayed.a change
‘of 0 to 10 degrees, two graphs displayed a change of

0 to 15 degrees, and two showed-'a change of 0 to 20
degrees. Again, aimlines were present on half of
these - one in each combination of slope-variability.

The final four gréphs had the following characteristics:
(e) Four Qraphs which were givén at time 1 were again

given at time_ 2, with exact1K<thg'same data arra{,
epicted. All of these graphs displayed a low slope



change (0 to 10 degrees) and constant variability

- (either the same low or same high-variability). For
each of the two variability conditions, one had an
aimline present and one had no aimline present.

Dependent Variables |
As noted previously, each subJect was given 14 of the graphs -
1mmed1ate1y fo]]ow1ng training. Each graph had a response-sheet which
included two. pr1mary questions (see Appendix B):
(1) Was the intervention dep1cted on the graph an :
effective one? Response to this question censisted of
rating the effectiveness on a 1-4 scale, with 1 being

definitely not effect1ve and 4 being def1n1te1y
effect1ve

(2) What' about the'data led them to the above conciusion?
. Response to this quest1on was a short answer.
- description of anything in the data array that they were
part1cu1ar1y attent1ve to while mak1ng their Judgment ’
After the first set of 14,3raphs and responses were collected, another

set’ of 14 graphs was d1str1buted The order ‘in wh1ch the graphs were

organized. (and completed) was determ1ned randomly for both groups of'

subjectSw e Y

hResu]tS

- What _ Influence Does Slope and Variability have “on Ratings of

’Intervent1on Effect1veness7

v

The average rat1ngs of 1ntervent1on effect1veness are summarized
in Tab]e 1. A s1gn1f1cant d1fference was found between the three

levels of Slope, F(2,98) = 116.4, p £ .000, and the, four.conditions of

variability, F(3,147) = 14.2, 'p £ .000, as well as the interaction
between slope and variability, F(6,294) = 22.8, p_s_.QOO. The average

ratings for the three levels of slope increased_monotonically for 10,

15, .and 20 degrees, respectively.  For the four conditions of
variability, the average ratings were higher for decreased variability

17
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(2.81) and high constet variau'lity (2.74), and 1ower-for'increased

variability (2.47) and low constant variability {2.45).

- o . S o - " - - - - - .-

The ~ interaction between s]ope and variabiiity is depicted in

_Figure 1. When variabiiity was conetant there was ‘a- linear increase

in the ratings of intervention effi:tiveness across s]ope 1eveis.

When variability changed (either increased or -decreased), similar

'ratings “were given for both of the lower levels of slope (10 and 15

©

degrees), regard]ess of the direction of the change. However, with a.

20 degree s]ope, trere was a substantia]\nncrease in the ‘ratings of

~.

effectifeness when variabiiity decreased, with iittie change in the

‘rating when variabiiity increased.

L R e e il L T X e

~ Data on the reliability of ratings for the three levels of*siope

and four-conditions of variability are summarized in Table 2. The

re]ationship between slope and reliability appeared to be mediated by

the influence of variability. Of the three levels of - slope, the

iowest reliability occurred with the intermediate éiope} level (15

degrees). Whiie'the greatest reliability occurred with- the steepeét'

. s]ope (20 degrees[,'there was one exception. Under ccnditions of

increased. variability, the highest reliability occurred with the '

"lowest slope (10 degrees). When variability decreased, the

S FIULER LN Yoo PR : ," o B R TR

.
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reliability was highést when thg,slope”was'steép-(zo ‘degrees). In'
fhese” ;wo conditions of var{abi]ity, reliabi]ity deteriorated',
toquderabjy with low increases in slope (ffom 10 to 15=degréeé).'
’ ’ | _-----__l--f------_--_--;-n-; ; \\\\.

C - Inseit Téble 2 about here o \\\\\

- - - - - = " o = - 20 = = -

~.

The overall'inf]uencefof'variabi!ity dH\fﬁé\avénggé reliaﬁflity-
of/rqtings was most prdndunced.whgn vériabi]ity increaséd;i\ﬁﬁaér\thgi'
conditﬁon,“the.average ke]iabi]ity:wéS'thelloweSt.‘% Thg-diffefencéj\\\\\§<\;
between the othér conditions of Variabi]ity} howeVer,_was‘considefabiy R
less. The*effect'b? variabi]ity onvreliability a]so‘apbéafed to be
médiatéd by the level 6f slope. With a low slope of 10 degrees, thére
was little 'changé in reliability acrossh-the yarious cdnditions of
variability. When -the slope was- higher. (15 and 20 degrees),
re]iabi]ity changed with changes in variability. For a 15 degree .
slope,’ re]iqbi]ity was highest when variabijity W@S constant (eifher
Tow or high). In :contraét, "with a slope of 20 degrees, the
reiiabi]ity'Was highest whéh’variabi]ity decreased or remained Tow and
éonstant; o . | | _

There appeared to beklittle differehfialleffect'Oﬁ the stability
(reliability) of ratiﬁgé-fﬁom time 1 to'time 2 under conditions of
cohstant.var%q?i]ity (see Table 33% Véry simi]ar«findipgs appeared
whether or not the variability Had'peen 1ow. ' |

- - - - - - - - - - -

- - - - " - e - - -~

ae
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What Influence Does the Use of Aimlines and Training in Data
Utilization have on. Rat1ngs of Intervention Effectiveness?

The results - of the rating of 1ntcrvent1on effect1veness are
summarized in Takle 4 Although a s1gn1f1cant effect was found for
training, F(l 49, = 14,0, p £ .000, there was no effect found -for the

-, use of a1m11ngs, F(1,49) = 0.36, p & .552, or the 1nteract1on between
the use of aimlines and training in data ut111zatjon, F(t,49) =27, p
£ .105, The aversge rating'by trained subjects was less than tne
rating by  untrained subjects. ' In contrast td' this significant

" difference, near]y the same rat1ngs were given when a1m11nes .were

\T\\\\;\} o present as when they were absent. . - _
CTTe T
\\\\\\\\$“\\\\;lﬂ§gtt\Tab1e 4 about here

. . W D w0 WD W W -

What Influence Does the Use of Aimlines and Tra1n1ng\\Jn Data_'
Utilization Have on _the Re11ab111ty of Ratings of Intervent1on

Effect1veness7 ' 5 o ' \\\\\<

There was = Tittle . Qifference in the average reliability '\5$\<\\

' (consensa:) across training and aimline conditicns (see Table 5), with
the range fron_.Sl-.54: Traﬁned subjects were slight}y more reliable

~ when 'aihlines ‘were present (.54 vs ;51), whtle untnajned subjects
"showed no difference'intre]iabi]ity across this dimension (.52). - The .
difference in reliability between trainedhand untrained.subjects was ’_;
very sfight (.01 to .93). J

- P - . W . S an e W -




6 .
‘A greater'difference was abparent'in the reliability of ratfngs'
_over time. for the training and aimline condition (see Table 6).
Trained subjegts nere considerably more reliable from time 1 te.time 2
'thgn. untrained subjects, .regardless of the presance (or‘_]atk)’"ef
ejmlines. While trained subjects were‘mo?evreliable when aimlines
were pnesent than when they were absent untra1hed subjects were

actually more reliable without aimlines from time 1 to t1me 2.

. . . D D o .
’

Nhat Type of Data Dimensions are Ut111zed by Tra1ned and Untra1ned -
nglects in their Ratings of Intervention Effectiveness?

For - each ' graph, subJects were asked- to describeﬂ any
characteristic' of the .data array that “influenced their 'judgments.
The1r responses -were categorized 1nto nine d1mens1ons of . time series
data that summar1ze and describe change over t1me‘ These categor1es :

*were structured_around'ver1ous statistical summar1zations, each one
“bfoviding unique informatiqnvfor evé]uating change in performance. In

mest cases, there were:many different descriptions of any particular

" characteristic of the data, though reference'was obviously to the same

~dimension. Fo]]owing"is_ a list of  the categories and a brief
explanation/definition using the various terms 1isted by the subjects:

(a) Progress - nonspec1f1c statements of changes in Qerformance
over time. Synonomous terms included slope, upward .
ldownward) movement, rate increases (decreases),
acce]erat1on, 1mprovement, gains.

Variabi]itz - descriptions of day—to;day varfefion-in__
-performance. Synonomous terms included scatter, fluctuation,
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range, (in)conSistency, (un)stable, steady, gradual,

« sporadic, (un)predictable. | °

. {(c) Jump - immediate change in performance from the last day of
: . baseline to the first day of the intervention phase. Other
terms included changes in step, or level, and immediate
increase (decrease) in performance.

(d) Direction - comparison of slope from baseline to Tntervention
or within the intervention phase from the beginning to the .
end. Also included in this category were statements
describing a leveling off or a previously flat (downward)
s]ope as now increasing.

- (e) Number of Days of increases and decreases relative to any
_ index: .previous days, baseline, slope, aimline, overlap.
Statements that implied counting-also were included,
allowing for descriptiops of performance as being
"consistently," "never," "always," "the maJority of time"
over (under)  the above indices. . '

_ (f) Goal/Aim - use of goals or aimlines to qualify
interpretations of performance, including any comparison of
- actual to expected performance.

(g) Average Performance - use of a composite summarizing index
for measuring change between baseline and intervention or
within the intervention phase, from beginning to end,
including mean, average, median, or percent

(h) Overlap - reference to the band w1thin which scores fall
' across phases. Any statements taking note of simultaneous
comparison of high and low points between phases were

included in this. category.

(i) Absolute Va]ues - use of numbers from the graph representing
single-point values, including high or low scores and/or
the difference between them, or ‘the last day of baseline, the
last day of intervention and/or the difference between them.

Table 7 contains the means and standard dev1ations of the number
of references - made to each of 'the characteristics. There was no

difference between trained_yand untrained subjects on only two

* .dimensions: progress‘”and' the .number of days improved For the

remaining dimenSions there were significant differences between the -

two groups.: Trained subjects referred more often to every.dimension




18

except absolute values. Untrained subjects referkéd to this

characteristic significantly more often than trained subjects. In
addition, the range of frequencies across the various dimensions was
quite great. Reference was made most often to progress and

vaf{ébility for both groups.  The only dimension not “used very

bfrequently by- trained subjects was absolute vé]ues. In contrast,

untrained subjects rarely referred to jump, direction, and overlap.

Another analysis of this samé variable - frequency of reference
to data characteriétics - was conductgd on the number of different
dimensions mentioned for each graph. ~ The resu]fs. indicated é

significant main effect Tor changes in slope, F(2,98) = 11.2, p £

R

.000. The difference between the three levels of slope revealed an
interesting relationship (see Table 8). More_dimensiong'Were'referred
to when the slope was 15 degrees. In contrast, when‘the s]ope'was 10

or 20 degrees, this number dropped. No significant effects were found

for variability, F(3;147) = .49, p € .690, or the interaction between
~slope and variability, F(6,294) = 1.1, p & .348.

Tnsert‘{ab1e~8 about here ,
\ o i

N\

Table 9 is a SGm&ary' of the frequency of reference to data}

"dimensions as a function of aimline condition and training condition.

A1l three sourcés of variance were found to be significant - both main

&

23
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‘effects - aimlines, F(1,49) = 49.3, p € .000, and training, F(1,49)
: - ‘ | N

39.5, p £ .000, as well as the interaction between them, F(1,49)
82;0; p_g .000. Trained subjects used more dimensions than untrained .
subjects. Fewer dimensions were referenced when a1m11nes were present
than when no a1m]1nes were present. The 1nteract1on between -training
in data ut111zat1on and the use of a1m11nes appears in Figure 2.
While there was no difference between tra1ned and untrained subjects
when aimlines were present, there was a great difference .yhen ‘no
aimlines were'present. In this latter eondition, trained subjectsv
referred to a far greater number of dimensions than the untrained
subjects. | |

Discussidn

In general, the findings from this™ research are consistent and
togica] within- the. framework of data utf]iiation. ﬁ For instance,
successively hidher_jeve]s oflslopelwere rated higher in interventipn
effectiveness and, for the four conditions of variability, the lowest

ratings were given when variability_either'increased or was iow'and
constant while the highest ratings werehgiven uhen variabi]ityleither"
4“%ecreased'or Waslhigh and constant. Both of these interpretations
. would be consistent with established data uti]ization‘upraCtiée:
steeper slopes mean h1gher (faster) rates of 1mprovement and 1ncreased )
variability signifies lack (]oss)\ of control of. those var1ab1es

relevant to performance (Parsonson & Baer, 1978). VYet, the ratings of

.
. ! \\




than consistent control of performance.
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interventions followed by high constant_yariabi]ity were higher than'
those followed by 1low constant variabi]ity. The interpretation
apparently is one of considering errat1c performance as at least
including some high scores, which was v1ewed as a more pos1t1ve aspect

While the above finding was true in general, the presence of an

_1nteraction between slope and variability necessitates a qua]ification~

of that result. The effect of “increased variabi]ﬁty, relative to the

other three conditions, reveals the highest rating of intervention_
effectiveness to occur when the slope is 10 degrees, the Towest by
only a small'margin to occur: when the slope is 15 degrees, and the

lowest by a significant margin to occur when the slope.is 20 degrees.

- That is, when taere is minimal improvement over time (a low slope),

. ) N - . . -
increased variabi]ity is not viewed as a negative component of
performance. As the rate of 1mprovement increases, increases in
var1ab111ty result in lower ratings of effect1veness, re]at1ve to the

other conditions. At the same time, if variability does not change,

"but remains high, ratings of effectiveness also remain high, nearly

the same as if variability had decreased. Again, some mdegree. of

”~-variabi]ity actua]]y.is found acceptable and there is attention to

large changes.

This f1nd1ng is somewhat in keeping with that reported by Wampold

~and Furlong (1981). In that study, subjects fa11ed to appreciate the

functional equivalence ov two different time series in which the

change in. intervention effects were the same relative to the variation

~

present.  That is,  a ‘steeper s]ope or trend (with proportionately

—
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greater variabiiity) shouid be rated the same as a modest slope or
trend, in which the variabi]ity is proportionateiy smaller.” In this "“
study, subjects rated graphs with Tow siope and variability as |
refiections of no 1ntervention effect and graphs w1th~a high s]ope and
high variability as reflecting a very strong intervention effect o
However, -because var1ab111ty was manipuiated in both phases in this | .
study,’ 1t was possible to ascertain subjects' responses to this factor
within a time seriés” (between‘phases),;as weiivasybetween different
/.time series, a condition lacking in the Wampoid'and Furle - (1981)
study. _In analyzing this factor; it is apparent that subj- 2acted-
differentiaiiy to various changes in variabiiity between phases. C
| The findings' for,;the two evaluation :variabies, the use of
aimiines_and training in data utilization, reveaied less of an'effect
and Tless con51stency in the effects. The use of aimlines did not
appear to have any’ s1gn1f1cant effect on: the ratihgs of interventionrw
effectiveness. Subjects rated 1ntervention effect1veness the same’;
regard]ess of the presence (or lack) of aimiines. The apparent effect
of training was to create a more. cautious perspect1ve in eva]uating )
programs, with untrained subjects rating intervention effectiveness
significantiy higher than trained subjects. This may be, in part, a
function of the number of data dimen51ons that trained subjects
attended to during their evaiuations. It is possibie that trained
subjects were attending to  different eiements'of the data array in
concert and not simp]y responding to any one element. .

This character1st1c of:.-time-series data - the capacity of

generating several summary statistics - is both an advantage and a

\ N : . . 2 6
N Lo AN . M -
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disadvantage, There is flexibility in sunmarizjng performance in.nany'
different ways, allowing change to be reflected in a sensitive and
appropriatetmanner, . At the same.time,'the use of such data becomes
- more ”oroblematic; because not' all of the‘ indices are changtng 1n
.concord;withieach~other. That 1s, when the data array dep1cts both an N
increase - inv SIope and var1ab111ty, _ udgments of effects may be‘
- “;tempered -Because the trained subjects had'at their disposalva more'
complete and deta11ed procedure for eva]uat1ng effects, it is poss1b1e
. that the net resu]t ."was “one of noderat1ng conc]uSJons of \
i - effectiveness. » . ! . : |
| ‘The lack of a s1gn1f1cant interaction between the use of a1m11nes
-and tra1n1ng in data- ut1112at1on represents an 1nterest1ng f:nd1ngc'.
It is poss1b1e that - the tra1nlng session - was not effect1ve -and/or the
sk111s deve]oped as a result of tra1n1ng were not suff1cient<'to

Lo ’ d1fferent1ate that .group of subJects from the untra1ned group- That

is, trained subJects eValuated graphs with a1m11nes the same as they

c4

evaluated graphs w1th no a1m11nes, fa111ng to apply the decision rule
) o .

r

'cr1ter1a of . three days above or be]ow the aimline. On the other hand‘
it s poss1b1e that the cr1t1ca1 factor in the tra1n1ng a1m11ne .
1nteract1on 1s the a1m11ne, not the tra1n1ng. A group of untra1ned
subjects may- be eva]uat1ng program effect1veness in. the , same
_dlfferent1a1 manner " on graphs with and’ w1thout aimltnns as subaects o
tra1ned in the use of a1m11ne decigion ru]es. V }

In the former case, the 1mp11cat1on is that tra1n1ng shou]d be

',,more extens1ve ‘than that 1mp1emented in th1s research ' A]though the'

o i -procedures of ana]ys1s and the parad1gm of eva]uat1on were fu]]y
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described and modeled, the“subjects were given very little practice

and, no feedback prior to thejr_ eva]uation of the graphs. In the

latter  argument, .the implication 1is that training in data utilization

" is ' unnecessary, -as_ long as the draphs be1ng evaluated conta1n

aimlines. - Explanation of decision rule cr1ter1a need not .be 1nc1uded

'either. “A simple depiction of peﬁformance re]ative to an aimline is

all that is'necessary.

© Further support for the lack of training hypothesis"comes from an

analysis of re]iability. Not on]y'wes there no'diffekential use of

“ . | . ‘ '
the data by trained and untrained subjects on graphs with and without

| aimlines, but little effect was found for either of the two factors on

the reliability of ratings of intervention effectiveness. Untrained.

subjectsl‘were near]y as reliable as trained subjects, and little

d1fference ex1sted in the use of a1m11nes.. Although trained subjects
were slightly more reliable on graphs with aimlines, untrained

. ] HE . :
subjects were not. Therefore, the use of aimlines without training,

~ does not appear to be a critica1~factor.

“In contrast to the lack  of tJa1n1ng effects on .the ‘use of

aimlines and re]iabj]fty of ratingsj there was an effect on the

stdbi]ity (re]iabi]ity over time) Yat1ngs Trained. subjects were '
more reliable than untra1ned subjects. rat1ngs of effectiveness were |

more reliable when a1m11nes were present; and there was an interaction
B *‘ ‘ .

between_the-usehof aim]jnes.anc tre{ning in data_uti]izatidn,_with
trained sdbjects more reliable on graphs‘with aimlines and.uhtrained
scbjects mdhe.relieble,on graphs withadt ajm1inesc"1n general,  the
hengé end_abso]ute'iajues of'reliahil1ty.cOefficients Qre in keeping

- .k,.-nq‘_;v
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with previous investigations (DeProspero & Qohen,.1978; Jones'et_al.,

1977). Visual analysis'of time series data nas modest reliability at

best.

slope and variability. The effect of variability was most pronounced .

when * it increased (resulting- in .low reliability), with 11ttie

- "difference among reliabilities in the other three"conditions. The

effect of slope was most noticeable when it wés steep (resulting in
the highest reliability). Genera]]y, the d1fferences between the

reliability coefficients for the various cond1t1ons of var1ab111ty

- increased as the s]opes 1ncreased. When the slope was 10 degrees, the

range was from .51-.53; the range was .46-.64 for a. s]obeA et 20

degrees. This finding again indicates that not all data indices are

R .
equivalent stimulus dimensions for rating intervention effectiveness.

When the s]ope is  low, there is 11tt1e d1fferent1at1on and the

absolute level of re11ab111ty qu1te Tow ( 52). ' When the slope is’
- steep, the re11ab111ty of ratings of effect1veness 1s very 1ow (.46)
when var1ab111ty has increased, and modest (. 64) when variab111ty was

Tow and constant Neverthe]ess,-the range is ‘greater w1th_a steepe;

<

evaluating'effectiveness provides a partié] explanation for the low
. Tevels 6f reliability and prob]emstwith treining Subjeﬁts"responses
‘ ref]ected the 1nf1uence of many character1st1cs of the data, rather

"~ than any :s1ng]e d1mens1on.' The three most frequent]y c1ted _

dimensions, however, were those that were man1pu1ated in this study

. »,'2 9

Two factors that appear to -influence reliability include both..

.‘A-'descriptive ana]ysisA of . the data dimensidns utilized for

(G

&
B
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-s]ope,' variability, and aimlines. - In addition, several other

. characteristics appeared 1nf1uent1a[,'great1y expanding the type and.

frequency of 1nteractions possible. 'The dimensions attended to by the,
trained subjects were both more varied and cited with greater
frequency than .those attended to by the untrained subjects. Thus, for’
any g1ven graph the subject's response was under the control of e1ght
different characteristics (for trained subjects) or .s1x d1fferent
characteristjcs (for ontrained subjects), excluding those that rarely '
were consddered ' |

There was also a d1fference 1n the kind of data character1st1cs"
used by tra1ned Versus untra1ned subJects. ' The only dimension.

consdstently referred to more frequently by untrained subjects was

abso]ute values. This particular characteristic is probably the moﬁt

stat1c, least 1nformat1ve, and most poten?;a]]y b1as1n9 of any of the \\

possible dimensions. Given a time-serie§ data array, the use of a
single score to summarize change in performance has many problems, not

the 1least of ‘which” is ‘the fat]ure to .take advantage of that

. Characteristic unique to t1me-ser1es data - changes in scores' over
_time. ‘In contrast the rema1n1ng character1st1cs reflect changes over

. time and consistently were referred to more frequently by tra1ned

subjects. lFurthermore, there‘was an- indication that the data array-

itself infﬁuenced'the number of data characteristics mentioned. It

appears that, in general, when the changes were more obvious, thare -
- was a reliance on fewer characteristics. For instance, the use -of

B a1m11nes _provided . a 'c1ear indication” of relative 1mprovement

resu1t1ng in less re11ance on other data character1st1cs. Or when

1

©
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dimensions‘were referred to in the evaluation proceés. Finally, it
‘was only when the' data becamé'unpredictable (high and cOnstant‘or
increased variability) that reference to other dimensions was
increased. _ | '
In conc]ﬁsion, before an adequate ‘and_'valid analysis of - time
“series data uting Jgisual ?insbection can be established, some
i

cbnsistent data utilization needs to occur. ° As this ‘study has

. demonstrated, there are several factors that influence this process,

1nc1ud1ng:training in data analysis, and the data array'itself. The

fact that these influences all occur together simply makes the task at
hand mqra‘difficult. The simple use of aimlines did not appear to
result -inhereht]y an a bettaf aﬁa]ysis. Rather a Qectsfon—making
system heeds to be empirically established that takes into account
both the fact that Judgment 1s based on several d1mens1ora at the same

“ time and that such factors often conf11ct w1th each otherL

growth was either minimal (10 degrees) or maximal (20 degrees), fewer
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. | - Table 1
| Average Rating of Intervention Effectiveness
for ATl Levels of the Slope and Var1ab111ty Factors

. - Slope ~ :
Variability 10° ., 15° 20°  Average
Increase | 2.6 2.2 2.6 2.5

 Decrease 2.6 2.3 3.4 2.8
Low . 1.9 2.5 3.0 2.5
¢ High N 2.3 2.6 3.3 2.7
Average 2.3 2.4 3.1 2.6




Table 2

Comparison of Trained and Untrained Subjéctsiqn the Re]iabi]%fy of
Ratings (Agreement/Agreement + Disagreement) for Each Combination
- Slope and Variability .

Slope Inc. Var. Dec. Var. Low Var. High Var. "Average
1° 51 .52 .51 .53 52
15° .43 48 51 .52 .49
20° R .62 64 .85 .57
Average . 47 sa .56 a .54 ' .53
- ; )
\\ /’/@/' ’ .
| \\\\\\\\\///,,f\ .
o 35




Table 3

. Re]iabi]ity of Ratings (kgreemeﬁt/Agreement +
Disagreement) from Time 1 to Time 2.
for Graphs with Varfability -Manipulated

\ Low High

52 .. .54

Table 4

The Average Rating of Intervention Effectiveness
for Both Levels of the Aimline and Training Factors

T
( ~ Trained Untrained Average | |
Aim]in;\\\\ - 2.4 2.8 T 2.6
No Aimline '\ - 2.5 2.7 2.6 §
® ’ !
Average - * . \ 2.5

2.8 . 2.6
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Table 5

! ‘ ‘;
v Reliability of Ratings (Agreement/Agreement + Disagreement)
for Both Levels of the Aimline and Training Factor

Trained o ~ Untrained ~
~ Admline - No Aimline Aimline . No Aimline

.54 51 82 4 52

Table 6

Reliability of Rafingé (Agreement/Agreement +
_ Disagreement) from Time 1 to Time 2 by Trained
and Untrained Subjects for Graphs with Aimline Manipulated

Indepéndent : : . . .

Variable Trained :Untra1ned . Ayeragg

Aimline .66 40 53
.53 48 s

_Without Aimline

. Average 62 .44 .52
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Table 7

Average Number of References Made to Various Chairacteristics
of the Data by Trained and Untrained Subjects

Trained Untrained

‘Data _ _ v
Characteristic X S.D.. Min. Max, X S.D. Min. Max.
Progress (slope) -18.5 3.2 14 26 197 55 7 28
Varfability* 21.8 3.6 12 27 157 5.9 5 29
Jump* 9.4 4.8 118 4 1.4v 0 7
Direction* - 6.8 4.6 0 19 2.7 4.2 0 .18
No. Days Improved 7.9 3.3 1 15 6.0 6.2 0 25
Goal /Atm* 120 2.1 4 15 8.7 44 0 15

) Average Performance* 13.5 4,2 7 23 6.2 7.0 0 24.

) Overlap* hwm““;w““. n.4 46 2 20 1.6 2.1 0 7
Mbsolute Values* 3.5 3.5 0 15 7.8 62 0 26

* L
Significant at p < .05,
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Numbér of DatalDimenéions'Referenced

2

Table 8

* for A1l Levels of the Slope and Variability Factors

. Slope -
Variability 10°, 15° 20° Average
‘ - Increase - 2.8 3.2 2.7 2.9
" Decrease 2.8 3.1 2.9 2.9
Low, constant 2.8 3.0 2.7 2.9
High, constant . 2.7 3.1 2.9 2.9
Average 2.8 3.1 2.8 2.9
Ay J,
i ]
" i, Table 9 -
Number of Data Diménsions Referenced for.Both .
Levels of the Aimline and Training Factors
Trained Untrained Avérage
. Aimline- | . 2.5 .- 2.4 2.5 v
“ No Aimline - a5 2.2 3.4
,A;éragq : | ‘ 3,5 ) 2.3 2.9
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Variability
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Figure 1. Interaction between changes ih.§1ope and variabi]ity

I

on the average rating of intervention effectiveness..
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Appendix| A | —e
’ Rrocedurés for Constructing Graphs

¥ -

The first step in construct1ng the graphs 1nvo]ved draw1ng in. the?

~slope iine: a slope of O degrees was drawn in dur1ng base]1ne and
‘either 10, 15, or_20.degrees drawn’ in during the intervention. The
lines that defined total bounce ‘were then’ drawn in. These Tines were - -

parallel to the slope_line,-With one passing through‘the,data point

¢

. farthest above the slope and one passing throuoh the data point

farthest below -the - s]ope. . ‘Bounce around the slope line was--keot

bounce 1nv01ved f1ve data po1nts, two 11nes were drawn para]]e] to the

" s]ope 11ne one that was two data points above the s]ope 11ne ‘and one

that was three data po1nts be]ow the slope 11ne. If the total bounce

was_15_data*po1nts, _the enve]ope 1nc1uded data po1nts 7- 8 units above

and 7-8 un1ts be]ow the slope 11ne. The graph at th1s point had -a

near]y equ1d1stant above and be]ow -the line. That is; iflthe tota]w

def1ned slope and var1ab111ty that was used as a gu1de11ne in plotting

2

-the actua] data po1nts. : _ o "

~

Data pojnts‘then were p]otted,onto the graphs using the»quarter-'

intersect method (Pennypacker,’ koenig; & Lindsley,. 1972). A1l data =

points had to fall within the range of the total bounce. - To use thds
procedure for systemat1ca11y varying the slope,_a data po1nt had to be

determ1ned that’1ntersected the med1an of each ha]f on the m1dd1e day

of that half. That is," us1ng only the f1rst ha]f of the araph, thek

median was determ1ned and p]otted at any po1nt (on any day) dur1ng

the first*ha]ﬁ * Then an equa] nUmber of data po1nts _above and bE]OWJ}?‘J ‘

2 . ’ ) . - I ' ~

et

" “this po1nt were p]otted on the rema1n1ng days. The med1an oflth1s-l




ha]? when p]otted on the middle day of the ha]f, ﬂefined a point.".

through which the s]ope line wou]d pass. _
. The same procedure was used for ‘the second half” of the graph

The median level necessary for the s]ope line to pass through on the
tmiddle day of the- second half was determined and p]otted on ‘any day |
for that ha]f Fo]]ow1ng this, the remaining data points were p]otted’
‘ ‘such that half of the data points fell above and ha]f fe]] below this
va]uef_ When this median,valoe was'plotted on the,midd]e day, ther
slope line would pass through it.:-ihis entire process resuTted in a
data~pattern having a given slope and variabi]ity;' _

| In generating a data array'dqring baseiine, Jhe siope line was

kept horizontal-(withga'slope of Zero). However, for the data during

the interventiony the's]ope was predeterminad at some fixed value (10, . )

15, or 20 degrees).' In order to. provide an adequate test of the
'influence of. siope alone in determining Jjudgments, 'the~change in.step .
(Jump or 1eve1) from baseline to 1ntervention was kept minimal. -The

difference between the Tlast data day of baseline and the ‘first data .

day of~ the intervention ‘phase was kept to a max1mum of two data -

points. Given this one constraint on the actual va]ue of the data .

‘points p]otted,_a]] others were plotted ih a random manner, given the

\

'particular levels of s]ope and variability.




| Appendix B : . . ,%
) | Evaluation ResponSe Form'
: o 1. Rate whether the 1nstruct10na1 program wds an effective one for s
’ - 1ncreasing the student's reading rate. : v
- 3 s
. Definitely- Possibly : Moderately Very . L 5
_ Not - Effective ° <Effective Effective - 2 .
- Effective . : S ‘ : :
2. What_abbut the student's perforhance makes you tﬁink so?
o \\\‘ ._
\\\\ ,'=
\\5*«
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