This text provides educational administrators with a working knowledge of the problem-solving techniques of PERT (planning, evaluation, and review technique), Linear Programming, Queueing Theory, and Simulation. The text includes an introduction to decision-making and operations research, four chapters consisting of indepth explanations of each technique, and instructions on the use of computer programs. PERT is used for planning and analyzing stages or activities in project development. The chapter includes step-by-step instruction in its use—with illustrated charts and examples—and an explanation of the GCPATH program for a PERT computer analysis. The third chapter centers on the use of Linear Programming, a mathematical technique designed to solve mathematically stated problems. It contains examples of the computer program LPRG and illustrates its use in several different situations. Queueing Theory, the subject of the fourth chapter, is a method for analyzing waiting line problems. Presented are the basic elements of the theory, discussion of its use, and an outline of solutions to waiting problems with the QUEUE computer program. The final chapter introduces Simulation Technique, where a variety of simulated solutions to problems are used instead of real life situations. Practical examples illustrate the application of the technique and the use of the computer programs ENROLL, SUBST, and BUSRTE. (MD)
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Among modern planning and decision making tools, the several techniques developed in operations research in the 1940's stand as some of the most powerful and versatile tools for modern management. Until recently, the complexity of computations underlying these techniques precluded their extensive use in educational administration. However, as computer computational support is becoming increasingly—indeed commonly—available to educators, and the necessary computer programs are now readily obtained, operations research techniques are beginning to make their unique contribution to the modern educational administrator's battery of planning and decision making tools.

The purpose of this book is to provide the educational administrator with a working understanding of the most useful operations research techniques and experience in using computers to provide the background computations required by each. The emphasis throughout the text is on the practical application of the techniques to educational problems. The text presupposes only that the user has access to a computer. The use of computer programs and the interpretation of their results for decision making are taught in the text, and all complex mathematical manipulations underlying the application of the techniques are left to the computer.

This book provides a practical, non-technical introduction to operations research techniques in educational planning and decision making and as such should be a valuable teaching vehicle for practicing school administrators as well as for students and professors of educational and business administration.

Development of this book by the Northwest Regional Educational Laboratory was sponsored by the National Institute of Education (NIE), Washington, D.C. NIE has demonstrated a continuing commitment to the sponsoring of research which results in the improvement of education through the application of modern technology. NIE is particularly pleased to have sponsored this project which facilitates the application of a powerful technological tool (the computer) and a powerful set of management tools (operations research) to the improvement of education. This product fills an especially vital need today as strains on school budgets together with the public call for improved management and accountability demand more efficient, effective management in the complex and expanding enterprise of education.

Richard B. Otte
Education Technology Specialist
National Institute of Education
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ABOUT THE BOOK

The purpose of this text is to provide the practicing and future educational administrator with a working knowledge of some of the most useful tools of modern management—the operations research techniques of PERT, linear programming, queueing theory, and simulation—using both hand and computer calculations. Throughout the text, practical exercises are given which require the reader to apply the information just studied. Answers are included in Appendix II. An understanding of basic algebra will equip the reader to handle all hand calculations required; the text itself guides the user through the simple steps of running the numerous computer programs, assuming only that the programs have been loaded onto the available computer and that the user can obtain any needed guidance for getting access to the program from the terminal.

This first chapter is a basic introduction to the four operational research techniques dealt with in the text and briefly discusses their practical applications in the educational setting. The chapter can be used effectively as an advance organizer for the subsequent four chapters, which explain in detail the use of the several techniques as aids in complex decision making.

COMPLEX DECISION MAKING IN EDUCATION

The primary focus of an educational administrator’s job is on decision making, and the scope of the administrator’s decision-making responsibili-
Planning is another area in which large and complicated problems arise. Here the administrator faces such questions as: How can a curriculum revision be carried out so that all the materials will be ready by the start of school next year? How do I make sure that all the small tasks necessary to complete this revision get done in the right order and with a minimum of time wasted? What is the best sequence of activities for carrying out a revision of the administrative structure? What tasks have to be completed and in what sequence must they be done in order for me to be ready for upcoming salary negotiations? What is the best and most efficient way to carry out a needs-assessment study for my district? What are the activities and what is the sequence for preparing my school's budget for next year? The solutions to such planning problems are generally beyond the scope of simple intuitive decision making.

In addition, the educational manager is often faced with problems of prediction. He or she must have some rational basis for answering questions like: How is the population in this district going to change over the next ten years? How many and what kinds of physical plant facilities will the district need in the future? How must the teaching staff change to meet expected enrollment changes? What new equipment must be purchased in order to meet the future needs of the students, faculty and community?

For each of these complex problems, the number of possible solutions is large, but there is usually only a small number of solutions that will meet all criteria for a successful solution. That is, there are only a few solutions—which will simultaneously minimize costs and maximize some other important variables (such as achievement), which will create the most efficient plan, or which will predict in the optimum manner. These types of problems also require more than intuition.

The administrator's situation is made additionally challenging by the variety of problems to be solved, including such concerns as racial integration as mandated by the Supreme Court, accountability, static or decreasing monetary support in the face of steadily rising costs, changing staffing patterns, and demands for increased quality of educational practices.

In all these educational administration problems, two things are required of the administrator: he or she must make decisions to solve the problem, and must have tools beyond insight and intuition with which to work out the decisions. We will first explore exactly what is involved in the decisions themselves, and then consider techniques for optimizing the effectiveness of the decision process.

To perform the job of increasingly complex decision making with maximum effectiveness, present-day administrators have found they can make excellent use of all modern management tools they can command. Among the newest such tools are operations research techniques.

OVERVIEW OF OPERATIONS RESEARCH TECHNIQUES

The need for special research into large operations was first recognized as critically important in the large development and production projects of the Defense Department and major industries during the 1940s and 1950s. Here such problems as the development of effective complex deployment strategies, the design and production of new weapons systems, and the production of huge airliners were first encountered.

In order to find the best possible solutions for these problems, several scientifically based, highly technical methods were developed. The applications of these techniques over the years became known as operations research. Although these techniques were originally designed for specific projects, they have been generalized to the point where they have become widely applicable tools for modern management. They provide a systematic way of looking at problems and of generating data that will provide a base on which to make effective decisions.

To the degree that one faces complex multifaceted problems, the educational administrator will find some of these techniques important aids, perhaps better than methods previously available. The most useful operations research techniques for modern educational administrators are:

PERT, Linear Programming, Queueing Theory, Simulation
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All four are presented in depth in Chapters 2 through 5. As an introduction to these decision-making tools, a brief description of each follows.

**PERT**

The acronym PERT stands for Planning, Evaluation and Review Technique. PERT is a highly effective procedure for organizing information about multistage projects. The technique is used primarily for planning and analyzing project stages or series of activities which are oriented toward some goal and are interdependent. The key feature of the PERT technique is the PERT chart, which graphically displays the activities involved in a project and their interconnection. The PERT chart forms the basis for detailed analysis of time elements, critical sequences of activities in the progress of the project, and scheduling requirements.

An example of a PERT chart is shown in Figure 1-1 for the simple project of preparing for a speech. The arrows represent the sequential activities involved in this project.

To see how PERT might be used in a typical educational problem situation, suppose it has been decided that your district administrative structure is to be reorganized. Obviously, the problem is to complete the reorganization successfully, but a great many different, interrelated activities with varying and variable time constraints will be involved. To approach this problem with the tool of PERT charting and analysis, the first step to be taken is the determination of all activities which must be a part of the reorganization project. Using the PERT chart procedure, the activities are laid out in diagrammatic form to show the order with respect to one another and to the final goal—the completed reorganization. The construction of the chart systematically clarifies crucial predecessor activities and interconnection points. Once the chart is complete, the time required for each activity can be entered on the diagram, and further analyses can be carried out to identify where time factors must be manipulated to ensure the timely flow of activities, where slack time may be available, and what sequence of activities involves the least slack or no slack and hence needs special attention. On the basis of the completed time analysis, the scheduling of each activity in the project can take place.

In summary, PERT is a technique that can be of immense help to administrators in planning the successful and timely completion of complex projects.

![Simple PERT Chart](chart.png)

**LINEAR PROGRAMMING**

Linear programming is a mathematical technique designed to solve problems that can be stated in terms of constraints and a single measurable goal. Linear programming is applicable to problems in which the constraints and goal can be stated mathematically. The purpose of linear programming is to find the largest or smallest possible value of the goal that conforms to all of the restraints.

Let's consider a problem that may be solved by the method of linear programming. Suppose that some of the teachers in your school are having trouble deciding how much time they should spend in large group and individual instruction. The need, as you see it, is to decide how to divide teacher time between large group and individual instruction. Further, suppose that the average class size for your school is 30 students and that each teacher spends five hours (or 200 minutes) each day in group and individual instruction. This constraint can be expressed mathematically: the sum of the time spent in
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Group instruction plus 30 times the amount of time in individual instruction (since there are 30 students who must be individually instructed) must be equal to 300. The second and third constraints are that the teacher must spend some time in each of the two modes of instruction; the amount of time spent in group instruction must be greater than zero, and the time spent in individual instruction must also be greater than zero. Mathematically we can express these constraints as follows:

Constraint 1: Group Time + (30 × Individual Time) = 300
Constraint 2: Group Time > 0
Constraint 3: Individual Time > 0

Finally, we must formulate the goal as a mathematical expression. The goal is for each teacher to spend time during a school day in such a manner that the students will derive the most benefit from the instruction they receive. Before we can formulate the goal, we must decide on and quantify the value of group instruction relative to the value of individual instruction. For purposes of using linear programming to solve this problem, specifying individual instruction simply as more valuable than group instruction is not sufficient. We must quantify how much more valuable individual instruction is than group instruction. Suppose we decide that individual instruction is five times more valuable than group instruction. Now we can express the goal mathematically by:

benefit to students = Group Time + (5 × Individual Time)

With these quantified expressions, the techniques of linear programming can now be used to calculate a single optimum combination of group instruction time and individual instruction time. This optimum combination of times would make the value of the goal (benefit to students) as large as possible subject to the imposed constraints. Linear programming is a powerful decision strategy when the solution to a problem involves minimizing or maximizing a goal expressible in mathematical terms, within the limits of constraints that can also be expressed mathematically.

QUEUEING THEORY

Queueing theory is a method for analyzing waiting line or queue problems—that is, problems in which there are one or more service "facilities" and where units of some kind require the services of these "facilities" at various times. Service facilities may include school lunch servers, film projectors, ditto machines, district maintenance departments, guidance counselors, examinations, learning packages, or teachers. The units of the queue or waiting line may be students, teachers, committees, typewriters, automobiles, school buildings, and so forth. These units (called "customers") do not have to be physically waiting in line, but they must require service by the facility.

The educational setting abounds in such waiting-line situations, often involving large numbers of customers and complex questions concerning needs, time, and available funds. Queueing theory provides a mathematical framework within which to study the key aspects of the queueing situation and to determine such things as what the average length of the waiting line is, how long a customer just arriving at the waiting line can expect to wait, and how much of the time the service facility is idle. Corresponding information can be systematically generated for hypothetical alternative waiting-line situations in such a way that practical comparisons can easily be made.

To gain a clearer introductory view of what queueing theory provides, consider the following example. Suppose your district has two major building repair crews. Assume you have just been charged with deciding whether to add a third crew. The goal here is to determine whether two or three repair crews are needed. Some of the practical constraints to be taken into consideration might be such things as the amount of money available for repairmen or the amount of time crews may be idle. Approaching this problem with queueing theory methods, the repair crews are identified as the service facilities and the customers are the school buildings needing repairs. If you are able to determine the average time it takes a crew to repair a school building, you can use queueing theory to generate the information you will need to solve the problem. Among other data, this technique can provide you with information...
about the average waiting time for repair, the average number of buildings waiting to be repaired with two or three service crews, and the probabilities of the crews being idle. In a case like this, you would have to make the final decision based on the criteria and constraints which apply. For example, your final decision on whether to have two or three crews might depend on the criterion that no building should wait over two weeks for major repairs.

This example is one of many possible situations in education for which queuing theory provides a powerful decision-making aid.

SIMULATION

Simulation is an operations research technique for formulating and operating models of problems. It is a technique for translating the problem situation into a working model of the problem. When we speak of “model” in this context, we are referring to a representation of the real-world situation which is simpler and easier to understand and manipulate than the real-problem situation. For instance, a mathematical equation may be a model of a real system; a set of logical steps can be the model of a decision process. The principal value of a model to the administrator is that he or she can try out a number of different solutions to the problem on the model without taking the time or money that would be required if these solutions were tried out in the real-decision context.

It should be noted that PERT, linear programming, and queuing theory are specialized types of simulation. PERT uses an analysis of a project to construct a diagrammatic model of the project. Linear programming develops mathematical equations that are a model of the problem situation. Queuing theory develops essentially a mathematical model of problem situations where there are customers waiting to use a service.

The simulation technique, in general, is used to analyze the problem situation into its components and to put these components into a simplified system representing that situation. One then develops a number of possible solutions to the problem. These solutions are applied to the simplified system, and the outcomes or results of the various solutions are observed in the model. Thus simulation is primarily a tool for assessing the impact of various possible decisions on the problem situation.

Let’s take an example to see how simulation works. Suppose that you are interested in determining the need for new school buildings in your district over the next ten years. The basic problem may be stated in the question, “How is the population of children in my district going to change over the next ten years?” In consultation with an expert in the area of demographic change, you would analyze the situation and identify the constraints and controllable variables. Using relationships among these constraints and controllable variables as specified by a theory of demographic change, you and the expert would develop a model of demographic change for your district.

This model would relate changes in the school-age population to such factors as economic growth rate, birth rate, age-range distributions in the population, number of housing starts, changes in the geographic distributions in the population, and rate of industrial development. In order to find solutions to the problems implied in the situation, you would try various combinations of the input factors. The model would then operate on these input factors to yield an outcome in terms of changes in school-age population. Your decision on how many school buildings your district needs in the next ten years would be a function of the input data you consider the most probable for your area.

As the above example suggests, simulation is an effective technique for investigating the problem situations and providing information as to the ramifications of many alternate decisions.

These, then, are four major techniques in operations research—PERT, linear programming, queuing theory and simulation. In the following chapters you will get a better understanding of these techniques and how they can be applied to the problems of the educational administrator.

OPERATIONS RESEARCH USING THE COMPUTER

In complex problem situations, the operations research techniques discussed above will prove
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to be excellent ways of organizing information and generating data for decision making, but the calculations required can be tedious and time-consuming for the heavily scheduled administrator. Since these techniques have found a broad range of uses in management today, however, computer programs designed to perform the calculations have become readily available.

Educational administrators will often find that the manager of the computer center in their district, or whose services they use, can obtain programs that perform PERT, queueing, or linear programming either from the library of programs available with their system or from a university computer center or user's group.

Many commonly used simulation programs are also available from such sources. In most cases the input information needed to run the programs will be the data regularly required by the technique, and output from the computer will normally be easily interpreted by the administrator familiar with the technique involved. The running of programs will, in most instances, be left up to the computer center personnel.

At the end of each of the following four chapters, after each technique is described and hand and computer calculations are both explained and demonstrated, a final discussion is given concerning how to obtain and use programs for that specific technique.

BIBLIOGRAPHY AND SUGGESTED REFERENCES


CHAPTER PREVIEW

The PERT planning and analysis tool is a highly effective technique for structuring and analyzing multistep projects. This chapter is designed to give the reader a working knowledge of PERT organizing method, including the PERT network, and a clear understanding of the most important uses of PERT in administrative project planning.

Experience is provided in using computer programs to carry out PERT analyses of complex projects typical of the ones educational administrators frequently must plan.

Throughout the discussion of PERT methods, practical but simple examples are used to illustrate the application of PERT in educational settings, although it must be kept in mind that PERT has its greatest use and benefits in more complex project planning. At key points, REVIEWS are interspersed which reiterate definitions of new terms and provide progressive exercises on the methods previously covered. A final exercise requires the reader to use all the methods involved in PERT network and analysis on a typical project using a computer program.

CHAPTER AIMS

After completing this unit, the reader will be able to command the basic PERT analysis and planning methods and to use them to solve problems involving complex scheduling of activities and variable time lines. Mastery of the material will also provide the reader with the skill to use PERT analyses to communicate with others about projects and to use computer programs to perform complex PERT analyses as needed in the actual administrative setting.

INTRODUCTION TO PERT

A number of large-scale research and development efforts has been initiated by the Government and private industry during the last two decades. One such project was the Polaris ballistic missile. At the time of this project's inception, the designers needed to plan and execute the project as quickly as possible; however, a number of unanswered questions existed: what
research was needed and how was it to be planned? What was the length of time these research projects would take to complete? What were the stages of development and testing which the successful completion of the project would entail? At what date could the United States expect to have an operational Polaris ballistic missile? To answer these questions the Navy developed a project planning system called PERT, for Planning, Evaluation, and Review Technique.

PERT is a planning and scheduling technique which provides for systematic analysis and planning of projects in which there is a degree of uncertainty. It is valuable when the exact time needed to complete a project is not precisely known but can be estimated. Fundamental to the PERT technique is the development of a graphic diagram or network of the sequence of all activities involved in a project, from its inception to its completion. Thus PERT can be simply described as a tool for planning and analyzing a project involving a series of activities when the duration of the activities is uncertain but capable of being estimated.

A key feature of the PERT network and analysis is the method of finding the critical path, or sequence, of activities in the project network. For the manager of any project, this amounts to determining in advance the sequence of strategic activities which involves the least room for delay and which may therefore require special attention either before or during the project.

PERT has four particular advantages for the decision maker. First and foremost, it is a powerful tool with which to structure thinking about many of the tasks confronting the decision maker. Second, it offers a versatile, systematic methodology for the analysis and planning of multistage projects. Third, it provides the decision maker with a useful device for communicating project plans to all levels of staff and management. Finally, PERT affords the manager a practical basis for effective time management throughout the most highly complex and lengthy projects.

PERT IN EDUCATIONAL ADMINISTRATION

To the extent that educational administrators are responsible for the management of time and manpower, PERT is an enormously useful tool. The following tasks are just a few of the frequently encountered administrative projects for which PERT is appropriate and useful:

1. Budget preparation
2. Analyzing procedures for the purchase of materials and supplies
3. Planning a feasibility study of administrative organization
4. Planning and controlling an educational needs survey
5. Analyzing scheduling procedures
6. Planning a curriculum evaluation
7. Analyzing media scheduling
8. Planning and analyzing maintenance procedures

Each of the projects above involves multiple activities with complex timetables governing their completion and interconnections. Without a methodology such as PERT for organizing and scheduling complex projects, the administrator may lose considerable time developing organizational schemes for structuring and implementing projects with multiple activities. With PERT the framework for organizing factors in the project is already at hand, and the central work of structuring and analysis can begin without delay.

PERT ANALYSIS: FOUR STEPS

PERT assumes that the work under consideration constitutes a project. Cook defines a project as "an organization unit dedicated to the attainment of a goal—generally the successful completion of a development product on time, within budget, and in conformance with predetermined performance specifications."

D. L. Cook, Better Project Planning and Control Through the Use of System Analysis and Management Techniques (1967), ERIC ED019 729.
Thus projects are finite in that they must have a definite beginning and ending. They must be complex in that they require a mix of human and material resources applied to a series of related activities. They must be homogeneous, in that they must be capable of being distinguished from other projects. And they must consist of a well defined collection of interrelated activities.

Given such a project, the following are the steps involved in a PERT analysis:

1. **Identify the activities involved in the project.**
2. **Construct a network by pictorially representing the relationships between activities.**
3. **Determine the time necessary to complete each activity.**
4. **Compute the time required to complete the entire project, the critical path of activities through the project; and the times at which each activity must be completed in order for the entire project to be completed on time.**

We will consider each of these steps in turn.

I. IDENTIFY THE ACTIVITIES

The first step in PERT analysis of a project is to identify the activities which make up the project. That is, the project must be broken down into its component activities. The typical project using PERT methods in its planning might have anywhere from 25 to 100 activities on the list. For illustrative purposes in our text, however, we will use simplified examples. As the first, suppose you want to identify the activities involved in presenting a new curriculum package to your school board. Assume that you were an *ex officio* member of the curriculum revision committee and were therefore not completely aware of the proceedings. Probably the first thing that you would do is to get a copy of the committee’s report and a sample of the curriculum materials. Then you would have to prepare your talk—that is, outline, write, and type your presentation. You might also want some overhead transparencies. Finally, you must complete the activity of giving the talk. The list below gives the major activities:

- Get curriculum committee report.
- Get curriculum materials samples.
- Outline presentation.
- Write presentation.
- Type presentation.
- Make overhead transparencies.
- Make presentation to board.

Because of the simplicity of this example, we have listed the activities in the sequence in which they may occur, although that is not necessary. Lists may often reflect a very random order.

Notice that in the list above, the activities comprise a clearly defined set of interrelated activities, each of which is discrete and has distinct beginning and ending points. Recall that for PERT to be applicable, a project’s activities must exhibit these characteristics. The above list, then, confirms that the project may be analyzed using PERT. This is not to say, however, that it is the particular list you would have constructed for this project. Your list could have included quite different activities, each of which had discrete and independent starting and ending points. The important thing is that PERT is an administrative tool, its use by any individual will necessarily be slightly different. The correct list for any project is the one that the particular administrator feels is appropriate for his or her purposes.

**REVIEW**

**Terminology**

1. **PERT** (*Planning, Evaluation and Review Technique*): a tool for planning and analyzing projects with a definite beginning and end and involving well defined activities that can be ordered in time.
II. CONSTRUCT A PERT NETWORK

The second step in a PERT analysis is to construct a PERT network. This network is a pictorial representation of the interrelationships among the activities comprising the project.

To illustrate the construction of a network, let's take a simplified version of the board presentation project in which the activities are identified as:

- Make presentation to the board.
- Outline the presentation.
- Write the presentation.

To keep track of all the activities in a project, it is conventional to make a complete list of all activities involved (not necessarily in any order) and to identify each by an identification number (again, not necessarily in any order). A typical activities list for our sample project is shown in Figure 2-1.

<table>
<thead>
<tr>
<th>ID</th>
<th>Activity Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Make presentation to the board</td>
</tr>
<tr>
<td>2</td>
<td>Outline the presentation</td>
</tr>
<tr>
<td>3</td>
<td>Write the presentation</td>
</tr>
</tbody>
</table>

As you can see, the list gives the verbal description of each activity in the center (other information will be added to the right later on) and places the identification number in the left-hand column. The identification numbers give a clear and convenient way to refer to each distinct activity in the construction of the network.

**Event:** Before we construct the network, the concept of an event must be introduced. An event marks the beginning or the end of an activity. An event, as distinguished from an activity, has no time duration. The initiating event represents the start of a particular activity and the terminal event represents the point at which the activity is completed. Thus, in our simple example, the first event would mark the start of the activity of outlining the presentation. The first activity is terminated by the ending event. At this point, the activity which follows the outlining of the presentation is initiated, that of writing the presentation. Since it directly follows the ending event of Activity 1, its starting event is concurrent with the ending event of Activity 1, and it terminates by its own ending event. And so on.

We can now construct a PERT network for our simple example, showing each activity, in order, and showing their starting and ending events.

![PERT Network for Board Presentation Project](image)

You can see that the diagram in Figure 2-2 represents the project in terms of the flow of activities and events. The arrows represent activities, with the identification number of the activity on the top of the arrow. Thus \( \rightarrow \) stands for Activity 2, which, in our example, is outlining the presentation. A lettered circle denotes an event; intermediate events may represent both the termination of one activity and the initiation of another activity. Note that the diagram flows from left to right, and specifies which activities must be completed before other activities may begin.

The network in Figure 2-2 shows diagrammatically that in the simplified board presentation project, the first event (event \( a \)) is the beginning of Activity 2 (outlining the presenta-
tion). This is followed by the activity of outlining the presentation and the termination of the activity (event b). This, in turn, is followed by Activity 2 (making the presentation to the board), which ends in its terminating event (event d). Thus the network is a visual representation of the order in which activities must take place for the project to be completed.

Now let's return to the complete board presentation project for which we identified the seven activities on page 9:

- Get curriculum committee report.
- Get curriculum materials samples.
- Outline presentation.
- Write presentation.
- Type presentation.
- Make overhead transparencies.
- Make presentation to board.

Before beginning to construct the network for this project, we will make a conventional activities list and assign an identification number to each activity for our future reference. Our list might look like that in Figure 2-3.

<table>
<thead>
<tr>
<th>ID</th>
<th>Activity Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Get curriculum committee report</td>
</tr>
<tr>
<td>2</td>
<td>Get sample curriculum materials</td>
</tr>
<tr>
<td>3</td>
<td>Outline presentation</td>
</tr>
<tr>
<td>4</td>
<td>Write presentation</td>
</tr>
<tr>
<td>5</td>
<td>Type presentation</td>
</tr>
<tr>
<td>6</td>
<td>Make overhead transparencies</td>
</tr>
<tr>
<td>7</td>
<td>Give presentation</td>
</tr>
</tbody>
</table>

Figure 2-3
Activities list for complete board presentation project.

Remember that activities may be listed in any order and that numbers may also be assigned in any order that is convenient. Using this list, one can construct the activity network.

As is conventional, we construct the network from left to right, beginning with the first activity. An arrow is drawn for each activity, in logical order, by marking its start and end with a lettered circle representing the starting and ending event. Since PERT assumes a continuous sequence of interconnected activities, the lettered circle marking the end event is used simultaneously as the starting event of the next activity directly following it. For example, \[ 3 \rightarrow 2 \rightarrow 4 \rightarrow 6 \rightarrow 5 \]. The one exception is obviously the final activity of a project—for example, \[ 7 \rightarrow 1 \rightarrow 8 \]. Also note that the initial starting event naturally has no predecessor activity, hence is marked by a lettered circle which has no arrow leading to it. For example, \[ 1 \rightarrow 0 \]. When a project has two or more initial activities that start independently, each is represented by a separate arrow beginning with its own starting event.

With these conventions in mind, we can now construct the network for the board presentation project. From the activities list, we see that we have two initial events without predecessors—Activity 1 (get curriculum committee report) and Activity 2 (get sample curriculum materials); these will be represented by two separate activity arrows each of which has its own independent starting event. But, what about their ending event? We know that, except for the final ending event of a project, the ending event of each activity marks the beginning event of the next activity. What activity follows getting the curriculum report and what activity follows getting sample materials? Obviously, Activity 3 (outline the presentation) follows both Activities 1 and 2—that is, the beginning event of Activity 3 is the ending event for both Activities 1 and 2. Therefore, the network must begin like this:

\[ 1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 5 \rightarrow 6 \rightarrow 7 \]

Figure 2-4
First Three Activities in Board Presentation Project.

Notice that each event is lettered and that event \( d \) marks the end of Activity 3.

To continue the network, we need to determine what activity follows the ending event (outlining the presentation)—that is, what activity Activity 3 immediately precedes. Since Activity 4, writing the presentation, can begin immediately after and not before the end of Activity 3, we can draw this activity in and produce Figure 2-5.
What activity immediately follows and cannot begin before the end of writing the presentation? Clearly, it is typing the presentation, Activity 5.

Now, what follows Activity 5, (typing the presentation) and cannot begin before it? Activity 6, making overhead transparencies? But these could be made before the presentation is typed. They could be made even before the presentation is written, as Activity 4. But they could in all likelihood not be made before the presentation is outlined; Activity 3. Therefore, the immediate predecessor of Activity 6 is Activity 3.

The only activity left which could follow Activity 5 (typing the presentation) is Activity 7, making the presentation. This Activity can be added to the network, and as it is clearly the terminating activity of the project, its ending event $g$ is the termination point of the project.

We have now only Activity 6, making overhead transparencies, to enter in the network. As we discovered above, Activity 6 is immediately preceded by Activity 3, the outlining of the presentation. So, we could enter the arrow for Activity 6 showing its starting event to be concurrent with the ending event of Activity 3, event $d$.

At this point we have not yet finished constructing the network. As you will notice, Activity 6 appears to end in midair at event $h$ and is not shown to precede Activity 7 (making the presentation). We must reconstruct the network in such a way as to show that Activity 7 is immediately preceded by both Activity 5 (typing the presentation), and Activity 6 making transparencies.

Since PERT conventions do not allow curved arrows, we cannot curve the arrow for Activity 6 to run from the ending event $d$ to the starting event $f$. However, we can place Activity 6 on a straight arrow between the ending event $d$ and the starting event $f$; then we can draw the arrow for Activity 4 (writing the presentation) starting at event $d$ and proceeding above the main line of arrows to end in event $e$. We can draw a descending arrow for Activity 5 (typing the presentation) between its starting event $e$ and at its ending event $f$, as shown in Figure 2-9.

Now, reading Figure 2-9 from left to right, you can see that the network details the order of activities in preparing the presentation to the school board and indicates exactly which activi-
An activity must precede other activities so that the project can be successfully completed. In constructing networks, administrators will often find that several tries are required before the correct sequence can ultimately be diagrammed, showing the exact concurrence of ending and starting events from the beginning of the project to the finish.

If the administrator stops exploring PERT even at this point, a valuable method has clearly been acquired for organizing projects. However, there are more elements of PERT analysis which can be used in planning and implementing projects.

Once the network has been adequately constructed, the administrator can add the correct immediate predecessor for each activity to the activities list for future reference and for later use with computer programs. As an example, Figure 2-10 illustrates the activities list for the board presentation project with immediate predecessors filled in.

<table>
<thead>
<tr>
<th>ID</th>
<th>Activity Description</th>
<th>Immediate Predecessors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Get curriculum committee report</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Get sample curriculum materials</td>
<td>1, 2</td>
</tr>
<tr>
<td>3</td>
<td>Outline presentation</td>
<td>1, 2</td>
</tr>
<tr>
<td>4</td>
<td>Write presentation</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>Type presentation</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>Make overhead transparencies</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>Give presentation</td>
<td>5, 6</td>
</tr>
</tbody>
</table>

Figure 2-10. Activities list with immediate predecessors filled in.

**REVIEW**

**Terminology**

1. PERT NETWORK: a pictorial representation of the interrelationships among the activities in a project.
2. EVENT: the beginning or ending point of an activity, represented in a network by a lettered circle.

**Exercises**

1. Using the activities list which you developed for the elementary school budget or the year-end staff evaluation project in Exercises 1 and 2, page 10, assign identification numbers to activities and construct a complete PERT network for the project.
2. Two activities lists for two different projects are given below. Draw the networks for each of these projects and add to the activities lists all correct immediate predecessors for each activity. Note that it is often helpful to construct a PERT network starting with the last activity and working backward to the first activity(ies).
THE COMPUTER IN EDUCATIONAL DECISION MAKING

(a) Activities list for project: Prepare a budget request for an elementary school.

<table>
<thead>
<tr>
<th>ID</th>
<th>Activity Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Obtain class enrollment data.</td>
</tr>
<tr>
<td>2</td>
<td>Obtain growth factor from past records.</td>
</tr>
<tr>
<td>3</td>
<td>Predict next year's class enrollment.</td>
</tr>
<tr>
<td>4</td>
<td>Determine number of classes.</td>
</tr>
<tr>
<td>5</td>
<td>Determine size of teaching staff needed.</td>
</tr>
<tr>
<td>6</td>
<td>Determine number of specialists needed.</td>
</tr>
<tr>
<td>7</td>
<td>Obtain teacher supply requests.</td>
</tr>
<tr>
<td>8</td>
<td>Determine supply needs.</td>
</tr>
<tr>
<td>9</td>
<td>Determine transportation needs.</td>
</tr>
<tr>
<td>10</td>
<td>Prepare budget request.</td>
</tr>
</tbody>
</table>

(b) Activities list for project: Polling the district teaching staff on their attitudes toward differentiated staffing.

<table>
<thead>
<tr>
<th>ID</th>
<th>Activity Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Prepare questionnaire.</td>
</tr>
<tr>
<td>2</td>
<td>Prepare memo to staff regarding poll.</td>
</tr>
<tr>
<td>3</td>
<td>Type memo.</td>
</tr>
<tr>
<td>4</td>
<td>Distribute memo.</td>
</tr>
<tr>
<td>5</td>
<td>Type questionnaire.</td>
</tr>
<tr>
<td>6</td>
<td>Duplicate questionnaire.</td>
</tr>
<tr>
<td>7</td>
<td>Distribute questionnaire.</td>
</tr>
<tr>
<td>8</td>
<td>Collect completed questionnaire.</td>
</tr>
<tr>
<td>9</td>
<td>Tally results.</td>
</tr>
<tr>
<td>10</td>
<td>Write report on poll.</td>
</tr>
<tr>
<td>11</td>
<td>Deliver report to superintendent.</td>
</tr>
<tr>
<td>12</td>
<td>Inform teaching staff of results.</td>
</tr>
</tbody>
</table>

3. Select a reasonably limited project with which you are familiar and construct a PERT network for it.

The Dummy Activity

At this point you should have a good feeling for the basics of a PERT network—activities (represented by solid arrows) and events represented by lettered circles) accounting for the major stages of a project. One additional item is highly useful in laying out a diagrammatic network—the dummy activity (represented by a dotted arrow) which is an artificial activity used to prevent inconsistencies or confusions in networks. The dummy activity has three special uses, which we will consider one at a time.

First, when a project has multiple beginning or ending activities, a basic network would show such activities beginning or ending independently both of each other and of any start or finish of the project as a whole. For example, Figure 2-9 shows a board presentation project beginning with two independent activities (getting report and getting materials) and it unrealistically suggests that each starts spontaneously out of nowhere, without relation to the project as a whole. A look at Figure 2-11 shows the utility of inserting dummy activities in such cases—with the dummy activities in place, the network suggests clearly that once the project starts (event 0), the two beginning activities commence. In addition, were the project to end in two independent activities, they could realistically be connected by dummy activities to one terminating event. Hence, clarity and conformity to real-world decision making can be added by the dummy activity.

So that dummy activities can be individually identified, they are given identification numbers just as all other activities are. Dummy activities can be numbered as convenient—either in order as they appear in the network or in sequential order after the last activity number in the network, as in Figure 2-11.

The second use of the dummy activity is in instances where two separate activities have the same immediate predecessor and both im-
PT: A PLANNING AND ANALYSIS TOOL

Figure 2-11.
Network for Board Presentation with Single Starting Event.

Immediately precede the same activity. In such instances, the two activities share the same beginning event and ending event, and a simple PERT network would not be able to show the distinction between the two. A simple network could either show only one of the two activities (placing its identification number above the arrow between the two shared events) or it could show the two as indistinguishable (placing both identification numbers above the one arrow). The problem with the first alternative is obviously that of omission; the second alternative incorporates confusion.

In such cases, dummy activities can be used to distinguish the two activities clearly while showing them both to begin and end with a common event. This can be done by first drawing two separate arrows from the common beginning event and giving them separate ending events (one being the common event they both end in and the other being wholly artificial). These distinct ending events can then be diagrammatically shown to coincide by inserting a dotted arrow (dummy) between the artificial ending event and the actual ending event both activities precede.

To illustrate, suppose that the board presentation project required that while you are writing your presentation and having it typed and while your overhead transparencies are being prepared, you also must prepare a brief written summary of your presentation for the individual board members. Here the two activities of preparing overheads and preparing a summary both begin with the same event (the termination of outlining the presentation) and end with the same event (the start of making the presentation). Figure 2-12 shows how a dummy activity can be incorporated into the network so as to diagram the situation clearly. Beginning at event d (finish of outline), both activities are shown to proceed separately to event f (start of making presentation), one preceding directly and the other proceeding to its ending event h, which is then connected by a dummy activity to event f.

Dummy activities have a third use in networks—indicating a preferred sequence of activities when there is no other need for the specific sequence. Consider the board presentation project again and suppose that, in addition to the new activity of preparing a summary for the board, you must also plan to distribute this summary to the board. Furthermore, suppose that you want the activity of writing the presentation to precede the distribution of the summary, but there is no activity linking the two activities so as to establish the order of events. To make the desired precedence clear in the network, a dummy activity can be inserted, as illustrated in Figure 2-13, where the dummy activity connects events e (end of writing presentation) and h (beginning of distribution of summary).

When a network has been completed with dummy activities, the dummy activities are added to the complete activities list for the project. The immediate predecessors for each
dummy activity are listed appropriately on the activities list.

In summary, the convention of the dummy activity is a valuable aid in drawing up complete and coherent PERT networks, whenever there is a need to:

1. Provide single starting or termination events for projects with multiple starts or finishes.
2. Represent two or more separate activities which have identical starting and ending events.
3. Indicate a desired precedence of activities where there is no intervening activity necessitating the sequence.

**REVIEW**

**Terminology**

1. DUMMY ACTIVITY: an artificial activity represented by dotted lines to prevent inconsistencies or confusions in PERT networks.

**Exercises**

1. Redraw the PERT network for the budget request project given in Exercise 2a on p. 14, using dummy activities appropriately.
2. Redraw the network for the polling project, Exercise 2b on page 14, using dummy activities.

**III. DETERMINING COMPLETION TIME AND AVAILABLE SLACK**

Once the network has been drawn and the predecessors clearly established, the next crucial issues concern time—how long each activity will take to complete and how long the entire project will take to complete. The next step is, then, to establish the duration of each individual activity. Once these durations are known, we can calculate how much delay can be absorbed by each activity without delaying the project. In the next section, we will explain how these calculations can be further used to determine the “critical path” in the project—the path or sequence of activities which is critical insofar as it has the least or no room for delay.

**Activity Durations**

The length of time (Duration) we must determine for each activity is the total length of time involved from beginning to completion, which

![Diagram of Board Presentation Network](image-url)
often involves more time in preparation of the task than in actually doing it. For example, though it may take only one hour to make copies of a report, the entire activity might well take one or more days to complete if time must be allowed for getting the material to the copier, waiting for copying, and getting the material back from the copier.

For many projects, the length of time each activity will involve is well known from past experience. However, most educational administrators find themselves confronted regularly with projects involving activities for which durations must be estimated. In such cases, one rule has become cardinal—when collecting data to estimate activity durations, go to those most directly connected with executing the activity. Whenever this is not done or cannot be done, there is a high probability that the figures derived from the analysis of the PERT network will be worthless.

Once the activity durations have been determined, it is often convenient to enter them directly on the activities list. Durations can be entered in terms of hours, days, weeks, etc., depending on the nature of the project. Of course, the same Duration measure should be used for all activities within a project. As an example, the Duration for each activity in the board presentation project is shown on the activities list in Figure 2-14. In this case, all durations are shown in terms of days. Notice that the dummy activities that were established in the board presentation network in Figure 2-11 are entered on this activity list and are assigned durations of 0.0 days. Since dummy activities involve no time, 0.0 is the correct Duration in all circumstances.

When activity durations are established, they are entered on the PERT network under the arrow representing the appropriate activity. As an example, if an activity number 1 were "to get curriculum committee report" and its Duration were established as 1/2 day, it would be shown on the network like this:

\[ \text{Figure 2-15. Example of Placement of Activity Duration on Network.} \]

The entire network for the board presentation project, with durations entered, is illustrated in Figure 2-16.

\[ \text{Figure 2-16. Board Presentation Project with Duration Times.} \]

<table>
<thead>
<tr>
<th>ID</th>
<th>Activity Description</th>
<th>Immediate Predecessors</th>
<th>Durations (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Get curriculum committee report</td>
<td>8</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>Get sample curriculum material</td>
<td>9</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>Outline presentation</td>
<td>1,2</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>Write presentation</td>
<td>3</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>Type presentation</td>
<td>4</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>Make overhead transparencies</td>
<td>3</td>
<td>4.0</td>
</tr>
<tr>
<td>6</td>
<td>Give presentation</td>
<td>5,6</td>
<td>0.0</td>
</tr>
<tr>
<td>7</td>
<td>Dummy</td>
<td></td>
<td>0.0</td>
</tr>
</tbody>
</table>

\[ \text{Figure 2-14. Activities list with durations for board presentation project.} \]
Project Completion Time

Earliest Start and Finish Times. With all activity durations entered, the network can be analyzed to determine the project Completion Time (CT). This analysis is carried out simply by determining the earliest start and finish times for each activity in sequence through the final activity.

The Earliest Start Time is calculated for each activity beginning with the initial starting time of zero for the project. Thus the Earliest Start Time for all initial activities is 0. The Earliest Finish Time is the Earliest Start Time plus the duration of the activity, or:

Earliest Finish = Earliest Start + Duration

For example, if an activity number 1, with an Earliest Start Time of 0 (zero), had a Duration of 1.5 (days), then its Earliest Finish Time would be 1.5 (days).

If the initial activity is always given the Earliest Start Time of 0, how do you suppose the Earliest Start Times of the subsequent activities are calculated? The Earliest Start Time of each subsequent activity is, of course, simply the latest Earliest Finish Time for all predecessors for that activity:

Earliest Start Time = Latest Earliest Finish Time for Predecessors

For example, if activity number 16 is immediately preceded by activity 12 with an Earliest Finish Time of 4.5 (days) and by activity 15 with an Earliest Finish Time of 5.5 (days), then the earliest point at which activity 16 could begin would be 5.5 days—the latest Earliest Finish Time of all predecessors.

From the above discussion, you can see that the Earliest Start Times and Earliest Finish Times for each activity reflect the total amount of elapsed time from the start of the project's initial activity to the start or finish of the activity in question.

Each Earliest Start Time and Earliest Finish Time is entered on the PERT network for easy reference while the network is being further analyzed. These times are conventionally entered in brackets on top of the appropriate activity arrow, immediately after the activity's identification number. Earliest Start is entered first and Earliest Finish entered second, separated by a semicolon. For example, if an initial activity was "get curriculum committee report" with an activity Duration of .5 (days), it would have an Earliest Start Time of 0 and an Earliest Finish Time of .5, which would be entered as in Figure 2-17.

![Figure 2-17](image)

**Figure 2-17.** Example of Placement of Earliest Start and Earliest Finish Times.

Figure 2-18 shows part of the network for the board presentation project with the Earliest Start and Earliest Finish times for the two initial dummy activities and activities 1, 2, and 3 correctly entered. Let's follow this example through, step by step.

![Figure 2-18](image)

**Figure 2-18.** Earliest Start and Finish Times for Initial Dummy Activities and First Three Activities on the Board Presentation Project Network.

Since we assume the starting time for the project is day 0, and since the dummy activities have duration times of 0, the Earliest Start and Finish times for both dummy activities in Figure 2-18 are 0. The Earliest Start times for activities 1 and 2 are then also 0. Since activity 1 has a duration of .5 days, then its Earliest Finish is .5 days after the project has begun. Since activity 2 has a Duration of 1.0 days, its Earliest Finish is 1.0.

Activity 3, however, must begin after both activity 2 has a Duration of 1.0 days, its Earliest
That is, the curriculum committee report (activity 1) and sample curriculum materials (activity 2) must be obtained before the outlining of the presentation (activity 3) can begin. We can be that sure activity 1 and activity 2 have been completed by day 1.0 (the Earliest Finish of activity 2). Therefore, the Earliest Start for activity 3 is day 1.0. Since activity 3 has a Duration of 1.0 days, then its Earliest Finish is day 2.0.

After calculating these quantities for each activity, one proceeds to derive the Completion Time (CT), or the Earliest Finish Time for the whole project, which is very simple. The Earliest Finish Time possible for a project is, naturally, the latest Earliest Finish of all activities and is therefore the same as the Earliest Finish of the project's terminating activity.

The entire network for the board presentation is shown in Figure 2-19. Earliest Start and Finish Times have been calculated for all activities. The total time for the project is CT = 6.1 days (Earliest Finish of activity 7).

![Diagram](image-url)

Figure 2-19. Network for Board Presentation Project Showing Earliest Start and Finish Times and Completion Times.

**REVIEW**

**Terminology**

1. **ACTIVITY DURATION**: the total time it takes to complete an activity.
2. **EARLIEST START TIME**: the earliest time in a project at which a given activity can begin; for initial activities, always 0 (zero) and for other activities, the latest Earliest Finish for all predecessors to that activity.
3. **EARLIEST FINISH TIME**: for any activity in a project: the Earliest Start Time plus the Duration of the activity.
4. **COMPLETION TIME (CT)**: the latest Earliest Finish Time of all the activities in a project.

**Exercises**

1. Beginning below are the complete activities lists (including activity Durations) for the budget request and the polling projects for which you drew networks in Exercises 1 and 2 on page 16. Using the networks that you previously drew, insert the Durations and the Earliest Start and Finish Times for each activity, and determine CT, the earliest Completion Time for each project.
   a. Activities list for project: Preparing a budget request for an elementary school.
THE COMPUTER IN EDUCATIONAL DECISION MAKING

<table>
<thead>
<tr>
<th>ID</th>
<th>Activity Description</th>
<th>Immediate Predecessors</th>
<th>Durations (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Obtain class enrollment data</td>
<td>11</td>
<td>2.0</td>
</tr>
<tr>
<td>2</td>
<td>Obtain growth factor from past records</td>
<td>12</td>
<td>.1</td>
</tr>
<tr>
<td>3</td>
<td>Predict next year's class enrollment</td>
<td>1,2</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>Determine number of classes</td>
<td>3</td>
<td>.1</td>
</tr>
<tr>
<td>5</td>
<td>Determine size of teaching staff needed</td>
<td>4</td>
<td>.1</td>
</tr>
<tr>
<td>6</td>
<td>Determine number of specialists needed</td>
<td>5</td>
<td>.1</td>
</tr>
<tr>
<td>7</td>
<td>Obtain teacher supply requests</td>
<td>7</td>
<td>5.0</td>
</tr>
<tr>
<td>8</td>
<td>Determine supply needs</td>
<td>13</td>
<td>3.0</td>
</tr>
<tr>
<td>9</td>
<td>Determine transportation needs</td>
<td>13</td>
<td>3.0</td>
</tr>
<tr>
<td>10</td>
<td>Prepare budget requests</td>
<td>6,8,9</td>
<td>5.0</td>
</tr>
<tr>
<td>11</td>
<td>Dummy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Dummy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Dummy</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

b. Activities list for project: Polling the district teaching staff on their attitudes toward differentiated staffing.

<table>
<thead>
<tr>
<th>ID</th>
<th>Activity Description</th>
<th>Immediate Predecessors</th>
<th>Durations (weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Prepare questionnaire</td>
<td>14</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>Prepare memo to staff regarding poll</td>
<td>1</td>
<td>.2</td>
</tr>
<tr>
<td>3</td>
<td>Type memo</td>
<td>2</td>
<td>.1</td>
</tr>
<tr>
<td>4</td>
<td>Distribute memo</td>
<td>3</td>
<td>.6</td>
</tr>
<tr>
<td>5</td>
<td>Type questionnaire</td>
<td>1</td>
<td>.2</td>
</tr>
<tr>
<td>6</td>
<td>Duplicate questionnaire</td>
<td>5</td>
<td>.2</td>
</tr>
<tr>
<td>7</td>
<td>Distribute questionnaire</td>
<td>5,6</td>
<td>.6</td>
</tr>
<tr>
<td>8</td>
<td>Collect completed questionnaire</td>
<td>7</td>
<td>1.0</td>
</tr>
<tr>
<td>9</td>
<td>Tally results</td>
<td>8</td>
<td>.4</td>
</tr>
<tr>
<td>10</td>
<td>Write report on poll</td>
<td>9</td>
<td>1.0</td>
</tr>
<tr>
<td>11</td>
<td>Deliver report to superintendent</td>
<td>10</td>
<td>.1</td>
</tr>
<tr>
<td>12</td>
<td>Inform teaching staff of results</td>
<td>10</td>
<td>.6</td>
</tr>
<tr>
<td>13</td>
<td>Dummy</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>14</td>
<td>Dummy</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>15</td>
<td>Dummy</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>16</td>
<td>Dummy</td>
<td></td>
<td>0.0</td>
</tr>
</tbody>
</table>

Slack Time
The question now arises: How much can each activity in the project be delayed without delaying the whole project? In order to answer this question the latest possible time that each activity may be started and finished must be calculated. Once these latest times are established, we can compare them to the Earliest Start and Finish Times to see how much each activity may be delayed without delaying the on-time completion of the project.

Latest Start and Finish Times. The Latest Start and Finish times are calculated from right to left or backward along the network, beginning at the Completion Time, T, which cannot be delayed.
The Latest Finish for the activities which immediately precede the ending event of the project is, of course, the Completion Time, T. The Latest Start for any activity is:

$$\text{Latest Start} = \text{Latest Finish} - \text{Duration of Activity}$$

For all activities other than those that precede the ending event, the Latest Finish is the Earliest Latest Start of all immediate successor activities.

As shown in Figure 2-20 below, this information is entered in brackets next to the activity duration figure. Notice that at this point in the network analysis we have removed the parenthetical activity description from below the activity line to make room for the Latest Start and Finish Times. Henceforth, the activity descriptions will be omitted from our networks; to identify each activity we can rely on the activity identification number always given above each activity arrow.

![Figure 2-20. Placement of Latest Start and Finish Times.](image)

Figure 2-20 illustrates the network for activities 5, 6, and 7 of the board presentation project, showing Latest Start correctly; the calculations for these times were made in the following way. First, the Latest Finish for activity 7 (giving the presentation) is equal to the finishing time of the project, T, or 6.1 days. The Latest Start of activity 7 is the Latest Finish of that activity minus the duration of the activity, or 6.0. A similar procedure is employed for each activity in the network, working from right to left.

![Figure 2-21a. Latest Start and Finish Times for Activities 5, 6, and 7 of Board Presentation Project Network.](image)

Figure 2-21a illustrates the network for activities 5, 6, and 7 of the board presentation project, showing Latest Start correctly.

Let's consider the calculations for activity 3 (outlining the presentation) in detail. The two successors to this are activities 4 and 6. Their Latest Start figures are 3.0 and 2.0 respectively. Thus, since the Latest Finish of activity 3 is the minimum of the Latest Start Times for the immediate successors of activity 3, the Latest Finish of activity 3 is 2.0 and the Latest Start is the Latest Finish minus the duration of the activity, or 2.0 - 1.0 = 1.0.

**Slack.** From the Earliest and Latest Time figures, we can now make one final calculation which will establish how much delay can be absorbed up to any point in the project. This is the calculation of the Slack, or S, for each activity. Slack for an activity is defined as the amount of time which an activity may be delayed in either start or finish without delaying the completion of the project.

The Slack for an activity is the difference between the Latest Start and the Earliest Start, or the difference between the Earliest and Latest Finish Times for that activity.

$$\text{Slack} = \text{Latest Start} - \text{Earliest Start}$$

or

$$\text{Slack} = \text{Latest Finish} - \text{Earliest Finish}$$

Slack is calculated for each activity beginning with the last one on the network and moving backward to the initial one(s) of the project.

Let's use the board presentation project network as an example and calculate the Slack for
each activity, one by one. From the complete network shown in Figure 2-22 above, you can see that the Latest Start and the Earliest Start of activity 7 (giving the presentation) is 0 (zero); for this activity, the slack is therefore 0 and is entered as $S = 0$ above the appropriate arrow.

$S$ for activity 6 is also zero, since the Earliest Start is again equal to the Latest Start. However, for activity 5 (typing the presentation), $S = 5.0 - 4.0 = 1.0$. Continue on through the remainder of the network and verify the Slack figures shown for each activity. As you can see, some activities have slack and others do not.

Once the $S$ for each activity has been established, it is important to look at the meaning of the slack time for each individual activity and for sequences of activities. For example, while activity 4 (between $d$ and $e$) has an $S$ of 1 day and activity 5 (between $e$ and $f$) has an $S$ of 1 day, these actually represent the same day. If activity 4 is delayed by a day, there will be no slack for activity 5.

**REVIEW**

**Terminology**

1. **LATEST FINISH TIME:** for activities immediately preceding the terminating event of a project, Latest Finish Time is always $CT$, the Completion Time; for all other activities, Latest Finish is earliest Latest Start of all immediate successors.

2. **LATEST START TIME:** the Latest Finish Time minus the Duration for that activity.

3. **SLACK:** total delay time that can be absorbed by activities without delaying the completion of the project as a whole.

**Exercises**

1. Using the networks for the budget request project and the polling project for which you calculated Earliest Start and Finish Times in Exercises 1a and 1b, pages 19 and 20, calculate and enter the Latest Start and Latest Finish Times for each activity.

2. Using the networks from Exercise 1 above, calculate and enter the Slack for each activity.

3. Assuming that the budget request project from Exercises 1 and 2 above must be completed by June 30 next year, what is the latest date the project can start in order for it to be completed on time?

4. Select a relatively limited project with which you are familiar, such as preparing for and holding a board meeting or starting a new interscholastic athletic activity. Carry out a PERT analysis of the project, including the complete activities list, the network, and all time determinations.
IV. DETERMINE THE CRITICAL PATH

Now we have all the information we need to establish one of the most useful features of a PERT return: The critical path through the project. As we stated earlier, the critical path is a particular sequence of activities in the PERT network which determines the minimum amount of time it will take to complete the project. It is called the critical path because the completion of each activity within the estimated duration time is necessary in order to complete the project within the total estimated time (CT). If one traces any other sequence of activities or paths through the network, he or she will find that each one will take the same or less time to complete than the critical path. That is, there may be some activities in other paths which can be delayed in their starting or finishing without affecting the projected finishing time. The amount of this delay is something that we have just calculated—the total slack for each activity.

Thus, it should be evident that the critical path has the least possible slack.

To determine the critical path for the board presentation example, look again at Figure 2-22: If we work backward through the network, we see that activity 7 has no slack. Of the two activities preceding activity 7, only activity 6 has no slack. Only activity 3 precedes activity 6. And of the two activities preceding activity 3, only activity 2 has no slack.

The critical path is thus determined. It consists of the activities in the order 2 - 3 - 6 - 7.

The critical path is denoted by such a list of the activities on it. It is represented in the PERT network by double arrows. Figure 2-23 gives the complete network, including the critical path, which has resulted from a PERT analysis of the board presentation.

In the case we have been examining, there was no fixed time allotted for the project, but this is not always true. Many projects are allotted a given time period or required to be finished by a certain date. In this case, the critical path may not have zero slack. Suppose that in our board presentation example you decided before beginning the project to start two weeks before the meeting at which you were to give the presentation. What you would be doing, in effect, is to assign a value to CT of 10 days. Using this figure, the amount of slack in the network is increased for all activities, as can be seen in Figure 2-24. In this case, the critical path is the path through the network with the least amount of slack. However, this obviously turns out to be the same path as before, 2 - 3 - 6 - 7.

When the time allotted for a project is less than the time required to complete the project, each activity on the critical path will have negative slack. This can be illustrated by assuming that we have scheduled the board presentation project to begin on Monday and the board meeting is on Friday of the same week. In effect, we have assigned a value of 5 days to CT. Using this figure, we can calculate the slack for each activity in the network; the results are given in Figure 2-25. The critical path is still that path through the network which has the least amount of slack—again, it is 2 - 3 - 6 - 7.

The three cases that have been discussed above can be combined into one rule for finding the critical path:

1. Find the activities with no slack.
2. Choose the longest path of these activities.

In Figure 2-23, Complete PERT Network for Board Presentation Problem, the critical path is 2 - 3 - 6 - 7. In Figure 2-24, PERT Network for Board Presentation Problem—Ten Days Allocated, the critical path remains the same.

Remember when working with negative numbers that -5 is a smaller number than -3.
Figure 2-25.
Network for Board Presentation Problem—Five Days Allotted.

the critical path. The definition which covers all three cases is: the critical path is that path through the network which has the least amount of slack. Using this definition, it makes no difference whether the slack is positive or negative or zero. In all practical situations, however, if there is a negative slack in the critical path, either the project will automatically be completed after the deadline or some activities must be completed in less time than was originally estimated. In every case it will be up to the administrator to determine the most judicious course to follow given the particular circumstances, whether it is to start early, to cut down the time spent on some of the activities, or to allow the project to run over deadline.

For most projects, the administrator will obviously want to begin early if possible, in order to leave extra time throughout in case of unforeseen delays. This will amount to adding slack and, for purposes of the network, can simply be added to the slack shown for each activity. For example, if a given project has a Completion Time of 30 days and the administrator decides to start the project 40 days before the end date, then he would add 10 days to the slack figure for each activity.

REVIEW

Terminology

1. CRITICAL PATH: the path through a network which has the least amount of slack.

Exercises

1. (a) Use the networks for the budget request project and the polling project which you have been developing in the last several exercises and show on each the critical path.

(b) Assuming that you have ten working days in which to carry out the budget request project, discuss what decisions you would make concerning the planning and implementation of the project.

2. Using the network you developed for your selected project in Exercise 4, page 22, determine the critical path and make any adjustments you deem necessary to carry out the project adequately.

SUMMARY OF PERT SYSTEM & THE CRITICAL PATH

Through the procedures outlined, it is possible to calculate the critical path for any project which consists of a set of discrete, interrelated activities for which times for completion are available. The critical path may be determined by using the following rules:

1. Construct an activity table which assigns
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a numerical identifier to each activity, lists each activity’s predecessors, and gives Durations for each activity.

2. Construct a PERT network of the activities and events.

3. In a left-to-right pass through the network let $S = 0$ and calculate:
   a. Earliest Start = $S$ for beginning activities or
   b. Earliest Start = maximum Earliest Finish for all predecessors of the activity;
   c. Earliest Finish = Earliest Start + duration time;
   d. $T =$ maximum Earliest Finish of all activities or the finish time assigned.

4. In a right-to-left or backward pass calculate:
   a. Latest Finish = $T$ for all ending activities, or, Latest Finish = minimum Latest Start for all successors of the activity;
   b. Latest Start = Latest Finish – duration time of the activity;

5. Find the critical path by determining which sequence of activities or path through the network has the least amount of slack.

REVIEW

Exercise

Suppose you have just been given responsibility for conducting a school census. The date is now September 1. In order to plan and execute this census with maximum efficiency, you decide to use PERT. The table below gives the list of activities that you have decided will be in the project. Do the following tasks:

(a) Construct a PERT network of the project with all relevant data included and identify the critical path.

(b) Determine the starting date so that the report will be ready to present to the board by May 1. Assume that each week has five working days.

<table>
<thead>
<tr>
<th>ID</th>
<th>Activity Description</th>
<th>Duration (weeks)</th>
<th>ID</th>
<th>Activity Description</th>
<th>Duration (weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Determine information needed</td>
<td>2.0</td>
<td>9</td>
<td>Determine number of workers</td>
<td>0.4</td>
</tr>
<tr>
<td>2</td>
<td>Design forms</td>
<td>3.0</td>
<td>10</td>
<td>Print forms</td>
<td>6.0</td>
</tr>
<tr>
<td>3</td>
<td>Determine census grids</td>
<td>2.0</td>
<td>11</td>
<td>Employ workers</td>
<td>2.0</td>
</tr>
<tr>
<td>4</td>
<td>Arrange computer processing</td>
<td>0.2</td>
<td>12</td>
<td>Meetings with workers</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>Arrange publicity</td>
<td>0.4</td>
<td>13</td>
<td>Take census</td>
<td>4.0</td>
</tr>
<tr>
<td>6</td>
<td>Order forms</td>
<td>0.2</td>
<td>14</td>
<td>Keypunch data</td>
<td>3.0</td>
</tr>
<tr>
<td>7</td>
<td>Write computer programs</td>
<td>4.0</td>
<td>15</td>
<td>Computer analyses</td>
<td>4.0</td>
</tr>
<tr>
<td>8</td>
<td>Publicity</td>
<td>4.0</td>
<td>16</td>
<td>Write final report</td>
<td>4.0</td>
</tr>
</tbody>
</table>

PERT ANALYSIS USING THE COMPUTER

PERT WITH PROGRAM GCPATH

The examples that have been discussed on the preceding pages have all been fairly simple in nature and thus were easily solved by hand. Many of the problems to which PERT is applicable, however, are not as easily solved. Often there are a large number of activities and com-
plex relationships among the activities. PERT probably finds its greatest utility in those projects which encompass a great number of activities with numerous interrelations, but large projects like this are difficult to handle by the manual procedures we have outlined. Fortunately, a number of computer programs exist which do an efficient job of solving large PERT network problems. In this section we will introduce you to one of them.

The program we will use is named GCPATH and was written in the BASIC program language. The function of the program is to provide the PERT network analysis by taking in such initial information about the activities as Durations and predecessors and giving back the numerical figures for each. It will also identify which activities are on the critical path.

THE STEPS FOR USING GCPATH

Complete Activities List
Before beginning to use GCPATH, you will need a complete activities list, including all activities and dummy activities, predecessors, and Durations for all activities. To illustrate how GCPATH works, let's use again the board presentation project. The complete activities list for this project is reproduced in Figure 2-26 below.

Data Statements:
While there are numerous different ways in general to make information or data available to a computer program for execution, GCPATH receives data by means of DATA statements which the user inputs into the computer. The form of this statement is:

statement number DATA activity ID, Duration, predecessor, predecessor,..., -1

One DATA statement must be constructed for each activity in the project. Since there are seven activities in the board presentation project, we will need to construct seven DATA statements. Each must have a statement number; the first should be 2000.

Let us construct the first three DATA statements in detail:

2000 DATA 1, .5, -1
2001 DATA 2, 1, -1
2002 DATA 3, 1, 1, 2, -1

The first statement, numbered 2000, represents activity 1, which has a Duration of .5 days and has no predecessors. The -1 at the end of each line indicates that there are no more predecessors for this activity. Since each statement must be numbered with a consecutively higher number, the second is 2001. It indicates that activity 2 has a Duration of 1 day and has no predecessors. The DATA statement numbered 2002 indicates that activity 3 has a Duration of 1 day and, as predecessor, activities 1 and 2. Each following DATA statement is constructed in a similar manner until the list of activities for the project is exhausted. Figure

<table>
<thead>
<tr>
<th>ID</th>
<th>Activity Description</th>
<th>Predecessors</th>
<th>Durations (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Get curriculum committee report</td>
<td>8</td>
<td>.5</td>
</tr>
<tr>
<td>2</td>
<td>Get sample curriculum material</td>
<td>9</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>Outline presentation</td>
<td>1, 2</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>Write presentation</td>
<td>3</td>
<td>2.0</td>
</tr>
<tr>
<td>5</td>
<td>Type presentation</td>
<td>4</td>
<td>1.0</td>
</tr>
<tr>
<td>6</td>
<td>Make overhead transparencies</td>
<td>3</td>
<td>4.0</td>
</tr>
<tr>
<td>7</td>
<td>Give presentation</td>
<td>5, 6</td>
<td>.1</td>
</tr>
<tr>
<td>8</td>
<td>Dummy</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>9</td>
<td>Dummy</td>
<td></td>
<td>0.0</td>
</tr>
</tbody>
</table>

Figure 2-26. Complete activities list for board presentation project.
2-27 gives the complete list for the board presentation project.

2000 DATA 1,5,8,-1
2001 DATA 2,1,9,-1
2002 DATA 3,1,1,2,-1
2003 DATA 4,2,3,-1
2004 DATA 5,1,4,-1
2005 DATA 6,4,3,-1
2006 DATA 7,1,5,6,-1
2007 DATA 8,0,-1
2008 DATA 9,0,-1

Getting Access to the Program
Once you have the list of DATA statements written down, you are ready to run the computer program GCPATH. The first thing you must do is to communicate to the computer that you want to run program GCPATH. To do this, you type the access statements appropriate for your computer. For example, it may be:

```plaintext
SET-GCPATH
```

This statement entered into the computer will tell the computer that you want access to program GCPATH.

Entering Data and Running GCPATH
Next, you must enter your DATA statement for your project. In this case enter the DATA statements just as they are given in Figure 2-27. After you have typed each line, press the return key. Once you have entered all the DATA statements, you are ready to run the program. To do this, type the run statement appropriate for your computer—for example, RUN. The computer will reply by typing out the question:

```plaintext
HAVE YOU ENTERED YOUR DATA ALREADY? YES-1, NO-0
```

If the answer is yes, type “1” next to the question mark. If you should happen to type “0,” the machine will print out the following lines:

```plaintext
ENTER THE PROJECT DESCRIPTION IN DATA STATEMENTS BEGINNING WITH LINE 2000 FOR EACH JOB, GIVE THE FOLLOWING DATA -- JOB NUMBER TIME REQUIRED TO COMPLETE PREDECESSOR JOBS (IF ANY) -1 JOBS MAY BE ENTERED IN ANY ORDER; AFTER ENTERING YOUR DATA STATEMENTS, RE-RUN THE PROGRAM
```

In essence, the computer is telling you how to enter your data. You would then enter your DATA statements and type RUN again. Using program GCPATH, the computer will now analyze your data. After it is finished it will type the information in figure 2-28.

The first information the program prints out (Part A) is a list of the activities in the project along with their duration time and list of the activities which precede them. This is printed out so that you may confirm that you have entered all the information on the activities of the project correctly. In Part B, the program prints out the earliest completion time of the project, or \( T \)—the minimum number of days it will take to complete the project. Finally, in Part C, it prints out for each activity the Earliest Start time, Earliest Finish, the Latest Start and Finish, the Slack Time, and whether or not the activity is on the critical path. For instance, in Figure 2-28, activity 2 (“get curriculum materials samples”) has an Earliest Start time of 0 days and Earliest Finish time of 1 day, a Latest Start
time of 0 days and a Latest Finish time of 1 day, and a Slack of 0 days and is on the critical path. In contrast, activity 4 ("write the presentation") has an Earliest Start time of 2 days, an Earliest Finish time of 1 days, a Latest Start time of 3 days, a Latest Finish of 5 days, and a Slack of 1 day; and it is not on the critical path. The critical path through the PERT network is thus identified by the activities that are labeled CP by the computer program.

COMPUTER PERT ANALYSIS: AN EXAMPLE

The chief advantage of computer solutions to PERT analyses is that they can provide time and slack figures and designate the critical path much more quickly and easily than hand solutions. In addition, the computer is capable of handling very complex projects with a large number of activities just as easily as it handled the small example above.

To illustrate the capability of GCPATH to handle a somewhat more complex project, let's look at one final example. Suppose that your state legislature passed a law during its last session requiring each school district in the state to establish educational goals for each grade level from first through twelfth within the next two years. Assume that you are in charge of this project for your school and that you come up with the activities list shown in Figure 2-29. From this list, you might construct a network similar to Figure 2-30.

This network would clearly illustrate predecessor activities and the position of dummy activities, and you could now complete the activities list by entering the latter, as in Figure 2-31.

If you had to rely solely on hand calculations at this point to derive Earliest and Latest Start and Finish Times, Slack, and the Critical Path, you would be in for a time-consuming set of operations. With GCPATH available, however, you could simply make your data statement list with activity number, Durations, and predecessors, and GCPATH would give you the full PERT analysis, including all activities on the critical path. Figure 2-32 shows the GCPATH printout results for the goal specification project.

<table>
<thead>
<tr>
<th>ID</th>
<th>Activity Description</th>
<th>Duration (weeks)</th>
<th>ID</th>
<th>Activity Description</th>
<th>Duration (weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Secure state guidelines</td>
<td>4</td>
<td>11</td>
<td>Generate preliminary set of goals</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>Construct committee guidelines</td>
<td>3</td>
<td>12</td>
<td>Distribute for teacher reaction</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>Appoint goal specification committees</td>
<td>4</td>
<td>13</td>
<td>Call in consultant</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>Contact state university education department regarding goal specification workshops</td>
<td>6</td>
<td>14</td>
<td>Compare with goals of other districts</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Meet with workshop leaders</td>
<td>2</td>
<td>15</td>
<td>Revise goals</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>Schedule workshops</td>
<td>2</td>
<td>16</td>
<td>Submit to superintendent for approval</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>Distribute committee guidelines</td>
<td>4</td>
<td>17</td>
<td>Submit to school board for approval</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>Conduct workshops</td>
<td>9</td>
<td>18</td>
<td>Submit to state department of education for approval</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>Secure samples of goal specification from other districts</td>
<td>16</td>
<td>19</td>
<td>Publish, distribute to all teachers for approval</td>
<td>14</td>
</tr>
<tr>
<td>10</td>
<td>Consult or review literature on goal specification</td>
<td>12</td>
<td>20</td>
<td>Inform community of outcomes</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 2-29.
Activities list for goal specification project.
### Figure 2-30.
Network for the Goal Specification Project.

<table>
<thead>
<tr>
<th>ID</th>
<th>Activity Description</th>
<th>Predecessors</th>
<th>Duration (weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Secure state guidelines</td>
<td>22</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>Construct committee guidelines</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>Appoint goal specification committees</td>
<td>23</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>Contact state university education department regarding goal specification workshops</td>
<td>21, 6</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>Meet with workshop leaders</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>Schedule workshops</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>Distribute committee guidelines</td>
<td>2, 3</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>Conduct workshops</td>
<td>6, 7</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>Secure samples of goal specification from other districts</td>
<td>24, 16</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Consult or review literature on goal specification</td>
<td>25</td>
<td>12</td>
</tr>
<tr>
<td>11</td>
<td>Generate preliminary set of goals</td>
<td>8, 9, 10</td>
<td>8</td>
</tr>
<tr>
<td>12</td>
<td>Distribute for teacher reaction</td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>Call in consultant</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>14</td>
<td>Compare with goals of other districts</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>Revise goals</td>
<td>26, 13, 27</td>
<td>8</td>
</tr>
<tr>
<td>16</td>
<td>Submit to superintendent for approval</td>
<td>15</td>
<td>4</td>
</tr>
<tr>
<td>17</td>
<td>Submit to school board for approval</td>
<td>18</td>
<td>8</td>
</tr>
<tr>
<td>18</td>
<td>Submit to state department of education for approval</td>
<td>17</td>
<td>10</td>
</tr>
<tr>
<td>19</td>
<td>Publish, distribute to all teachers</td>
<td>18</td>
<td>14</td>
</tr>
<tr>
<td>20</td>
<td>Inform community of outcomes</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>21</td>
<td>Dummy</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Dummy</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Dummy</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Dummy</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Dummy</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Dummy</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>27</td>
<td>Dummy</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>28</td>
<td>Dummy</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>29</td>
<td>Dummy</td>
<td>20</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 2-31.
Durations.
THE COMPUTER IN EDUCATIONAL DECISION MAKING

2000 DATA 1.4.22.-1
2001 DATA 3.3.1.-1
2002 DATA 3.4.23.-1
2003 DATA 4.4.21.-1
2004 DATA 5.8.6.-1
2005 DATA 7.4.3.-1
2006 DATA 7.9.9.-1
2007 DATA 9.12.24.-1
2008 DATA 9.14.24.-1
2009 DATA 10.12.25.-1
2010 DATA 11.8.4.10.-1
2011 DATA 12.4.11.-1
2012 DATA 13.6.11.-1
2013 DATA 14.2.11.-1
2014 DATA 15.4.26.13.27.-1
2015 DATA 16.4.15.-1
2016 DATA 17.4.16.-1
2017 DATA 18.10.17.-1
2018 DATA 19.14.19.-1
2019 DATA 20.4.19.-1
2020 DATA 21.0.-1
2021 DATA 22.0.-1
2022 DATA 23.0.-1
2023 DATA 24.0.-1
2024 DATA 25.0.-1
2025 DATA 26.0.12.-1
2026 DATA 27.0.14.-1
2027 DATA 28.0.19.-1
2028 DATA 29.0.20.-1

RUN
GCPATH

HAVE YOU ENTERED YOUR DATA ALREADY? YES=1, NO=0
1

ACTIV DURATION PREDECESSORS
----- ------- ------------
1 a 02
2 3 1
3 3 23
4 a 21
5 2 4
6 4 2 3
7 4 2 4
8 5 6 24
9 14 25
10 12 25
11 8 6 9 10
12 7 11
13 6 11
14 2 11
15 8 26 13 27
16 8 15
17 8 16
18 10 17
19 14 18
20 4 18
21 0
22 0
23 0
24 0
25 0
26 0
27 0
28 0
29 0

EARLIEST COMPLETION TIME FOR THE ENTIRE PROJECT = 78

Figure 2-32: GCPATH Analysis of the Goal Specification Project.
### EXERCISES

#### ACT / V

**PERT: A PLANNING AND ANALYSIS TOOL**

**earliest** | start | finish | latest | start | finish | slack
---|---|---|---|---|---|---
1 | 0 | 4 | 0 | 4 | 0 | *CP*
2 | 0 | 7 | 0 | 4 | 0 | *CP*
3 | 0 | 4 | 0 | 7 | 0 | *CP*
4 | 0 | 6 | 0 | 3 | 0 | *CP*
5 | 0 | 6 | 0 | 7 | 0 | *CP*
6 | 5 | 10 | 9 | 11 | 0 | *CP*
7 | 7 | 11 | 7 | 11 | 0 | *CP*
8 | 11 | 20 | 11 | 20 | 0 | *CP*
9 | 0 | 6 | 4 | 20 | 0 | *CP*
10 | 0 | 0 | 0 | 0 | 0 | *CP*
11 | 20 | 32 | 20 | 20 | 0 | *CP*
12 | 28 | 62 | 20 | 34 | 0 | *CP*
13 | 32 | 62 | 20 | 34 | 0 | *CP*
14 | 32 | 62 | 20 | 34 | 0 | *CP*
15 | 32 | 62 | 20 | 34 | 0 | *CP*
16 | 62 | 62 | 20 | 34 | 0 | *CP*
17 | 62 | 62 | 20 | 34 | 0 | *CP*
18 | 62 | 78 | 20 | 34 | 0 | *CP*
19 | 62 | 78 | 20 | 34 | 0 | *CP*
20 | 68 | 78 | 68 | 78 | 0 | *CP*
21 | 78 | 78 | 68 | 78 | 0 | *CP*
22 | 78 | 78 | 68 | 78 | 0 | *CP*
23 | 78 | 78 | 68 | 78 | 0 | *CP*
24 | 78 | 78 | 68 | 78 | 0 | *CP*
25 | 78 | 78 | 68 | 78 | 0 | *CP*
26 | 78 | 78 | 68 | 78 | 0 | *CP*
27 | 78 | 78 | 68 | 78 | 0 | *CP*
28 | 78 | 78 | 68 | 78 | 0 | *CP*
29 | 78 | 78 | 68 | 78 | 0 | *CP*

**DONE**

*Figure 2-32. Continued*

#### REVIEW

Use GCPATH to analyze one of the problems listed below that you have done previously by hand.

1. Preparing a budget request for an elementary school from page 14.
2. Polling the district teaching staff on their attitudes toward differentiated staffing from page 14.
3. Conducting a census for your school from page 25.

Your printout will depend upon the exact data you included in your initial analysis of the project.

#### USING PERT IN THE EDUCATIONAL SETTING

**ORGANIZING, PLANNING, AND TIME MANAGEMENT**

As you can appreciate at this point, PERT provides an invaluable approach to the organization of thinking and planning for any project which involves a well-defined collection of interrelated activities. Some examples of typical administrative projects appropriate for PERT methods of analysis are building a new building, introducing a new instructional program into the curriculum, reorganizing existing programs, budget preparation, teacher-salary negotiation processes, planning affirmative action programs, planning school integration, and conducting needs surveys.
Using the network sequence, subprojects can be broken out of the network and designated as specific units of work to be delegated. Also, using the time figures from the analysis, activities can be systematically scheduled on the calendar.

Once a project is under way, the PERT analysis can be used as a valuable guide in managing the progress of the project in terms of time. Not only can the PERT-derived schedules be used, but the critical path provides check points to which the manager may want to pay particular attention.

PERT AS A COMMUNICATION TOOL

Once a PERT analysis is complete, it provides ample material for communicating effectively with subordinates, superiors, and any others who may require information about the project. The network alone provides a graphic picture of the interconnection between activities and among the subprojects, giving workers a clear understanding of how their tasks fit into the overall picture. The specific time figures, including slack and critical path factors as well as the resulting calendar schedule, clarify the time constraints for all concerned.

The administrator can summarize the PERT analysis information in any number of ways in order to communicate effectively about the project, depending on the situation.

AVAILABILITY OF COMPUTER PROGRAMS FOR PERT ANALYSES

As with computer programs for other operation research techniques, most administrators find that they can rely on the director of their computer center or the service agency that provides computer processing to obtain computer programs for PERT analyses and to run them with the data provided by the administrator. Such programs are usually readily available from the manufacturer of the computer you have access to, from university computer centers, or from users’ groups.

There is a great number of different PERT analysis programs, but they are all basically the same. They differ primarily in special details—for example, the exact form of the input or the features of the output may be somewhat different. Since PERT analyses always require basically the same initial data and produce basically the same PERT results, administrators will normally have little difficulty using whatever PERT program may be available.

ADVANTAGES AND LIMITATIONS OF PERT

Now that you have some idea of what PERT is and what it can do, it is time to step back and take the larger view of PERT as a management tool. Obviously, it will not solve every problem of school administration. Yet it does have advantages (as well as disadvantages) when employed as a decision-making tool.

Let us consider the advantages first. Wiest and Levy provide an excellent summary of the advantages of PERT/CPM for management in general:7

1. ... [PERT/CPM techniques] are useful at several stages of project management—from the early planning stages, when various alternative programs or procedures are being considered; to the scheduling phase, when time and resource schedules are laid out; and finally in the operational phase, when used as a control device to measure actual versus planned progress.

2. They are straightforward in concept and easily explainable to the layman with no background in network theory. Data calculations, while tedious for large projects, are not difficult. Basic critical path data may be hand calculated with reasonable speed for projects with up to 500 or 600 activities. Computer programs are readily available for larger projects.

3. The network graph displays in a simple and direct way the complex interrelations

*CPM refers to the independently developed technique of Critical Path Method, the essentials of which are incorporated in such general PERT analysis as that presented in this text.

PERT: A PLANNING AND ANALYSIS TOOL

of activities which comprise a project. Managers of various subdivisions of the project may quickly perceive from the graph how their portion affects, and is affected by, other parts of the project.

4. Network calculations pinpoint attention to the relatively small subset of activities in a project which is critical to its completion. Managerial action is thus focused on exceptional problems, contributing to more reliable planning and more effective control.

5. CPM enables the manager to reasonably estimate total project costs for various completion dates. These various trade-off possibilities, along with other decision criteria, enable him to select an optimum or near-optimum schedule.

6. CPM and PERT are applicable to many types of projects—from aerospace development projects to large construction and maintenance jobs, from new product introduction programs to missile countdown procedures. Moreover, they may be applied at several levels within a given project, from a single department working on a subsystem to multi-plant operations within a large corporation.

7. As simulation tools, they enable the manager to project into the future the effects of planned or unanticipated changes and to take appropriate action when such projections indicate the need for it. Thus, for example, the manager can quickly study the effects of crash programs and can anticipate in advance potential resource bottlenecks that might result from shortening certain critical jobs.

In addition, PERT contains several other advantages for the educational administrator. First, and perhaps foremost, PERT allows the person responsible for the project to examine the entire project systematically and to identify the activities involved and the relationships among them; stated briefly, it is an analytical tool for planning and analyzing projects. It benefits the administrator concerned with obtaining grants from a number of funding institutions in that many such institutions now require proposals to be accompanied by a management plan similar to PERT. Finally, PERT offers a highly useful method of documenting projects for future use, either in repeating the project or in planning new but similar projects.

On the other side, PERT has several limitations arising primarily from the assumptions it makes about projects.

First, PERT assumes that a project can be subdivided into a set of predictable, independent activities. This has been challenged on two grounds. The first is that it may not be possible for all the activities which comprise a new project to be known before the project is started. This is not unreasonable when a group of individuals engage in a new project which they know little about; but for school administrators, it is unlikely that many completely unfamiliar projects would be initiated. The second challenge has to do with the identification of separate activities within the project. It maintains that in some cases it is not possible to separate the activities into independent units. For instance, the managerial function in a project is difficult to fit into the definition of an activity as having definite beginning and ending points within the project. This objection may be valid for several types of activities.

The second PERT assumption is that the relationships among activities can be completely represented by a noncyclical network in which each activity connects directly into its immediate successors. The assumption is not valid where the relationship between activities is conditional, i.e. the case where the order of activities is contingent upon the outcome of other activities. In a curriculum development project, for example, publication of the materials may hinge on the successful outcome of the field trials. If the trials are not successful, the materials must be revised—otherwise they go to publication. PERT has no provisions for this type of conditional precedence of project activities.

The third assumption of PERT is that activity durations may be estimated and are independent of each other. Since the calculation of the critical path depends on the time estimates, it is necessary that the estimates be accurate. But this is not always the case: when a project is initiated, the personnel involved may know little about the duration of the activities they must
carry out and their estimates may be inaccurate. There may also be cases where the activity durations are not independent. When there is only a limited amount of manpower or money available, for instance, applying it to one activity may result in another activity being slowed down or stopped.

Finally, PERT has one characteristic which may prove a disadvantage in some situations. This is that it generally takes some time to carry out the data gathering and calculations necessary for a PERT analysis. If the project is fairly small and the time schedule tight, it may be more efficient to do without the analysis. However, this saving in time must always be weighed against the ultimate cost of poor scheduling and planning for the project.

**FINAL EXERCISE**

Choose a project which is or might be your responsibility and perform a PERT analysis, using GCPATH to aid in your analysis. You should generate the following:

1. An activities list;
2. A PERT network of the project;
3. A PERT analysis by the computer;
4. A verbal description of the critical path, making any advisable adjustments;
5. Using actual calendar dates, schedule the activities for your project.
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3 Linear Programming

CHAPTER PREVIEW

This chapter introduces the technique of linear programming as a management tool for decision making. Linear programming is a problem-solving technique useful in problem situations where one quantity must be optimized (made as large or small as possible) while other quantities must remain within certain limits. An example of such a problem is determining the amount of instructional time to be spent in each of several different teaching modes so that the value of instruction to students is maximized while the limits of teachers and facilities available are observed.

The chapter contains a sample of a linear programming computer program and illustrates its use in several different situations. At key points, exercises are given to provide the user with experience in using a computer program and applying specific techniques for handling various linear programming problems.

The problems used as examples and exercises in this chapter are real-world problems which have been simplified somewhat in order to illustrate clearly the various techniques of linear programming.

The authors wish to thank the editors of Allyn and Bacon, Inc., for permission to reproduce and adapt portions of chapter 5, “Linear Programming,” Ralph A. Van Dusseldorp, D. E. Richardson and W. J. Foley, Educational Decision-Making through Operations Research, Boston: Allyn and Bacon, 1971.

CHAPTER AIMS

Successful completion of this chapter with its exercises should provide the reader with a basic understanding of what constitutes a linear programming problem, how to form a mathematical model of the problem, and how to use a computer program to find the solution. Once these skills have been mastered, the reader should be able to deal successfully with real-world linear programming problems in all their complexity.
INTRODUCTION TO LINEAR PROGRAMMING

WHAT IS LINEAR PROGRAMMING?

In the course of their careers, educational administrators encounter many problems like the following:

How can we adjust the salary schedule so that beginning teachers' salaries are as high as possible and still remain within the budget?
Which teachers should we hire in order to maximize the quality of teaching in the district?
How can we have racially balanced schools while transporting students a minimum distance from their neighborhoods?
How much time should be devoted to individualized instruction in mathematics so that students are receiving the maximum possible benefit?

Although the above problems deal with widely varied topics, all of them are concerned with allocating or assigning some resource. In the first question we are interested in allocating money for a salary schedule. In the second, we are concerned with assigning teachers to positions. The third is concerned with the assignment of students to schools, while the fourth deals with the allocation of class time.

The questions posed above also have another common characteristic. They are all concerned with making some quantity as large or as small as possible (maximizing or minimizing): in the first question, the maximum salary of a beginning teacher; in the second, the maximum quality of teaching; in the third, the minimum distance students must travel; and in the fourth, the maximum possible benefit in mathematics instruction.

Problems like those outlined above, which are concerned with allocating or assigning some resource in order to maximize or minimize a certain result, are called problems in optimization. Optimizing a quantity can refer to either maximizing or minimizing it.

Many optimization problems can be solved using the operations research technique of linear programming. In the past, linear programming has been used principally to solve problems in the military, industry, and business. In recent years, however, the flexibility and problem-solving power of linear programming have proved it to be a highly effective tool for educational decision making.

The term "programming" in "linear programming" does not specifically refer to computer programming. Rather, it refers to expressing or modeling a real problem situation in mathematical terms. The term "linear" refers to a particular kind of mathematical relationship between the variables or quantities in the problem. The reason this relationship is called linear is that graphs of linear mathematical formulas are always straight lines. Each of the formulas in the model of a particular situation must have this linear relationship of its variables before the technique of linear programming can be applied. A precise definition of a linear formula is given in the following example, and a more complete discussion of linear equations appears in the last section in this chapter.

EXAMPLE OF A LINEAR PROGRAMMING PROBLEM

To get a first look at how the technique of linear programming works, let's use a hypothetical problem borrowed from the business world. Suppose a television manufacturer produces two models of television sets—portable and console. The profit on each portable set produced is $20, while the profit on each console model is $25. The maximum capacity of the assembly lines is 60 portables and 40 consoles per day. The plant employs 150 assembly-line workers, all of who can work on either the portables or the consoles. It takes two person-days to produce a portable set and three person-days to produce a console. We assume that all television sets produced will be sold. The problem is to determine the number of consoles and portables to produce each day in order to maximize the total profit.

At the outset, this appears to be a problem in optimization because it involves certain resources to allocate (assembly lines and workers) and something to be optimized (the total profit).
The first step in solving the problem using linear programming is to express it in mathematical symbols. Let us choose $T$ to stand for the total daily profit, the variable $p$ to stand for the number of portable sets manufactured per day, and the variable $c$ to stand for the number of console sets manufactured per day.

Since each portable set yields a profit of $20 and each console set a profit of $25, the total daily profit can be expressed in the following equation:

$$20p + 25c = T$$

Since our goal is to find the number of portables and consoles that should be produced each day so the maximum possible profit is made, we want to find values to assign to $p$ and $c$ that yield as large a $T$ as possible.

There are some special terms used in linear programming to identify various parts of the problem. The measure of effectiveness is the quantity we want to either maximize or minimize—in this problem, the total daily profit. The mathematical equation expressing the measure of effectiveness is called the object function. In this case, the object function is:

$$20p + 25c = T$$

From the above equation for $T$, it initially appears that the manufacturer could maximize his profit by producing only console sets $c$. However, the number of consoles that can be produced is limited by plant capacity to 40 per day. This condition is symbolically expressed by:

$$c \leq 40$$

In linear programming a restriction like this is called a constraint. In terms of the problem, in finding values for $c$ and $p$ which will maximize the plant’s daily profit, we are limited or constrained by the fact that only 40 consoles can be built per day.

Another constraint is the restriction that no more than 60 portable sets can be built per day. This condition is expressed by:

$$p \leq 60$$

which indicates that $p$, the number of portable sets that can be produced, is less than or equal to 60.

A third constraint is that it takes two person-days to build a portable set and three person-days to build a console set. When $p$ portables are built, this production requires $2p$ employees each day. If $c$ consoles are built, $3c$ employees are needed each day. Only 150 employees are available to build television sets each day, so the third constraint expressed in mathematical terms is:

$$2p + 3c \leq 150$$

That is, the total number of employees used to build portable and console television sets must be no larger than 150.

At this point, we have expressed the elements of the television production problem mathematically, in the form of three constraints and one object function. The problem’s conditions are mathematically stated. These mathematical statements—constraints and object function—comprise a mathematical model of the problem.

We are now in a position to examine the formulas in our model and to determine if they are linear. If they are, we can conclude that the problem is a linear programming problem; that is, it can be solved using linear programming techniques.

A formula (either an equation or an inequality) is linear if the variables are only added and/or subtracted from each other; that is, variables may not be multiplied or divided by each other or by themselves. Real numbers may be added, subtracted, multiplied, or divided at any point in the formula without affecting its linearity. A formula with one variable appearing only once is automatically linear. Study the following examples of formulas and the discussions of whether or not they are linear:

1. $x + y = 0$ Linear—because the variables are added together.
2. $3x - 4y \leq 1/2$ Linear—because the variables are subtracted from each other. Notice that the numbers can be multiplied
by the variables \((3 \cdot x \text{ and } 4 \cdot y)\).

\[
\frac{x - y}{2} \geq z + 4w + 1
\]

Linear—because the variables are added or subtracted from each other. Notice that numbers can be divided into variables \((x - y/2)\) and can stand alone \((+1)\).

\[
a \cdot b = 14
\]

Not linear—because the variables are multiplied by each other.

\[
3x^2 \leq x + 2
\]

Not linear—because the variables are multiplied by each other \((x^2 \text{ means } x \cdot x, \text{ so } x \text{ is multiplied by itself})\).

\[
\frac{4x + y}{z} = x
\]

Not linear—because the variables are divided by each other \((4x + y/z)\).

Note: There is no limit to the number of variables allowed in a linear formula.

Let’s look at the formulas in our model to see if they are linear:

<table>
<thead>
<tr>
<th>Statement in Problem</th>
<th>Mathematical Expression</th>
<th>Type of Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>The daily profit should be maximized.</td>
<td>Subject to the above constraints, find (p) and (c) to maximize (20p + 25c = T).</td>
<td>Object function</td>
</tr>
<tr>
<td>No more than 60 portable sets can be built per day.</td>
<td>(p \leq 60)</td>
<td>Constraint</td>
</tr>
<tr>
<td>No more than 40 console sets can be built per day.</td>
<td>(c \leq 40)</td>
<td>Constraint</td>
</tr>
<tr>
<td>A total of 150 employees are available; it takes 2 personal days to build a portable and 3 personal days to build a console.</td>
<td>(2p + 3c \leq 150)</td>
<td>Constraint</td>
</tr>
</tbody>
</table>

If we use a computer program to solve linear programming problems, we will find the program automatically assumes that controllable variables can have negative values.

Note: It is tacitly assumed that the number of portables and the number of consoles are greater than or equal to zero, i.e., \(t_1 \geq 0\) and \(t_2 \geq 0\). It would make no sense to talk about producing a negative number of television sets! It is unnecessary to include the expressions \(t_1 > 0\) and \(t_2 > 0\) as constraints in the mathematical model.
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REVIEW

Terminology

1. OPTIMIZATION—the maximization or minimization of a given quantity.
2. MEASURE OF EFFECTIVENESS—the quantity to be maximized or minimized.
3. CONSTRAINT—a restriction that imposes limits on a problem’s solution.
4. OBJECT FUNCTION—the mathematical equation expressing the measure of effectiveness.
5. LINEAR—characteristic of a formula in which variables are only added to and/or subtracted from each other, thus resulting in the graph of the formula being a straight line.
6. LINEAR PROGRAMMING—a problem-solving technique useful for real-life problems in optimization which can be expressed by a mathematical model involving linear formulas.

Exercises

1. Choose variables to represent the following quantities for a school:
   - number of classes in session at any one time;
   - number of teachers;
   - number of teacher aides;
   - average teacher’s salary;
   - average teacher aide’s salary;
   - number of children in the school.

   Now, practice translating English statements into equivalent mathematical statements by expressing the following conditions symbolically:
   a. The number of classes in session at any one time is no larger than 65.
   b. The number of children is at least 250.
   c. The number of teachers plus the number of teacher aides is less than or equal to 75.
   d. The average teacher’s salary is $2,000 more than the average teacher aide’s salary.
   e. The number of teachers is between 35 and 40.

2. Which of the following formulas are linear?
   a. $5x = y$
   b. $2/3a - 3b + c > 0$
   c. $y^2 + 5y + 6 = 1$
   d. $5c - d = e - 3$
   e. $2mn - 6m + 5n < 0$

FINDING A SOLUTION TO THE TELEVISION PRODUCTION PROBLEM

Once the mathematical model for the problem has been formulated, the search for a solution involves finding the best solution from among many possible ones. The best solution to the television production problem is the one that maximizes the expression $20p + 25c = T$ and thus results in the greatest possible total profit, $T$.

What values of $p$ and $c$ will make $T$ as large as possible? Remember that we are limited in choosing $p$ and $c$ by the following constraints:
Let's try to solve this problem by trial and error, merely to illustrate how possible solutions to a problem differ from the best solution. (We will subsequently learn to use the computer program LPRG to solve linear programming problems.)

Suppose we choose, arbitrarily, to manufacture 60 portables and 40 consoles. That is, we choose values for \( p \) and \( c \) of 60 and 40 respectively (\( p = 60 \) and \( c = 40 \)).

There are now two things we want to know: Have we found a possible solution to the problem and is this the best solution? We know we have found a possible solution if our choices for \( p \) and \( c \) satisfy all the conditions, or constraints, of the problem. We have found the best solution when \( T \), the total daily profit, is as large as it can possibly be. There are therefore three things we want to check, now that we have assigned arbitrary values to \( p \) and \( c \):

1. Does our choice of \( p \) and \( c \) satisfy the constraints?
2. If the constraints are satisfied, what is the resulting daily profit, \( T \)?
3. Is this profit as large as it can possibly be?

Using the arbitrary values \( p = 60 \) and \( c = 40 \), we now answer these questions:

1. **Are the constraints satisfied by \( p = 60 \) and \( c = 40 \)?**
   - **First constraint:** \( p < 60 \).
     - \( p = 60 \) and \( 60 < 60 \);
     - therefore, this constraint is satisfied.
   - **Second constraint:** \( c < 40 \).
     - \( c = 40 \) and \( 40 < 40 \);
     - therefore, this constraint is satisfied.
   - **Third constraint:** \( 2p + 3c \leq 150 \).
     - Substituting \( p = 60 \) and \( c = 40 \), we have \((2 \cdot 60) + (3 \cdot 40) = 120 + 120 = 240\).
     - 240 is not less than or equal to 150;
     - 240 is greater than 150. Therefore, \( p = 60 \) and \( c = 40 \) is not a solution because it does not satisfy all the constraints.

Since we have learned we cannot use values for \( p \) and \( c \) as large as 60 and 40 respectively, let's try \( p = 0 \), \( c = 40 \) for a second possible solution.

1. **Are the constraints satisfied by \( p = 0 \) and \( c = 40 \)?**
   - **First constraint:** \( p \leq 60 \).
     - \( p = 0 \) and \( 0 < 60 \) so \( 0 < 60 \); therefore, this constraint is satisfied.
   - **Second constraint:** \( c \leq 40 \).
     - \( c = 40 \) and \( 40 < 40 \); therefore, this constraint is satisfied.
   - **Third constraint:** \( 2p + 3c \leq 150 \).
     - Substituting \( p = 0 \) and \( c = 40 \), we have \((2 \cdot 0) + (3 \cdot 40) = 0 + 120 = 120 \leq 150 \). Therefore, this constraint is also satisfied.
   - Since all the constraints are satisfied, we can conclude that \( p = 0 \) and \( c = 40 \) is a solution to the problem.

2. **What is the resulting daily profit, \( T \)?**
   - The objective function is \( 20p + 25c = T \).
     - Substituting \( p = 0 \) and \( c = 40 \), we find \( 20 \cdot 0 + 25 \cdot 40 = 0 + 1000 = 1000 = T \), so the daily profit is \$1000 \) if 0 portables and 40 consoles are produced.

3. **Is \( T \) as large as it can be?**
   - We don’t know yet. It may be possible to choose values for \( p \) and \( c \) that result in a larger value for \( T \). Let’s try another set of values for \( p \) and \( c \) and see what happens to the value of \( T \).

Again we select values for \( p \) and \( c \). We know that \( c = 40 \) is as large as allowable according to the second constraint. For the next solution, let’s keep \( c = 40 \) and make \( p \) as large as possible, hoping to maximize \( T \). With a little forethought we can select a value for \( p \) which will be as large as possible and which together with \( c = 40 \) will satisfy all the constraints.

1. **Our first concern is to pick values for \( c \) and \( p \) which satisfy all constraints.** Since we already have chosen the value of \( c \) as 40, which satisfies the constraints, we turn to \( p \). Let’s look at the constraints to get a clue to what value to select for \( p \).
   - **First constraint:** \( p \leq 60 \).
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We already know from our earlier attempt that \( p \) cannot be as large as 60 when \( c = 40 \). So we know that any smaller value that we chose for \( p \) will at least satisfy this constraint.

**Second constraint:** \( c \leq 40 \).
Since we are staying with \( c = 40 \), we know the second constraint is satisfied regardless of which value is chosen for \( p \).

**Third constraint:** \( 2p + 3c \leq 150 \).
Since we have already decided that \( c = 40 \), we can use this fact to figure out what restrictions the third constraint has on the value of \( p \), which we have yet to determine. Using \( c = 40 \), the third constraint becomes

\[
2p + 3 \cdot 40 \leq 150, \text{ or } 2p + 120 \leq 150.
\]

From this we can see that \( 2p \leq 30 \), which means \( p \leq 15 \). Therefore, in order to satisfy the third constraint, we must choose a value for \( p \) which is not larger than 15.

Since we want \( p \) to be as large as possible, we chose \( p = 15 \). So \( p = 15 \) and \( c = 40 \) is our new proposed solution. Because of the way values for \( p \) and \( c \) were chosen, we can be assured that \( p = 15 \) and \( c = 40 \) is a solution, since these values satisfy all three constraints.

**2. What is the total daily profit, \( T \)?**

\[
T = 20p + 25c = (20 \cdot 15) + (25 \cdot 40) = 300 + 1000 = \$1300
\]

**3. Is \( T \) as large as it can be?**

\( T \) is larger than it was when we tried values of \( p = 0 \) and \( c = 40 \), but we still don't know if \( T \) is as large as it can possibly be. Suppose we have tested several more combinations for \( p \) and \( c \) and have summarized our findings as in Table 3-1:

<table>
<thead>
<tr>
<th>Value for ( p ) (portables)</th>
<th>Value for ( c ) (consoles)</th>
<th>Are all constraints satisfied?</th>
<th>Value for ( T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>40</td>
<td>yes</td>
<td>$1000</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>yes</td>
<td>700</td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>yes</td>
<td>1200</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>no*</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>35</td>
<td>yes</td>
<td>1175</td>
</tr>
<tr>
<td>15</td>
<td>40</td>
<td>yes</td>
<td>1300</td>
</tr>
<tr>
<td>20</td>
<td>35</td>
<td>yes</td>
<td>1275</td>
</tr>
<tr>
<td>30</td>
<td>35</td>
<td>no†</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>30</td>
<td>yes</td>
<td>1350</td>
</tr>
<tr>
<td>40</td>
<td>20</td>
<td>yes</td>
<td>1300</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>yes</td>
<td>1250</td>
</tr>
<tr>
<td>60</td>
<td>10</td>
<td>yes</td>
<td>1450</td>
</tr>
<tr>
<td>70</td>
<td>10</td>
<td>no‡</td>
<td></td>
</tr>
</tbody>
</table>

\*\( c = 50 \) violates the constraint that \( c \leq 40 \).
\†\( p = 30 \) and \( c = 35 \) violates the constraint that \( 2p + 3c \leq 150 \) (\( 2 \cdot 30 + 3 \cdot 35 = 60 + 105 = 165 \)).
\‡\( p = 70 \) violates the constraint that \( p \leq 60 \).

From Table 3-1 we can see that there are many solutions to the television production problem—that is, it is possible to produce the following number of television sets while satisfying the given constraints:

<table>
<thead>
<tr>
<th>Portables (( p ))</th>
<th>Consoles (( c ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>40</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>15</td>
<td>35</td>
</tr>
<tr>
<td>15</td>
<td>40</td>
</tr>
<tr>
<td>20</td>
<td>35</td>
</tr>
<tr>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
</tr>
<tr>
<td>60</td>
<td>10</td>
</tr>
</tbody>
</table>

The combination of \( p = 60 \) portables and \( c = 10 \) consoles produces a profit of \$1450. If we could check every possible solution to this problem, we would find that the combination of \( p = 60 \) and \( c = 10 \) is the only solution which produces a daily profit of \$1450, and furthermore, that \$1450 is the maximum profit we could obtain. We call the values \( p = 60 \) and \( c = 10 \) the *optimal solution* to this problem; i.e., the values \( p = 60 \) and \( c = 10 \) satisfy the original constraints of the problem while at the same time optimizing (in this case, maximizing) the total daily profit.

This problem typifies many problems in linear programming in that it has many solutions but only one optimal solution. Some linear programming problems will have no solution at all, while others have an infinite number of optimal solutions. See pages 65-73 in this chapter.
could find many values for $p$ and $c$ that satisfy all the constraints in the television problem, but only one set of values will produce the largest possible profit. (Don't worry at this point about how we know $1450$ is the largest possible profit, or how we know that $p = 60$ and $c = 10$ is the optimal solution. We will later verify it through use of a computer program.)

To sum up, in solving the television production problem we first expressed the conditions of the problem as three constraints:

\begin{align*}
p &< 60; \\
c &< 40; \\
2p + 3c &< 150.
\end{align*}

We then found $p$ and $c$ such that the object function:

$$20p + 25c = T$$

was a maximum. The optimal solution was:

\begin{align*}
p &= 60 \text{ portables} \\
c &= 10 \text{ consoles}
\end{align*}

The maximum value of $T$ was $1450$.

The trial-and-error technique was used to illustrate the difference between the many possible solutions to a problem and the optimal solution. It is fairly easy to guess the optimal solution to simple linear programming problems like this one, but most practical linear programming problems contain far too many variables for the trial-and-error method to be useful or even possible. Our next step, then, is to learn how to solve linear programming problems using the computer program LPRG.

**REVIEW**

**Exercises**

1. What is the difference between a possible solution to a linear programming problem and the optimal solution? (Review text pages 39-42.)
2. Read the following problem, then answer the five questions below.

A school system wants to hire a total of 85 teacher aides for 85 elementary school classrooms. One aide will be permanently assigned to each classroom. Ten teachers have indicated that they definitely need full-time teacher aides. The rest (75) would prefer full-time aides if possible but would accept part-time aides. The school system, in an effort to improve community relations, is committed to hiring at least 15 qualified parents as part-time teacher aides. An additional consideration in hiring aides is that the school system wishes to qualify for additional federal funds by increasing staff. To meet the federal requirement, the school must employ at least 50 teacher aides as staff members. Full-time aides are counted as one staff member, part-time aides as one-half. The school system wishes to satisfy all the above conditions while at the same time spending the least amount of money. A part-time aide is paid $7 a day, a full-time aide $15 a day.

How many full-time and part-time teacher aides should be hired?

(a) What makes this problem a candidate for the linear programming technique of problem solving?
(b) Which quantities will be the two controllable variables in the model of the problem? Choose variable names for these quantities.
(c) What is the quantity we wish to optimize in this problem? Do we wish to maximize or minimize this quantity? Write this quantity mathematically as the object function.
(d) List the constraints on the controllable variables as concisely as you can; then express them mathematically. (There are four constraints.)
(e) Set up a table similar to the one we constructed for the television problem and try to guess the optimal solution by varying the values for the controllable variables.

SOLVING LINEAR PROGRAMMING PROBLEMS BY COMPUTER

THE COMPUTER PROGRAM LPRG

The program we will use to solve linear programming problems is named LPRG. Since you are now familiar with the television problem, we will use it as a sample problem to illustrate how to use LPRG. In the last section of this chapter, you will examine many examples of more complex problems relevant to the field of educational administration and study their solutions as given by LPRG.

How to Use LPRG

The following four steps are necessary to solve linear programming problems using LPRG.

1. Completely formulate the mathematical model for the problem. Write out in mathematical symbols all the constraints and the objective function.

Recall that the mathematical model of the television problem consisted of the following objective function and constraints, where \( p \) represents the number of portables and \( c \) the number of consoles:

\[
\begin{align*}
  p & \leq 60 \\
  c & \leq 40 \\
  2p + 3c & \leq 150 \\
  20p + 25c & = T
\end{align*}
\]

Constraints

Objective function

We want to find values for \( p \) and \( c \) such that \( T \), the total daily profit, is maximized.

Once all the constraints and the objective function have been formulated, you will have to assign an artificial order to the controllable variables. It does not matter what the order is or what method is used to determine it. All that is important is that there is a first variable, a second variable, a third one, and so on.

In our example, the controllable variables are \( p \) (the run of portables) and \( c \) (the number of consoles). Let us agree (arbitrarily) that \( p \) is the first variable and \( c \) is the second.

Examine the first constraint. It says that \( p \) is less than or equal to 60, but it says nothing about \( c \). When we enter information about the mathematical model of a problem into the computer using LPRG, we must make sure that each constraint says something about each controllable variable. Suppose we rewrite the first constraint as:

\[
p + 0c \leq 60
\]

We have not changed the meaning of the constraint at all. In effect, we have just added zero to the left-hand side, in the form of the variable \( c \) with a coefficient of zero.\(^4\) Suppose, furthermore, that we write this constraint again, this time clearly indicating the coefficient of \( p \) is 1:

\[
1p + 0c \leq 60
\]

We must rewrite all the constraints and the objective function of the mathematical model in this manner, clearly indicating what the coefficients of the variables are, and including every variable in every constraint. The purpose of rewriting the model is to facilitate entering correct data into the computer program LPRG.

Here is the revised (but equivalent) model for the television problem:

\[
\begin{align*}
  1p + 0c & \leq 60 \\
  0p + 1c & \leq 40 \\
  2p + 3c & \leq 150 \\
  20p + 25c & = T
\end{align*}
\]

Constraints

Objective function

Notice that we have lined up the equations so all \( p \)'s and \( c \)'s are directly under each other in a column.

The constraints must also be in order. LPRG is organized to expect all the constraints involving \( \leq \) first, the constraints involving \( = \) next,

\( \text{\textsuperscript{4}} \) The coefficient of a variable is the number which multiplies it. The coefficient of \( 3p \) is 3; the coefficient of \( 5c \) is 3; the coefficient of \( p \) is 1 (\( p \) is one \( p \)); the coefficient of \( c \) is 1 (one \( c \)).
and the constraints involving ≥ last. If there is more than one constraint involving ≤, their relative order is unimportant and may be assigned arbitrarily. The same holds for two or more = or ≥ constraints.

In our example, all the constraints are of the ≤ variety, so their order is assigned arbitrarily. Since we have already distinguished 1p + 0c ≤ 60 as the first constraint, 0p + 1c ≤ 40 as the second, and 2p + 3c ≤ 150 as the third, we will retain this order.

The model is now in a form from which we can easily enter all the necessary information into LPRG.

2. Run LPRG. To run the computer program LPRG, first access the program by typing in the message GET-LPRG. When the computer responds by spacing up a line (or by typing READY or otherwise indicating that you are to proceed), type the command to start execution of the program: RUN.

The first line the computer types will identify the name of the program: LPRG.

Now you begin to tell the computer about your linear programming problem. You do this by responding to a series of questions which will be typed by the computer. The questions will be easy to answer when the problem is organized as the television set problem is organized in Figure 3-1. Let's begin:

IF MAXIMIZING THE OBJECT FUNCTION, TYPE "1":
IF MINIMIZING THE OBJECT FUNCTION, TYPE "-1":

Since we are maximizing the television set problem, we respond with a 1. The program continues:

NUMBER OF VARIABLES?

This question refers to the controllable variables only. In the television problem we have two controllable variables, p and c (the number of portables and consoles).

The message used to access LPRG may be different on the computer system you are using, and the command to begin execution may also be different, so be sure you know the correct commands before continuing. Notice that in this and other discussions involving interactions with the computer, all responses typed by the user will be underlined to distinguish them from computer-generated response. On actual runs, however, no underlining will appear.

We have listed three constraints in Figure 3-1; therefore, the correct response is 3.

Next, you will be asked how many of the constraints are "less-than" (involving ≤), how many of them are "equality" (involving =), and how many of them are "greater-than" (involving ≥). You must account for all the constraints as one of these. If you do this incorrectly the program will tell you the data you entered is inconsistent and you will have to enter it again. Since all three constraints in the television problem are "less-than," we respond to the questions in the following manner.

NUMBER OF LESS-THAN CONSTRAINTS?
NUMBER OF EQUALITY CONSTRAINTS?
NUMBER OF GREATER-THAN CONSTRAINTS?

Now you will begin entering the constraints and object function formulas themselves. The program will ask you to supply the information contained in Figure 3-1 in an organized manner. It begins with the message:

ENTER THE COEFFICIENTS OF THE CONSTRAINTS, SEPARATED BY COMMAS.

Recall that both the controllable variables and the constraints have an order. You must enter the information using these orders. In this case, the first constraint refers to 1p + 0c ≤ 60. The coefficients are 1 and 0. Always begin with the first variable when entering coefficients, so that the coefficient of the first variable is entered first, followed by the coefficient of the second variable, and so on until the coefficients of all the variables in the constraint have been entered. LPRG knows how many coefficients to expect. If you enter too many, it will consider the last ones as extra and ignore them. You will get a message to this effect. If you do not enter enough coefficients, LPRG will print "??" until you have entered the correct number of coefficients. It will then go on to the second constraint.

In this case, the second constraint is 0p + 1c ≤ 40. The coefficient of the first variable (p) is 0.
and the coefficient of the second variable (c) is 1. LPRG then goes on to ask for information about the final constraint.

\textbf{CONSTRAINT 3} \quad 2p + 3c \leq 150

Since the third constraint is \(2p + 3c \leq 150\), the proper response is 2 followed by 3.

At this point, all the relevant information on the left-hand sides of the constraints has been entered. LPRG knows this and will stop asking about the constraint coefficients. LPRG also knows whether the constraints involve \(\leq\), \(=\), or \(\geq\) from the information entered earlier. The only remaining information about the constraints is the numerical values on the right-hand sides. These values are the subject of the next question.

\textbf{ENTER THE RIGHT-HAND SIDES OF ALL THE CONSTRAINTS, SEPARATED BY COMMAS.}

\begin{align*}
760, 40, & 150
\end{align*}

Remember that these values must be entered according to the order of the constraints. For this example, we respond with 60, followed by 40, followed by 150.

Now LPRG has all of the information about the constraints. Only one piece of information is missing: the coefficients of the object function.

\textbf{ENTER THE COEFFICIENTS OF THE OBJECT FUNCTION, SEPARATED BY COMMAS.}

\begin{align*}
120, & 25
\end{align*}

The object function is \(20p + 25c = T\) so the correct response (don't forget about the order of the variables) is 20 followed by 25. Now LPRG has all the information necessary about the television problem.

Before it starts calculating, however, it gives the user a chance to correct or change the data about the constraints and the object function. If you have made a mistake in entering the data, this option allows you to correct your mistake easily by retyping the incorrect line of data.

As we have not made any mistakes in entering the data in this example, the conversation will be as follows above.

6 In mathematical formulas, a relational operator such as \(\leq\), \(=\), or \(\geq\) is what separates the formula into 2 sides (the right and the left). For example, in \(3x + 2y + z > 0\), the left-hand side is \(3x + 2y + 2\) and the right-hand side is 0. In \(14a - b = 2c + d + 1\), the left-hand side is \(14a - b\) and the right-hand side is \(2c + d + 1\).
Figure 3-1. Complete run of LPRG.

If it finds some, it proceeds to locate the optimal solution. If LPRG cannot find any solutions, it will ignore the last constraint and test the remaining system for solutions. It will continue to eliminate constraints until it has found a problem with solutions. Then it will find the optimal solution. In the case of LPRG, therefore, it is advisable to check the solution generated against the last constraint. On occasion, you will find that the last constraint is violated by the solution. It is then up to you to decide if the solution is acceptable or if the problem must be revised in some other manner.

Also, LPRG does not distinguish those problems with an infinite number of optimal solutions.
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from problems which have only one optimal solution. An example of a problem which has an infinite number of optimal solutions would be the television problem, assuming that the profit on consoles is $30 rather than $2f. The model for the problem would then be:

\[
\begin{align*}
  p & \leq 60 \\
  c & \leq 40 \\
  2p + 3c & \leq 150
\end{align*}
\]

Constraints

(Maximize) \( 20p + 30c = T \)  \ Object function

There would be many optimal solutions to this problem. For example, all of the following values for \( p \) and \( c \) satisfy the given constraints and produce the same maximum profit of $1500:

\[
\begin{array}{c|c|c}
  p & c & \\
  \hline
  60 & 10 & \\
  45 & 20 & \\
  30 & 30 & \\
  15 & 40 & \\
\end{array}
\]

LPRG would give you only one of the above answers for \( p \) and \( c \).

For any linear programming problem, there will either be no solutions, one optimal solution, or an infinite number of optimal solutions. A linear programming problem would never have, for example, exactly two optimal solutions.

REVIEW

Terminology

COEFFICIENT OF A VARIABLE: the number which multiplies the variable.

Exercises

1. In what order must the constraints of the mathematical model of a linear programming problem be listed when using LPRG? Why is this so? (Review text pages 43-44.)
2. How do you go about ordering the controllable variables? When is this order used? (Review text pages 43-45.)
3. When running LPRG, how do you tell the computer whether the object function is to be maximized or minimized? (Review text page 44.)
4. Solve the television problem yourself using LPRG, and check your answers with those in the text, page 42.)
5. Using the mathematical model you developed in Exercise 2 on pages 42-43 (the teacher aides problem), solve the problem using the computer. Compare the answers you get from the computer with the answer you obtained by trial and error.

GUIDELINES FOR FORMULATING LINEAR PROGRAMMING MODELS

PURPOSE OF THIS SECTION

The preceding section of this unit introduced the skills necessary to solve problems using linear programming. Later we will present detailed analyses of problems in educational administration which can be solved by the same means. Before analyzing problems, however, we want to discuss why this technique has been delayed in its application to education and also give a general outline for formulating linear programming models. We hope you will keep this general outline in mind as you work through the problems in the last section of this chapter. The ideas presented below should help you recognize elements and procedures common to all problems.
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involving linear programming, even though the problems themselves deal with widely diverse problem areas.

LINEAR PROGRAMMING IN EDUCATION

Educators have only recently begun to use linear programming to solve educational problems. There are several reasons for the delay in applying the technique in this field. First, linear programming is a relatively new tool and there has not been much time for educational applications to be developed. Second, very few educators have become acquainted with this tool during their professional training programs. Third, mathematicians or computer programs needed to provide the solutions to linear programming problems have not been generally available to educators.

Probably the single most important reason for the delay in adding linear programming techniques to the battery of educational problem-solving tools has been the difficulty of expressing the goals of educational programs in terms that can be measured objectively and of relating these goals to contributing factors. Goals must be expressed objectively before linear programming techniques can be used, since the objective function must be a mathematical equation. This is usually easier in business than in education because the goals of business are frequently expressed in terms of dollars or variables directly related to dollars. In the television manufacturing example you have just been working with, the goal was to maximize the daily profit, with profit expressed in terms of dollars. The relationship between the profit and the controllable variables (number of portables and number of console television sets produced) was also known. Goals involved in education often do not fall so neatly into terms that can be measured objectively. For example, how often have you seen the following educational goals expressed objectively, that is, in a quantifiable form?

- Quality of teaching in a school
- Student motivation
- Teacher effectiveness
- Suitability of a teacher for a particular course
- Efficiency of maintenance scheduling in a district
- Student citizenship
- Student learning
- Ability of students to generalize what they have learned
- Social integration

Just because the above goals are seldom expressed mathematically does not mean that it is impossible to do so. The problems presented in the final section of this chapter should give you some ideas on various techniques of quantification. Of course, linear programming—and for that matter all operations research techniques—does not claim to be able to quantify every goal or express every educational problem mathematically. We are limited by the degree of development of our mathematical techniques, the presence of variables or relationships which are unknown to us, and the fact that quantifying real-life situations may require us to make so many assumptions that the final results are too far removed from the real world to be practical.

STEPS IN FORMULATING LINEAR PROGRAMMING MODELS

To help you see a common thread in all linear programming problems, and to aid you in solving linear programming problems on your own, a general list of steps in formulating models follows. The steps will be discussed in detail and illustrated by examples from the field of education and by references to the television production problem and the teacher aide problem.

Smythe and Johnson list the following steps:

Steps in Formulating Linear Programming Models
1. Recognition of the problem.
2. Formulation of the mathematical model:
   a. identification of the controllable variables;
   b. choice of measure of effectiveness;
   c. mathematical representation of the object function;
   d. identification of the constraints;
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e. mathematical representation of the constraints.

Once all these steps have been accomplished, the problem is relatively easily solved by a computer program for linear programming, such as LPRG. The major difficulty in linear programming lies in the formulation of the problem, not in the solution.

Recognition of the Problem
In formulating the model of the problem, Step 1 is recognizing that an educational problem is appropriate for solution through linear programming. As you already know, linear programming is applicable when it is desirable to establish a program of action that is optimal in terms of the effectiveness of reaching some measurable goal and when all the familiar in the model are linear. The program of action consists of allocating or assigning some type of resource. Furthermore, this allocation or assignment must conform to certain criteria, or constraints.

In the television production problem, we were allocating television set workers and assembly lines by determining how many portable and console sets to produce in order to optimize (maximize) the daily profit. In the teacher aide problem, we were allocating jobs by determining how many full-time and part-time aides to hire in order to optimize (minimize) the amount of money required.

Other resources often allocated in educational situations include:

- Teachers and teacher aides
- Budget funds
- Federal aid funds
- Teacher time
- Maintenance workers
- Audio-visual equipment
- School buses
- Student distribution in the school system
- Class time
- Classrooms

What are some of the things to be optimized (either or minimized) within certain constraints in education? Consider the lists below:

Results to Maximize:
- Student achievement
- Teacher experience
- Teacher training
- Time for instruction
- Availability of instructional materials
- Utilization of facilities
- Opportunity for extracurricular activities
- Subject offerings
- Nutritional value of school lunches

Results to Minimize:
- Cost of:
  - total education
  - school lunches
  - facilities
  - transportation
  - interest on bonds
  - equipment and supplies
  - Pupil-teacher ratio
  - Transportation time
  - Dropout
- Distance students must travel to school
- Distance students must travel between classes
- Class size
- Underachievement

All of the items on these lists appear to be at least potential applications of linear programming in that they are goals to be optimized.

Formulation of the Mathematical Model
The second step, 2(a), in Smythe and Johnson's procedure calls for identifying the controllable variables that affect the problem goal.

Sometimes the resources to be allocated in a linear programming problem will be the same as the controllable variables, as in the teacher aide problem, where the controllable variables were the respective numbers of full-time and part-time teacher aides to be hired. Other times, we will have to use controllable variables which are not exactly the same thing as the resources to be allocated, as in the television problem: here, the controllable variables were the number of portable and console sets to be produced, while the actual resources to be allocated were the workers and assembly lines.

In some problems, we may have to use ingenuity to express the controllable variables. Problem 3, pages 61-65, will illustrate how to use controllable variables to indicate whether or not a teacher is hired to fill a particular position.
Step 2(b) is to choose the measure of effectiveness—some criterion that can be objectively measured. In some cases this step is quite easy. Most cost objectives can be measured in terms of dollars, as the total daily profit in the television problem or the cost of hiring teacher aides. Student achievement may simply be the number of years taught. A goal such as quality of teaching, on the other hand, may be more difficult to express in objective terms, but still possible. You could devise a rating system for prospective teachers which would indicate their potential teaching quality by including such items as experience, education, recommendations, and the opinions of those who conduct teacher interviews—easily translated into numerical scores. The higher the teacher's score, the greater his potential for quality teaching. The total quality of the teachers you hire, then, would be the sum of the teacher's scores on your rating system.

Step 2(c) calls for the mathematical representation of the object function. That is, after we have decided how to objectively express the measure of effectiveness, we must write a mathematical equation for this quantity.

The measure of effectiveness for the television problem was daily profit, measured in dollars and expressed by the equation:

\[20p + 25c = T\]

where:
- \(p\) = number of portables
- \(c\) = number of consoles
- \$20 = profit on each portable
- \$25 = profit on each console
- \(T\) = the measure of effectiveness = the total daily profit.

The measure of effectiveness for the teacher aide problem was the daily cost of teacher aides, measured also in dollars and expressed by the equation:

\[15f + 7p = c\]

where:
- \(f\) = number of full-time teacher aides
- \(p\) = number of part-time teacher aides
- \$15 = cost of one full-time aide per day
- \$7 = cost of one part-time aide per day

\(C = \text{the measure of effectiveness} = \text{the total daily cost of teacher aides}\)

Both of the above equations are of the general form:

\[A \cdot a + B \cdot b = Z^8\]

where \(A\) and \(B\) are constants (numbers), \(a\) and \(b\) are controllable variables, and \(Z\) is the measure of effectiveness.

In the equation \(20p + 25c = T\), the constants were \(A = 20\) and \(B = 25\), and we used the symbols \(p\) and \(c\) instead of, respectively, \(a\), \(b\), and \(Z\).

In the equation \(15f + 7p = C\), we had \(A = 15\) and \(B = 7\), and we named our controllable variables \(f\) and \(p\). \(C\) was the symbol we used for our measure of effectiveness. Notice that an equation in this general form, which is the sum of controllable variables multiplied by constants, is a linear equation. \textit{Recall that the object functions in linear programming problems must be linear equations.}

Of course, we are not restricted to only two controllable variables for the object function. If we had \textit{five} controllable variables, the object function would be of the general form:

\[Aa + Bb + Cc + Dd + Ee = Z\]

Even when the goals of a linear programming problem can be appropriately expressed, it is often difficult to establish relationships between the goals and the controllable variables that contribute to the fulfillment of the goals. For example, we discussed above the possibility of expressing "quality of potential teaching" as the sum of the scores of the teachers who are hired. There may, however, be other variables we wish to include in calculating the total potential quality of teaching: for example, teachers' personalities will surely be a factor in quality of teaching. But how do we express mathematically the fact that hiring a certain English Department head will alienate certain other teachers in the department?

Another example of the difficulty in establishing relationships between goals and controllable variables might occur if we were measuring the quality of mathematics instruction in a school according to the amounts of time students spend in large, medium, and small groups.

\(^8\)As a convention for this chapter, numbers are represented by upper-case letters and variables by lower-case letters.
and in individual instruction. An administrator may decide that individual instruction time is generally more valuable to a student than time spent in large group instruction. The question is, then, how much more valuable? Twice as valuable? Ten times as valuable? Often, the effect of a controllable variable on the measure of effectiveness must be determined by a subjective judgment. On the other hand, experience and research can also provide guidelines to how much effect a variable may have on a desired goal.

If the relationship between the controllable variables and the measure of effectiveness is a subjective judgment, or if research on the matter is not conclusive, linear programming is a quick, inexpensive way to try out various hypotheses and observe the resulting effects. For example, in the problem outlined above, where an administrator is interested in ascertaining how much time should be spent in various types of mathematics instruction, he or she may solve the problem several times, each time varying the relative importance of individualized instruction. The first time he or she may specify that individualized instruction is 10 times as valuable to a student as a comparable amount of large group instruction; another time, he or she may specify that those types of instruction are equally valuable. The administrator could then compare results. The results of such a simulation could be very interesting as a school district reviews or forms its philosophy regarding individualized instruction and the resulting scheduling of students.

The next step, 2(d), is to identify the constraints. They may apply to single variables or to combinations of variables. In the television problem, we had the following constraints:

No more than 60 portables could be produced daily.
No more than 40 consoles could be produced daily.
There were only 150 people available to build television sets: 3 person-days were required to produce a portable, 2 to build a console set.

**REVIEW**

<table>
<thead>
<tr>
<th>Exercise</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. List the steps required in formulating linear programming models. (Review text pages 48-51.)</td>
</tr>
</tbody>
</table>

In the teacher aide problem, the constraints were:

The number of full-time aides plus the number of part-time aides had to equal 85.
At least 10 full-time aides were to be hired.
At least 15 part-time aides were to be hired.
A total of at least 50 staff members were to be hired, with a full-time aide considered one staff member and a part-time aide considered one-half staff member.

Some other constraints which might typically be found in educational problems are:

There is only $50,000 in the district budget for merit increases this year.
We can only afford to pay a new science teacher $10,000.
There are only 62 seats in a school bus.
No child should spend more than one hour a day riding a school bus.
A school lunch must provide a minimum of 1,000 calories.
A teacher must have at least one free period per day.
The enrollment in drivers' education is limited to 200 students.

Step 2(e) entails mathematical representation of the constraints on the controllable variables. This procedure has been covered before (page 53). Sometimes we need to use real ingenuity to express constraints on controllable variables. For example, Problem 3 on page 61 illustrates how to express mathematically the condition that only one teacher may be hired for each available position in a school. Recall that the constraints must also be linear in order for a problem to be solvable using linear programming techniques.

Remember, addition, that it will not be possible to express every constraint in a real problem situation mathematically. We can only hope that the simplification of the constraints imposed by the available mathematics will not alter the problem to such a degree that the results from linear programming are not useful.
GENERAL PURPOSE OF THIS SECTION

This section is devoted to five typical problems in educational administration which may be analyzed using the operations research tool of linear programming. It may be the most important section of all, for it is here that the power and versatility of linear programming become evident. The number of different topics to which linear programming is applicable is truly remarkable, and undoubtedly more applications will occur to you as you read.

The preceding four sections outlined all the skills necessary to solve any of the following problems. They may seem more difficult than those presented up to this point only because there are more controllable variables in each problem and more constraints on these variables. There will always be, however, only one objective function which we will want to either maximize or minimize, depending on the goal of the problem.

PROBLEM 1: SCHEDULING CLASS TIME FOR MATHEMATICS INSTRUCTION

Statement of the Problem

A school uses a flexible scheduling pattern. Mathematics classes are to be scheduled for 60 students. The schedule can include large group instruction with classes of 60, medium group instruction with classes of 30, small group instruction with classes of 15, and individual instruction with one student per teacher. In each week, there are 1,200 minutes of teacher time available, which includes preparation time as well as teaching time. It takes two minutes of preparation for each minute of large group teaching, one minute of preparation for each minute of medium group teaching, one-half minute of preparation for each minute of small group teaching, and no preparation for individual instruction. Each student must spend at least 250 minutes per week in mathematics class or individual instruction, of which at least 5 minutes must be in individual instruction and 20 minutes in small group instruction.

The school administration has placed relative values for the students on each type of instruction. The value of a unit of time of large group instruction is 2, of medium group 5, of small group 8, and of individual instruction 40. That is, based on his experience, an administrator has decided that a unit of time of individual math instruction is five times better than a unit of small group instruction, eight times better than a unit of medium group instruction, and twenty times better than a unit of large group instruction. These numbers were chosen strictly on the basis of the administrator's own judgment; another administrator might assess the values quite differently.

The problem is to determine the amount of time to be devoted to each type of instruction in order to maximize the total value of math instruction to the students.

Mathematical Model

The measure of effectiveness in this problem is the total value of mathematics instruction for one student. The total value of math instruction will depend upon the amounts of time to be devoted to each type of instruction. These amounts of time are the controllable variables. Suppose we choose the variables \( l, m, s, \) and \( i \) to represent the following values:

\[
\begin{align*}
  l &= \text{time spent by a student in large group instruction} \\
  m &= \text{time spent by a student in medium group instruction} \\
  s &= \text{time spent by a student in small group instruction} \\
  i &= \text{time spent by a student in individual instruction}
\end{align*}
\]
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The total value of math instruction will then be measured by the sum of the time spent in each type of instruction multiplied by the respective relative value for that type of instruction. From the statement of the problem, we have the following relative values for the different types of instruction:

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Relative Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large group</td>
<td>2</td>
</tr>
<tr>
<td>Medium group</td>
<td>5</td>
</tr>
<tr>
<td>Small group</td>
<td>8</td>
</tr>
<tr>
<td>Individual</td>
<td>40</td>
</tr>
</tbody>
</table>

Therefore, the total value of mathematics instruction for each student will be:

\[2l + 5m + 8s + 40i = V\]

where we have arbitrarily chosen the variable \(V\) to represent the total value of instruction.\(^9\) The above equation is the object function. We are interested in obtaining the highest quality of instruction possible, so our goal is to find values for \(l, m, s\) and \(i\) which will give a maximum value to \(V\).

The object function we have just formed expresses the total value of mathematics instruction for each individual student. If we wished to know the value of instruction for all 60 students, we would simply multiply the equation by 60.

Equations for the constraints of the problem must now be written. That is, we must express mathematically the limitations on the controllable variables.

We first need to calculate how much teacher time will be needed for large, medium, and small group instruction and for individual instruction. A total of 1,200 minutes of teacher time is available for preparation and teaching. The class size for large group instruction is equal to the number of students taking mathematics, so just one section of large group instruction need be considered. It takes two minutes of preparation for each minute of large group instruction taught. The teacher time used for large group instruction will, therefore, be the time in preparation plus the time in teaching for one section, or \(2l + l = 3l\).

The class size for medium group instruction is 30, so two sections are needed to accommodate all 60 students. It takes a minute of teacher preparation for each minute of medium group instruction taught. The teacher time used for medium group instruction will be the time in preparation plus the time in teaching multiplied by the number of sections or \(2 \cdot (m + m) = 2 \cdot 2m = 4m\).

Small group teaching requires one-half minute of preparation for each minute of teaching. If \(s\) is the time for instruction for small groups, then \(.5s + s = 1.5s\) is the total teacher time required for one small group. Since a small group consists of 15 students and since a total of 60 students would require four small groups, we must multiply \(1.5s\) by the number of small groups required (four): \(4 \times (1.5s) = 6s\). Therefore, \(6s\) is the total teacher time required for four small groups.

Individual instruction requires no preparation. If one student is allotted \(i\) minutes of individual instruction, then 60 students would require \(60i\) minutes of teacher time per week in individual instruction.

Now we can write the mathematical form of the constraint on teacher time: teacher time is the sum of the times spent in preparation and teaching of large, medium, and small groups and individuals and is limited to 1200 minutes per week. The mathematical statement is:

\[3l + 4m + 6s + 60i \leq 1200\]

The next condition we must consider is that each student must spend at least 250 minutes per week in mathematics class or individual instruction. This constraint can be expressed by:

\[l + m + s + i \geq 250\]\(^10\)

Each student must spend at least 5 minutes in individual instruction and at least 20 minutes in small group instruction. These conditions are expressed respectively by:

\[i \geq 5 \quad s \geq 20\]

\(^{10}\) Recall that the sign \(\geq\) means "greater than or equal to."

\(^9\) All that has been done to form this equation is to weight the times in various types of mathematics instruction according to the assessment of the relative worth of each type of instruction.
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In summary, then, we have formed the following mathematical statements based on the original problem:

**Table 3-2. Summary of school schedule problem.**

<table>
<thead>
<tr>
<th>Statement in Problem</th>
<th>Mathematical Expression</th>
<th>Type of Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teacher time is limited to 1200 minutes; allow for both preparation and teaching time in all types of instruction.</td>
<td>(3l + 4m + 6s + 60i ≤ 1200)</td>
<td>Constraint</td>
</tr>
<tr>
<td>Each student receives at least 250 minutes of math instruction.</td>
<td>(l + m + s + i ≥ 250)</td>
<td>Constraint</td>
</tr>
<tr>
<td>Each student receives at least 5 minutes of individual instruction.</td>
<td>(i ≥ 5)</td>
<td>Constraint</td>
</tr>
<tr>
<td>Each student receives at least 20 minutes of small group instruction.</td>
<td>(s ≥ 20)</td>
<td>Constraint</td>
</tr>
</tbody>
</table>
| Maximize the value of math instruction, based on relative worth of each type of instruction. | \(\text{Choose } l, m, s, \text{ and } i \
subject to the above constraints to maximize \ldots\) | Object function |
|                                                                                     | \(2l + 5m + 8s + 40i = V\)       |                        |

We are now in a position to order the variables and the constraints and to express the constraints in a form acceptable to LPRG.

Since we have already referred to \(l, m, s, \) and \(i\) in that order, let's now formally agree that \(l\) is the first variable, \(m\) is the second, \(s\) is the third, and \(i\) is the fourth.

In assigning an order to the constraints, recall that all the "\(\leq\)" constraints must come first, followed by the "\(=\)" constraints, followed by the "\(\geq\)" constraints. As "\(3l + 4m + 6s + 60i ≤ 1200\)" is the only "less-than" constraint, it must be first. There are no "equality" constraints; all the remaining ones are "greater-than" constraints. So we arbitrarily assign "\(l + m + s + i ≥ 250\)" as the second, "\(i ≥ 5\)" as the third, and "\(s ≥ 20\)" as the fourth.

Since every constraint must mention each variable, it is necessary to rewrite the third and fourth constraints, using coefficients of zero for the missing variables.

\[i ≥ 5 \text{ becomes } 0 \cdot l + 0 \cdot m + 0 \cdot s + 1 \cdot i ≥ 5\]

\[s ≥ 20 \text{ becomes } 0 \cdot l + 0 \cdot m + 1 \cdot i + 0 \cdot s ≥ 20\]

Table 3-2 summarizes the problem in a form which is usable for LPRG.

<table>
<thead>
<tr>
<th>1st var</th>
<th>2nd var</th>
<th>3rd var</th>
<th>4th var</th>
<th>sign</th>
<th>right-hand side</th>
</tr>
</thead>
<tbody>
<tr>
<td>l</td>
<td>m</td>
<td>s</td>
<td>i</td>
<td>(i)</td>
<td>(1200)</td>
</tr>
<tr>
<td>1st constraint</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>60</td>
<td>(\leq)</td>
</tr>
<tr>
<td>2nd constraint</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>(\geq)</td>
</tr>
<tr>
<td>3rd constraint</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>4th constraint</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>Object function</td>
<td>2</td>
<td>5</td>
<td>8</td>
<td>40</td>
<td></td>
</tr>
</tbody>
</table>
Exercise

1. Solve the class scheduling problem presented above using LPRG, then verify your answers with those given on the following pages. Reorder the variables and run LPRG again. Are the results the same?

Analysis of the Solution

The computer program will print out the following optimal solution to the class scheduling problem. (See Figure 3-2 for the complete listing of the computer solution to this problem.)

SET-LPRG
RUN
LPRG

IF MAXIMIZING THE OBJECT FUNCTION, TYPE 1.
IF MINIMIZING THE OBJECT FUNCTION, TYPE -1.

NUMBER OF VARIABLES? 74
NUMBER OF CONSTRAINTS? 74
NUMBER OF LESS-THAN CONSTRAINTS? 70
NUMBER OF EQUALITY CONSTRAINTS? 70
NUMBER OF GREATER-THAN CONSTRAINTS? 74

ENTER THE COEFFICIENTS OF THE CONSTRAINTS, SEPARATED BY COMMAS.
CONSTRAINT 1 73.4, 6.60
CONSTRAINT 2 71.1, 1.1
CONSTRAINT 3 70.0, 0.1
CONSTRAINT 4 70.0, 1.0

ENTER THE RIGHT-HAND SIDES OF ALL THE CONSTRAINTS, SEPARATED BY COMMAS. 11200, 250, 5.20

ENTER THE COEFFICIENTS OF THE OBJECT FUNCTION, SEPARATED BY COMMAS. 72.5, 8.40

DO YOU WISH TO CHANGE OR CORRECT ANY OF THE CONSTRAINTS?
(YES = 1, NO = 0) 70

DO YOU WISH TO CHANGE OR CORRECT THE RIGHT-HAND SIDES?
(YES = 1, NO = 0) 70

DO YOU WISH TO CHANGE OR CORRECT THE OBJECT FUNCTION?
(YES = 1, NO = 0) 71

ANSWERS:

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>120</td>
</tr>
<tr>
<td>2</td>
<td>105</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

THE VALUE OF THE OBJECT FUNCTION IS 1125.
THIS VALUE IS A MAXIMUM.

DONE

Figure 3-2.
Class Scheduling Problem Using LPRG.
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ANSWERS
THE MAXIMUM VALUE OF THE OBJECT FUNCTION IS 1125
THIS OCCURS WHEN:
VARIABLE 2 = 105
VARIABLE 3 = 20
VARIABLE 4 = 5
ANY VARIABLES NOT LISTED HAVE 0
DONE

The computer prints the maximum (or minimum) value of the object function and the corresponding values of the variables, subject to the given constraints. We see that the maximum value of the object function is 1125, which occurs when variable 2 (which is \( m \), the time spent in medium-sized group instruction) is 105 (minutes); when variable 1 (\( l \), time spent in large group instruction) is 120; when variable 3 (\( s \), time spent in small group instruction) is 20; and when variable 4 (\( i \), time spent in individualized instruction) is 5. In other words, the maximum value of instruction will occur when each student receives 120 minutes of large group instruction, 105 minutes of medium group instruction, 20 minutes of small group instruction, and 5 minutes of individualized instruction. One can verify that the original conditions of the problem are satisfied by substituting the following values for the variables in the original constraints:

Optimal solution: 
\[
\begin{align*}
  l &= 120, \\
  m &= 105, \\
  s &= 20, \\
  i &= 5
\end{align*}
\]

First constraint: 
\[
3l + 4m + 6s + 60i = 3 \cdot 120 + 4 \cdot 105 + 6 \cdot 20 + 60 \cdot 5 = 1200 
\]

Second constraint: 
\[
l + m + s + i = 120 + 105 + 20 + 5 = 250 
\]

Third constraint: 
\[
i = 5 \geq 5
\]

Fourth constraint: 
\[
s = 20 \geq 20
\]

Checking the value of the object function, we have:
\[
2l + 5m + 8s + 40i = 2 \cdot 120 + 5 \cdot 105 + 8 \cdot 20 + 40 \cdot 5 = 1125
\]

Let us compare the answers to the class scheduling problem using this new object function with the previous answers we obtained. (See Figure 3-3 for the computer listing for the revised class scheduling problem.)

It should not be surprising that when all types of instruction are assumed to be of equal worth, the time for large group instruction is increased. Large group instruction is, after all, the most efficient form of instruction, in that all students may be accommodated in the structure of one large class taught by one teacher. The large class situation can give a large unit of
LINEAR PROGRAMMING

<table>
<thead>
<tr>
<th>Assumption About Types of Math Instruction</th>
<th>Large Group</th>
<th>Medium Group</th>
<th>Small Group</th>
<th>Individual Instruction</th>
<th>Value of Object Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted values:</td>
<td>120</td>
<td>105</td>
<td>20</td>
<td>5</td>
<td>1125</td>
</tr>
<tr>
<td>Individual instruction much more valuable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All types of Instruction equal</td>
<td>260</td>
<td>0</td>
<td>20</td>
<td>5</td>
<td>285</td>
</tr>
</tbody>
</table>

Table 3-3. Class schedule problem using different weights.

GET-LPREG
RUN
LPRG

IF MAXIMIZING THE OBJECT FUNCTION, TYPE 1.
IF MINIMIZING THE OBJECT FUNCTION, TYPE -1.

NUMBER OF VARIABLES? 7
NUMBER OF CONSTRAINTS? 7
NUMBER OF LESS-THAN CONSTRAINTS? 7
NUMBER OF EQUALITY CONSTRAINTS? 7
NUMBER OF GREATER-THAN CONSTRAINTS? 7

ENTER THE COEFFICIENTS OF THE CONSTRAINTS, SEPARATED BY COMMAS.
CONSTRAINT 1 13.4.6.60
CONSTRAINT 2 1.1.1.1
CONSTRAINT 3 10.0.0.1
CONSTRAINT 4 10.0.1.0

ENTER THE RIGHT-HAND SIDES OF ALL THE CONSTRAINTS, SEPARATED BY COMMAS.
71200.250.5.20

ENTER THE COEFFICIENTS OF THE OBJECT FUNCTION, SEPARATED BY COMMAS.
71.1.1.1

DO YOU WISH TO CHANGE OR CORRECT ANY OF THE CONSTRAINTS?
(YES = 1, NO = 0) 0

DO YOU WISH TO CHANGE OR CORRECT THE RIGHT-HAND SIDES?
(YES = 1, NO = 0) 0

DO YOU WISH TO CHANGE OR CORRECT THE OBJECT FUNCTION?
(YES = 1, NO = 0) 0

ANSWERS:

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>260</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

THE VALUE OF THE OBJECT FUNCTION IS 285
THIS VALUE IS A MAXIMUM.

DONE

Figure 3-3. Revised Class Scheduling Problem Solved by LPRG.
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time for student instruction while still keeping
teacher time low.

PROBLEM 2. PLANNING
LOW-COST LUNCHES

Statement of the Problem
Consider the problem of planning a school lunch menu. Assume that minimum nutritional requirements for school lunches have been established. The requirements may be stated in terms of a day, a week, or a longer period of time, as long as they are all stated in the same unit of time. A variety of foods is available. The price of each food and the nutritional value of each are known. The problem is to minimize the cost of school lunches, subject to the nutritional constraints.

Specifically, let us suppose that we wish to supply six different nutrients to school children using five types of vegetables: peas, lima beans, carrots, spinach, and beets. The nutrients are calcium, iron, phosphorus, potassium, sodium, and Vitamin C. We will designate the pounds of each vegetable purchased for every 100 children each week by the variables \( p \) (peas), \( l \) (lima beans), \( c \) (carrots), \( s \) (spinach), and \( b \) (beets). The cost per pound for each vegetable is known, and the number of grams of nutrient contained in each pound of vegetable is also known. In summary, suppose we have the information given in Table 3–4.

<table>
<thead>
<tr>
<th>Vegetable</th>
<th>Pounds Purchased</th>
<th>Cost per Pound</th>
<th>Calcium</th>
<th>Iron</th>
<th>Phosphorus</th>
<th>Potassium</th>
<th>Sodium</th>
<th>Vitamin C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peas</td>
<td>( p )</td>
<td>.25</td>
<td>.09</td>
<td>.01</td>
<td>.26</td>
<td>.44</td>
<td>1.07</td>
<td>.04</td>
</tr>
<tr>
<td>Lima Beans</td>
<td>( l )</td>
<td>.30</td>
<td>.12</td>
<td>.01</td>
<td>.30</td>
<td>1.01</td>
<td>1.07</td>
<td>.03</td>
</tr>
<tr>
<td>Carrots</td>
<td>( c )</td>
<td>.19</td>
<td>.15</td>
<td>.00</td>
<td>.14</td>
<td>1.01</td>
<td>.15</td>
<td>.03</td>
</tr>
<tr>
<td>Spinach</td>
<td>( s )</td>
<td>.29</td>
<td>.42</td>
<td>.01</td>
<td>.17</td>
<td>1.47</td>
<td>.23</td>
<td>.18</td>
</tr>
<tr>
<td>Beets</td>
<td>( b )</td>
<td>.15</td>
<td>.06</td>
<td>.00</td>
<td>.77</td>
<td>.76</td>
<td>1.07</td>
<td>.01</td>
</tr>
</tbody>
</table>

Table 3–4. Information for school lunch menu problem.

Furthermore, we wish to provide every 100 children with the minimum amounts of each nutrient each week given in the following list.

On the other hand, we wish to supply these foods. The minimum amount of cal-

Minimum amount, in grams, required each week per 100 children

<table>
<thead>
<tr>
<th>Nutrient</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_1 )</td>
<td>400g (100% RDA)</td>
</tr>
<tr>
<td>( n_2 )</td>
<td>5g (100% RDA)</td>
</tr>
<tr>
<td>( n_3 )</td>
<td>600g (100% RDA)</td>
</tr>
<tr>
<td>( n_4 )</td>
<td>975g (average intake, no RDA established)</td>
</tr>
<tr>
<td>( n_5 )</td>
<td>1150g (average intake, no RDA established)</td>
</tr>
<tr>
<td>( n_6 )</td>
<td>20g (100% RDA)</td>
</tr>
</tbody>
</table>

How many pounds of each type of vegetable should be purchased each week, per 100 children, so that minimum nutritional requirements are met while at the same time spending the least amount of money possible?

Mathematical Model
The measure of effectiveness for this problem is the total cost of vegetables per week for 100 children. The controllable variables are the amounts of each type of vegetable that can be purchased.

Using the cost per pound for each vegetable and the number of pounds that must be purchased, the total cost for vegetables for 100 children for a week will be:

\[
.25p + .30l + .19c + .29s + .15b = C
\]

The above equation is our object function, and the total cost, \( C \), is the quantity we wish to make as small as possible. In this problem, then, we are interested in minimizing the object function.
Calcium that is needed is 400 grams. For every pound of peas, .09 grams of calcium are supplied; every pound of beans provides .12 grams of calcium; and so on. Therefore, for the purchase of p, l, c, s, and b pounds of peas, lima beans, carrots, spinach and beets respectively, (.09p + .12l + .15c + .42s + .06b) grams of calcium will be provided. We want this amount to be at least as large as the minimum required amount, 400 grams. Therefore, the first constraint on the number of pounds of vegetables purchased is:

\[
.09p + .12l + .15c + .42s + .06b ≥ 400
\]

That is, the amount of calcium supplied to 100 children every week from these vegetables is at least as large as the minimum requirement (400 grams).

Similarly, we can calculate the total number of grams of the other nutrients supplied by the purchase of these vegetables and specify that these amounts are at least as large as the minimum requirements for the nutrients. For iron, the minimum requirement is 9 grams. Purchasing p, l, c, s, and b amounts of peas, lima beans, carrots, spinach, and beets will provide .01p + .01l + .0c + .01s + .06b grams of iron. We want this amount to be at least as large as 9 grams. Therefore, our second constraint would be expressed:

\[
.01p + .01l + .0c + .01s + .06b ≥ 9
\]

The requirement for phosphorus is at least 600 grams, so the third constraint would be:

\[
.26p + .3l + .14c + .17s + .77b ≥ 600
\]

The last three constraints would then describe the minimum requirements for potassium, sodium, and Vitamin C:

\[
.44p + 1.01l + 1.01c + 1.47s + .76b ≥ 975
\]

\[
1.07p + 1.07l + .15c + .23s + 1.07b ≥ 1150
\]

\[
.04p + .03l + .03c + .13s + .01b ≥ 20
\]

In summary, then, we have the following mathematical formulation of the problem: Find values for p, l, c, s, and b which are subject to the constraints

\[
.09p + .12l + .15c + .42s + .06b ≥ 400
\]

\[
.01p + .01l + .0c + .01s + .06b ≥ 9
\]

\[
.26p + .3l + .14c + .17s + .77b ≥ 600
\]

\[
.44p + 1.01l + 1.01c + 1.47s + .76b ≥ 975
\]

\[
1.07p + 1.07l + .15c + .23s + 1.07b ≥ 1150
\]

\[
.04p + .03l + .03c + .13s + .01b ≥ 20
\]

and which minimize

\[
.25p + .30l + .19c + .29s + .15b = C
\]

Notice that we have essentially already assigned an order to the variables by the manner in which we set up the problem. That is, we have always mentioned p, l, c, s, and b in that order. So we now officially recognize p is first, l is second, c is third, s is fourth and b is fifth.

Notice also that all the constraints are "greater-than," so we must assign order arbitrarily. Let's use the order in which they were developed.

All the constraints already mention each variable, so there is no need to alter the constraints. Table 3-5 summarizes the problem in a manner readily adaptable for use with LPRG.

<table>
<thead>
<tr>
<th>1st constraint</th>
<th>2nd constraint</th>
<th>3rd constraint</th>
<th>4th constraint</th>
<th>5th constraint</th>
<th>Right hand side</th>
</tr>
</thead>
<tbody>
<tr>
<td>var</td>
<td>var</td>
<td>var</td>
<td>var</td>
<td>var</td>
<td></td>
</tr>
<tr>
<td>(p)</td>
<td>(l)</td>
<td>(c)</td>
<td>(s)</td>
<td>(b)</td>
<td></td>
</tr>
<tr>
<td>.09</td>
<td>.12</td>
<td>.15</td>
<td>.42</td>
<td>.06</td>
<td>≥ 400</td>
</tr>
<tr>
<td>.01</td>
<td>.01</td>
<td>0</td>
<td>.01</td>
<td>0</td>
<td>≥ 9</td>
</tr>
<tr>
<td>.26</td>
<td>.3</td>
<td>.14</td>
<td>.17</td>
<td>.77</td>
<td>≥ 600</td>
</tr>
<tr>
<td>.44</td>
<td>1.01</td>
<td>1.01</td>
<td>1.47</td>
<td>.76</td>
<td>≥ 975</td>
</tr>
<tr>
<td>1.07</td>
<td>1.07</td>
<td>.15</td>
<td>.23</td>
<td>1.07</td>
<td>≥ 1150</td>
</tr>
<tr>
<td>.04</td>
<td>.03</td>
<td>.03</td>
<td>.13</td>
<td>.01</td>
<td>≥ 20</td>
</tr>
<tr>
<td>.25</td>
<td>.3</td>
<td>.19</td>
<td>.29</td>
<td>.15</td>
<td></td>
</tr>
</tbody>
</table>

Table 3-5. Summary of variable information for school menu problem.
Analysis of the Solution
The amounts of vegetables which must be purchased in a week for every 100 children in the school system such that the minimum amounts of nutrients are supplied while the cost is made as small as possible are shown in the list below. (The computer solution is shown in Figure 3-4.)

<table>
<thead>
<tr>
<th>Vegetable</th>
<th>Amount Purchased (pounds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peas (p)</td>
<td>81.8836</td>
</tr>
<tr>
<td>Lima Beans (l)</td>
<td>0</td>
</tr>
<tr>
<td>Carrots (c)</td>
<td>0</td>
</tr>
<tr>
<td>Spinach (s)</td>
<td>818.117</td>
</tr>
<tr>
<td>Beets (b)</td>
<td>817.026</td>
</tr>
</tbody>
</table>

The total cost of the purchase will be $380.28. Furthermore, this cost is the least amount which needs to be spent on vegetables for 100 children for one week in order to supply minimum nutritional requirements. It may easily be shown that this solution satisfies the original constraints by substituting values of $p = 81.8836$, $l = 0$, $c = 0$, $s = 818.117$, and $b = 817.026$. 

---

The computer solution is shown in Figure 3-4: School Lunch Problem Solved Using LPRG.
LINEAR PROGRAMMING

= 0, s = 818.117, and b = 817.026 into the set of constraints we formulated above.

REVIEW

Exercise

1. Although the above solution is mathematically sound, it may not appeal to school children who are faced with an abundance of spinach and beets in their lunches. Use your imagination to write additional constraints so that a larger variety of vegetables will be purchased without sacrificing nutritional needs. How does the total cost of the rewritten problem compare to the minimum cost above ($380.28)?

2. Do you think it is reasonable to spend $380.28 per 100 children per week for vegetables? Realistically, what could be changed in this problem to bring the price down?

PROBLEM 3. ASSIGNING TEACHERS TO POSITIONS

Statement of the Problem

Within a school, four teaching positions are to be filled by four teachers. The teaching positions and the symbols we will use to denote them are:

A algebra    C calculus
G geometry    P physics

Each of the four teachers (denoted T1, T2, T3, and T4) is qualified to fill any of the four positions.

Based on the teachers’ training, experience, and recommendations and on the opinions of the administrators and department heads who have interviewed them, each teacher has been given a score from 1 to 10 according to suitability for each of the four positions. A rank of 10 indicates that a teacher is extremely well qualified for a position; 5 indicates that a teacher has average qualifications; and 1 indicates that a teacher is not well suited at all for a position, even though he may be qualified to hold it. The respective scores are given by the matrix in Figure 3-5. For example, T1 has been given a rank of 5 (average) for C, and T3 has been given a rank of 10 (extremely well qualified) for A.

Because not many teachers have applied for positions in the school, these four must be hired to fill the four positions. Your problem is to assign teachers to positions so the school will obtain the maximum possible quality of teaching.

<table>
<thead>
<tr>
<th>Teachers</th>
<th>A</th>
<th>G</th>
<th>C</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>T2</td>
<td>5</td>
<td>4</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>T3</td>
<td>10</td>
<td>9</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>T4</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 3-5. Teacher-Position Matrix.

Mathematical Model

The quality of teaching in this problem is the measure of effectiveness and will be calculated by the sum of the teachers’ ranks for the positions they are assigned. Suppose we arbitrarily make the following assignment of teachers to positions:

T1 is assigned to P    T3 is assigned to A
T2 is assigned to C    T4 is assigned to B

We can indicate this assignment by drawing circles in the appropriate positions on the original teacher-position matrix, as shown in Figure 3-6.

The total value of the quality of teachers hired will be sum of the teachers’ scores for those positions:
Quality of teachers = 10 + 6 + 9 + 2 = 27

Obviously, the higher the total sum, the higher the potential quality of teaching. Is there a way to assign teachers to positions so that the quality of teaching is greater than 27? In posing this question, it is now evident that the problem can be solved by linear programming. We have defined quality of teaching as our measure of effectiveness, and have also defined a means of numerically calculating quality of teaching. We want to assign teachers to positions in order to maximize the quality of teaching.

In order to form the mathematical model for this problem, we must define our controllable variables so that we can numerically indicate whether or not a teacher is assigned to a certain position. We will need 16 controllable variables, named a, b, c, d, e, f, g, h, i, j, k, l, m, n, o, p. Each variable will be associated with the possible assignment of a teacher to a position, as indicated in the matrix below:

For example, we assumed arbitrarily that T1 is hired for P. Then the following values would be assigned to a, b, c, and d:

T1 assigned to P:

\[ a = 0 \quad (\text{not assigned to A}) \]
\[ b = 0 \quad (\text{not assigned to G}) \]
\[ c = 0 \quad (\text{not assigned to C}) \]
\[ d = 1 \quad (\text{yes, assigned to P}) \]

We also assumed T2 is assigned to C. Then the following values for e, f, g, and h would occur:

T2 assigned to C:

\[ e = 0 \quad (\text{not assigned to A}) \]
\[ f = 0 \quad (\text{not assigned to G}) \]
\[ g = 1 \quad (\text{yes, assigned to C}) \]
\[ h = 0 \quad (\text{not assigned to P}) \]

We assumed also that T3 is assigned to A and T4 is assigned to G, so let's complete the entire set of values for the controllable variables and compare these values to the teacher-position matrix where we circled scores for this arbitrary assignment of teachers to positions:

These variables will all be used to answer the question, "Is this teacher hired for this position?" If the variable has value 0, the answer will be No. If the value is 1, the answer will be Yes.
Now that the controllable variables have been defined, it is easy to express the object function for the quality of teaching (denoted by Q). We take each teacher’s score for each position, multiply it by the appropriate controllable variable, and add all these multiples together:

\[
\text{Quality of teaching} = 4a + 4b + 5c + 2d + 5e + 4f + 9g + 7h + 6i + 8m + 6n + 4o + 2p
\]

\[= Q\]

For the arbitrary assignment above, we have, substituting values for the variables:

\[
\text{Quality of teaching} = 40 + 40 + F0 + 40 + 91 + 70 + 10.1 + 90 + 70 + 60 + 80 + 61 + 40 + 20 = 27 = Q
\]

which is the same number we obtained before.

To solve a linear programming problem on the computer, we need a mathematical expression for the object function. Defining controllable variables which could either equal 1 or 0 enabled us to do this.

Now that we have developed a mathematical expression for quality of teaching, what are the constraints on the controllable variables? Let’s again examine the teacher-position matrix showing the values of the controllable variables for our arbitrary assignment.

For each column in the teacher-position matrix above, the sum of the values of the controllable variables for this arbitrary assignment of teachers is also 1. The reason why exactly one controllable variable in each column has value 1 is that each position is assigned to only one teacher. Having more than one variable equal to 1 in a column would indicate that a certain position has been assigned to more than one teacher. We therefore want to specify mathematically that each position will be assigned to exactly one teacher. We do this by stating that the sum of the values of the controllable variables for each column must be 1. Four equations are necessary to express this constraint:
THE COMPUTER IN EDUCATIONAL DECISION MAKING

<table>
<thead>
<tr>
<th>Condition</th>
<th>Mathematical Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A can be assigned to only one teacher</td>
<td>( a + e + i + m = 1 )</td>
</tr>
<tr>
<td>G can be assigned to only one teacher</td>
<td>( b + f + j + n = 1 )</td>
</tr>
<tr>
<td>C can be assigned to only one teacher</td>
<td>( c + g + k + o = 1 )</td>
</tr>
<tr>
<td>P can be assigned to only one teacher</td>
<td>( d + h + l + p = 1 )</td>
</tr>
</tbody>
</table>

Again, notice that these equations guarantee each position will be assigned to only one teacher if it is stipulated that all the variables can have values of 0 and 1 only.

In summary, here is the mathematical model for this problem. We wish to find values for \( a, b, c, d, e, f, g, h, i, j, k, l, m, n, o, p \) such that the following constraints are satisfied:

\[
\begin{align*}
\text{Each teacher assigned to one teaching position:} & \\
\text{Each teaching position has only one teacher:}
\end{align*}
\]

and such that the value for \( Q \) is a maximum:

\[
4a + 6b + 5c + 2d + 5e + 4f + 9g + 7h + 10i + 9j + 7k + 6l + 8m + 6n + 40 + 2p = Q
\]

It is time to prepare the model for input to LPRG. Let’s agree to use alphabetical order for the variables. Since all the constraints are “equality,” we will number them in the order in which they were developed. Notice, however, that none of the constraints mentions all 16 variables. This means that all of them will have to be rewritten using coefficients of zero for all variables not originally mentioned in the constraint. Table 3-6 contains a summary of this problem for use with LPRG.

Note that nowhere in the model have we explicitly stated that each variable must have values of either 0 or 1. The reason for this is that such statements are not linear formulas and therefore this problem cannot be solved using linear programming techniques if they are included. We will have to be content with the eight constraints we have and be prepared to deal with the solution LPRG generates.

Analysis of the Solution

The computer listing for the solution of the teacher assignment problem is shown in Figure 3-11. The resulting values for the controllable variables are:

\[
c = h = j = m = 1 \\
a = b = d = o = f = g = i = k = l = n = o = p = 0
\]

which correspond to the assignment:

T1 to calculus (C)  T3 to geometry (G)
T2 to physics (P)   T4 to algebra (A)

Figure 3-10. Teacher-Position and Variable-Value Matrices for Problem Solution.

The resulting quality of teaching, measured by the sum of the teachers’ scores for the assigned positions, is the maximum possible figure:

Quality of teaching = 5 + 7 + 9 + 8 = 29 = \( Q \)

Linear programming can be quite useful to administrators in solving such assignment problems as the one outlined above. This problem could probably be solved by trial and error in not too long a time, since there are only 24 ways to assign four teachers to four positions. However, consider the situation of assigning ten teachers to ten positions: there are over 3½ million ways to make these assignments! It
would be virtually impossible to manually examine those 3½ million assignments in order to find the optimal assignment. Such a problem could, however, easily be solved in a few minutes using linear programming and LPRG.

A FOOTNOTE ON ASSIGNMENT PROBLEMS

The technique of defining controllable variables so that they indicate the presence or absence of a condition (such as whether or not a teacher is assigned to a certain position) is fairly common in operations research procedures and is useful in a wide variety of problems. For example, variables could have value 1 or 0 according to whether or not a school bus travels a specific portion of a route, or whether or not a student is assigned to a first-period English class.

Here are some variations of assignment problems which can be solved using techniques similar to those above:

assigning students to classes;
making up a master schedule for a high school;
assigning topics to be covered to teachers who are team-teaching a course;
scheduling use of maintenance equipment for a large school system.

In some of the assignment problems suggested above, it might be more appropriate to use numerical ranks according to preferences instead of using scores based on ability, as we did in the teacher assignment problem. For example, a group of teachers who are team-teaching a course might numerically rank the topics in the course according to their personal preferences for teaching each of the topics; the higher the number for a topic, the greater the preference of a teacher for teaching it. An object function could then be formed to represent the total value of teachers' preferences (we might call this the "happiness total"). If teachers were assigned to teach topics in the course so that this object function was a maximum, we would be making the assignment which resulted in the greatest possible satisfaction among the teachers.

PROBLEM 4. BUSING STUDENTS TO ACHIEVE RACIAL BALANCE

Statement of the Problem
An inner-city area has nine designated school bus stops of various racial mixes which are to feed two newly constructed elementary schools, Edgar Allen Poe Elementary (P) and Robert Frost Elementary (F). Each school has room for not more than 400 students.
THE COMPUTER IN EDUCATIONAL DECISION MAKING

GET-LPRG
RUN
LPRG
IF MAXIMIZING THE OBJECT FUNCTION, TYPE 1.
IF MINIMIZING THE OBJECT FUNCTION, TYPE -1.
?
NUMBER OF VARIABLES? 16
NUMBER OF CONSTRAINTS? 10
NUMBER OF LESS-THAN CONSTRAINTS? 10
NUMBER OF EQUALITY CONSTRAINTS? 7
NUMBER OF GREATER-THAN CONSTRAINTS?
ENTER THE COEFFICIENTS OF THE CONSTRAINTS, SEPARATED BY COMMAS.
CONSTRAINT 1 1,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0
CONSTRAINT 2 0,0,0,0,1,1,1,0,0,0,0,0,0,0,0,0
CONSTRAINT 3 0,0,0,0,0,0,0,1,1,1,0,0,0,0,0,0
CONSTRAINT 4 0,0,0,0,0,0,0,0,0,0,0,1,1,1,1,1
CONSTRAINT 5 1,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0
CONSTRAINT 6 0,1,0,0,0,0,0,0,0,0,0,0,1,0,0,0
CONSTRAINT 7 0,0,1,0,0,0,0,0,0,0,0,0,0,1,0,0
CONSTRAINT 8 0,0,0,1,0,0,0,0,0,0,0,0,0,0,1,1
ENTER THE RIGHT-HAND SIDES OF ALL THE CONSTRAINTS, SEPARATED BY COMMAS.
7,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1
ENTER THE COEFFICIENTS OF THE OBJECT FUNCTION, SEPARATED BY COMMAS.
4,4,5,2,5,4,2,7,15,9,7,6,8,6,4,2
DO YOU WISH TO CHANGE OR CORRECT ANY OF THE CONSTRAINTS?
(YES = 1, NO = 0) 0
DO YOU WISH TO CHANGE OR CORRECT THE RIGHT-HAND SIDES?
(YES = 1, NO = 0) 0
DO YOU WISH TO CHANGE OR CORRECT THE OBJECT FUNCTION?
(YES = 1, NO = 0) 0

ANSWERS:

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
</tr>
</tbody>
</table>

THE VALUE OF THE OBJECT FUNCTION IS 29
THIS VALUE IS A MAXIMUM.

DONE

Figure 3-11.
Teacher Assignment Problem Solved Using LPRG.

The school board has determined that all the students at the same bus stop will go to the same school, that each of the schools must have a minimum of 180 black students and 130 white students, and that all students should be bused as short a distance as possible. The distance traveled will be measured in student-miles, which is the total number of miles traveled by all students (for example, if one student is bused 3 miles and another 7 miles, the total number of student-miles traveled is 10).

The total number of students per stop, the number of black students and white students at each stop, and the distance of each stop from each school are summarized in Table 3-7.

Let's arbitrarily assign bus stops 1, 2, 3, 4, and 5 to go to P and bus stops 6, 7, 8, and 9 to go to F and use Table 3-7 to compute the num-
ber of student miles traveled. There are 100 students at bus stop 1, 2 miles from P, so the total number of student-miles from bus stop 1 is 100 \times .2 = 20 miles. There are 90 students at bus stop 2, 1 mile from P, making the total number of student-miles from bus stop 2 90 \times 1 = 90 miles. Similarly, bus stop 3 accounts for 80 \times 2 = 160 student-miles, bus stop 4 for 75 \times 1 = 75 student-miles, and bus stop 5 for 80 \times 2.5 = 200 student-miles. Therefore, the total number of student miles traveled by students going to P is:

\[
\begin{align*}
\text{Bus stop 1} & \quad \text{Bus stop 2} \quad \text{Bus stop 3} \\
(100 \times .2) + (90 \times 1) + (80 \times 2) \\
\text{Bus stop 4} & \quad \text{Bus stop 5} \\
+ (75 \times 1) + (80 \times 2.5) = 545 \text{ student-miles.}
\end{align*}
\]

In the same manner we calculate the number of student-miles traveled by students going to F as:

\[
\begin{align*}
\text{Bus stop 6} & \quad \text{Bus stop 7} \quad \text{Bus stop 8} \\
(85 \times 2) + (80 \times 2) + (70 \times 1.5) \\
\text{Bus stop 9} \\
+ (50 \times .3) = 170 + 160 + 105 + 15 = 450 \text{ student-miles.}
\end{align*}
\]

Thus the total number of student miles traveled is

\[
\begin{align*}
\text{No. Student-miles traveled by students of P} \\
+ \text{Student-miles traveled by students of F} \\
= 545 + 450 = 995 \text{ student-miles.}
\end{align*}
\]

Let's see if this busing assignment conforms to the constraints set. The first is that each school can accommodate no more than 400 students. The number of students going to P is the number at the first five bus stops, which, according to Table 3-7, is 100 + 90 + 80 + 75 + 80 = 425. The number of students going to F is 85 + 80 + 70 + 50 = 285. Clearly there are too many students at P; and so these constraints are not satisfied.

The next set of constraints has to do with how many black and how many white students go to each school. Again using Table 3-7, we see that P has 100 + 80 + 65 + 55 + 40 = 340 black students and 0 + 10 + 15 + 20 + 40 = 85 white students. F has 30 + 35 + 10 + 0 = 75 black students and 85 + 45 + 60 + 50 = 240 white students. Thus, P does not have enough white students—each school must have a minimum of 130—and F does not have enough black students: each school must have a minimum of 100. So these constraints are not satisfied either.

Our arbitrary assignment of a busing pattern, then, does not solve the problem because it does not satisfy the constraints. Rather than assigning another pattern and calculating all the constraints again in hopes of finding a solution and then trying to find the best solution, let's turn our effort to building a precise mathematical model for the situation, hoping to find it has all linear formulas so that we can use LPRG to solve the problem.

In order to form a mathematical model for this problem, we will need to define controllable variables having to do with each bus stop and where its students go to school. This can be accomplished by defining two variables per bus stop, one indicating whether they go to Poe, the other telling whether they go to Frost. Each variable will have a value of 1 if the students go to the school and 0 if they do not. Notice that this technique of assigning variables is similar to that in the previous problem. For the first bus stop, we will call the Poe-indicator P1 and the Frost-indicator F1; for the second, P2 and F2; and so on through the ninth bus stop, with P9

Table 3-7: Summary of bus stop data.
and F9. It should be obvious that for each pair of variables associated with a given bus stop, one must have a value of 1 and the other must have a value of 0. The following list shows the values of all 18 variables for the busing pattern discussed earlier—that is, that the first five bus stops go to P and the last four go to F.

<table>
<thead>
<tr>
<th>Bus Stop</th>
<th>P-indicator</th>
<th>F-indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>P1 = 1</td>
<td>F1 = 0</td>
</tr>
<tr>
<td>2</td>
<td>P2 = 1</td>
<td>F2 = 0</td>
</tr>
<tr>
<td>3</td>
<td>P3 = 1</td>
<td>F3 = 0</td>
</tr>
<tr>
<td>4</td>
<td>P4 = 1</td>
<td>F4 = 0</td>
</tr>
<tr>
<td>5</td>
<td>P5 = 1</td>
<td>F5 = 0</td>
</tr>
<tr>
<td>6</td>
<td>P6 = 0</td>
<td>F6 = 1</td>
</tr>
<tr>
<td>7</td>
<td>P7 = 0</td>
<td>F7 = 1</td>
</tr>
<tr>
<td>8</td>
<td>P8 = 0</td>
<td>F8 = 1</td>
</tr>
<tr>
<td>9</td>
<td>P9 = 0</td>
<td>F9 = 1</td>
</tr>
</tbody>
</table>

Now that we know what the controllable variables are, the next step is to formulate the constraints in terms of them. First, let's work on the constraints that limit each school size to a maximum of 400 students. There will actually be two constraints in this set, one for P and one for F. In order to calculate the number of students going to P, we need to add up the number of students at each bus stop to be assigned to P. But we do not know ahead of time which of the nine bus stops will be assigned to P and which of them will be assigned to F, and this presents a problem. We do have, however, a P-indicator for each bus stop. The value of the P-indicator tells us whether or not the students at that stop are going to P (the value is 1 if they are, 0 if they are not). Therefore the quantity

Total no. students at bus stop
× P-indicator for bus stop

will be the total number of students from that bus stop who are going to P. Notice that if the students at the bus stop are going to F, the P indicator will be 0 and so the whole quantity will be 0. So an expression which tells the total number of students going to P is:

Bus stop 1 Bus stop 2 Bus stop 3
(100 × P1) + (90 × P2) + (80 × P3)

Bus stop 4 Bus stop 5 Bus stop 6
(75 × P4) + (80 × P5) + (85 × P6)

Bus stop 7 Bus stop 8 Bus stop 9
(80 × P7) + (70 × P8) + (50 × P9)

and the constraint that P can have no more than 400 students is expressed by:

100P1 + 90P2 + 80P3 + 75P4 + 80P5
+ 85P6 + 80P7 + 70P8 + 50P9 ≤ 400

Similarly, the constraint that F can have no more than 400 students is expressed by

100F1 + 90F2 + 80F3 + 75F4 + 80F5
+ 85F6 + 80F7 + 70F8 + 50F9 ≤ 400

Going back to the busing pattern discussed earlier and using the values of the variables as defined in the list, we can evaluate the left-hand side of the P constraints as:

1001 + 901 + 801 + 751 + 801
+ 851 + 801 + 701 + 501
= 100 + 90 + 75 + 80 + 0
+ 85 + 80 + 70 + 50
= 425

which is the same figure we originally calculated in connection with this set of constraints.

Now let's turn our attention to the set of constraints concerning the minimum number of black and white students at each school. There will actually be four of these; one for black students at P, one for white students at P, one for black students at F, and one for white students at F.

Let's work on the number of black students at P first. This will be the sum of the number of black students at all of the bus stops assigned to P. Again, since we do not know the bus stop assignments in advance, we must use the P-indicators. The quantity

No. black students at bus stop
× P-indicator for that stop

gives the total number of black students at that bus stop who are going to P. Again, notice that if the bus stop is assigned to F, the P-indicator will have a value of 0 and the number of black students going to P from that bus stop will be 0 also. So, using Table 3-7, an expression of the total number of black students who are going to P is:

Bus stop 1 Bus stop 2 Bus stop 3
(100 × P1) + (80 × P2) + (65 × P3)
which is the same number of black students going to P that we calculated originally.

Although it may seem that we have calculated all the constraints for this problem, we have left out a very important set of them: the artificial constraints we put on the controllable variables so that the students at each bus stop are assigned to only one school. We will need nine of these constraints, one for each pair of variables which corresponds to one for each bus stop. A simple way of expressing the constraint is:

$$P\text{-indicator} + F\text{-indicator} = 1$$

Here is a list of all nine constraints in this set:

$$P1 + F1 = 1$$
$$P2 + F2 = 1$$
$$P3 + F3 = 1$$
$$P4 + F4 = 1$$
$$P5 + F5 = 1$$
$$P6 + F6 = 1$$
$$P7 + F7 = 1$$
$$P8 + F8 = 1$$
$$P9 + F9 = 1$$

Notice that we are in a situation similar to that in Problem 3, namely that we would like to stipulate that the variables can have values of 0 and 1 only. However, the nine constraints listed above do not do this. (For instance, the first constraint would be satisfied by $P1 = 3/4$ and $F1 = 1/4$.) These constraints do guarantee that each student at each bus stop is assigned to only one school (the same student cannot go to both schools). As in Problem 3, we will have to use these constraints, because constraints that restrict variable values to 0 and 1 are not linear formulas and so their inclusion in the model would make this problem impossible to solve using linear programming techniques.

Finally, we can turn our attention to the objective function. Recall that we wish to keep the number of student-miles traveled to a minimum. Since all the students at the same bus stop are the same distance from their school, we can calculate the number of student-miles traveled by all the students at that bus stop by:

$$\text{No. students at bus stop} \times \text{distance from assigned school}$$

Again, since we do not know ahead of time whether the students at the bus stop will be going to P or to F, we will have to use the P and F indicators. Consider the following quantity:

$$\text{No. students at bus stop} \times \text{distance from P} \times \text{P-indicator} + \text{No. students at bus stop} \times \text{distance from F} \times \text{F-indicator}$$
Notice that the first part computes the number of student-miles traveled by students at the bus stop who are going to P, the second part those who are going to F. Remember that the students are going to only one school; therefore, exactly one of the school-indicators will have the value of 1, the other 0, meaning that the students will be counted only once, as going to their assigned school, whichever one that may be. Since the object function adds an expression like the one above for each bus stop, it expresses the total number of student-miles traveled by all the students to their respective schools. Using the values from Table 3-7, the object function is:

\[\begin{align*}
100(2)P1 + 100(5)F1 &= 100P1 + 500F1 = M \\
80(2)P3 + 100(4)F3 &= 80P3 + 400F3 = M \\
75(4.5)F4 + 80(2.5)P5 &= 75F4 + 200P5 = M \\
85(2.5)F6 + 85(2)F6 &= 85F6 + 170F6 = M \\
80(2)F7 + 70(4)P8 &= 80F7 + 280P8 = M \\
50(5)P9 + 50(3)F9 &= 50P9 + 150F9 = M \\
\end{align*}\]

or

\[\begin{align*}
20P1 &= 500F1 + 90P2 = 405F2 \\
160P3 &= 320F3 + 75P4 \\
337.5F4 &= 200P5 + 200F5 \\
212.5P6 &= 170P6 + 240P7 \\
160F7 &= 280P8 + 105F8 \\
250P9 &= 15F9 = M \\
\end{align*}\]

In summary, we have defined 18 controllable variables and a P-indicator and an F-indicator for each bus stop. We are trying to find values for the variables that will minimize the number of student-miles traveled while the following constraints are conformed to:

\[\begin{align*}
100P1 + 90P2 + 80P3 + 75P4 &= \text{Each school can have a maximum enrollment of 400 students} \\
+ 80P5 + 85P6 + 80P7 + 70P8 + 50P9 &\leq 400 \\
100F1 + 90F2 + 80F3 + 75F4 &= \text{Each school must have at least 180 black students} \\
+ 80F5 + 85F6 + 80F7 + 70F8 + 50F9 &\leq 400 \\
100P1 + 80P2 + 65P3 + 55P4 &= \text{Each school must have at least 180 black students} \\
+ 40P5 + 30P6 + 35P7 + 10P8 + 0P9 &\leq 180 \\
100F1 + 80F2 + 65F3 + 55F4 &= \text{Each school must have at least 180 black students} \\
+ 40F5 + 30F6 + 35F7 + 10F8 + 0F9 &\leq 180 \\
0F1 + 10F2 + 15F3 + 20F4 &= \text{Each student at each bus stop can go to only one school} \\
+ 40F5 + 55F6 + 45F7 + 60F8 + 50F9 &\leq 130 \\
0P1 + 10P2 + 15P3 + 20P4 &= \text{Each school must have at least 130 white students} \\
+ 40P5 + 55P6 + 45P7 + 60P8 + 50P9 &\leq 130 \\
\end{align*}\]

Since we have all linear formulas in the mathematical model, we can solve this problem by using linear programming techniques with the help of the program LPRG. Before we can use LPRG, however, we must assign an order to the variables and to the constraints, and we must make sure that all the formulas are in an acceptable form.

We will agree to order the variables by bus stop, with all the P-indicators first. The order of the variables, then, is P1, P2, P3, P4, P5, P6, P7, P8, P9, F1, F2, F3, F4, F5, F6, F7, F8, F9. This is an arbitrary assignment of order which arises from the preceding discussion. Several others could have been used just as readily.

Since all the "less-than" constraints must come first, the constraints concerning the schools' maximum size must come next. We will agree that the constraint for P will be the first and for F the second (again, this internal order is arbitrary). The "equality" constraints must come next: the constraints that limit the students at each bus stop to being assigned to one school. We will agree that they will be internally ordered according to bus-stop order. Finally come the "greater-than" constraints, which con-
LINEAR PROGRAMMING

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>100</td>
</tr>
<tr>
<td>F1</td>
<td>90</td>
</tr>
<tr>
<td>P2</td>
<td>80</td>
</tr>
<tr>
<td>F2</td>
<td>70</td>
</tr>
<tr>
<td>P3</td>
<td>65</td>
</tr>
<tr>
<td>F3</td>
<td>55</td>
</tr>
<tr>
<td>P4</td>
<td>55</td>
</tr>
<tr>
<td>F4</td>
<td>40</td>
</tr>
<tr>
<td>P5</td>
<td>40</td>
</tr>
<tr>
<td>F5</td>
<td>35</td>
</tr>
<tr>
<td>P6</td>
<td>35</td>
</tr>
<tr>
<td>F6</td>
<td>20</td>
</tr>
<tr>
<td>P7</td>
<td>20</td>
</tr>
<tr>
<td>F7</td>
<td>15</td>
</tr>
<tr>
<td>P8</td>
<td>15</td>
</tr>
<tr>
<td>F8</td>
<td>10</td>
</tr>
<tr>
<td>P9</td>
<td>10</td>
</tr>
<tr>
<td>F9</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3-8.
Summary of results for busing problem.

Concern minimum enrollments of black and white students at each school. We will agree to order these as they were developed—that is, black students at P, black students at F, white students at P, and white students at F.

Following is a list showing all the constraints in order and the object function. Within each constraint the variables are also in order. Note the object function had to be rewritten using the agreed-on order of the variables.

\[
100P1 + 90P2 + 80P3 + 75P4 + 80P5 + 85P6 + 80F7 + 70F8 + 50F9 \leq 400
\]

One last step remains before we are ready to use LPRG on this problem: rewriting the constraints so that all the variables are mentioned. Of course, whenever new variables are added to an existing formula the corresponding coefficient is 0. Table 3-8 summarizes the constraints and the object function by listing the coefficient of each variable, the sign of the formula, and the value on the right-hand side.

One analysis of the solution.

The LPRG run for this problem is Figure 3-12 on page 72. The results are summarized in Table 3-9. Note that all the variables have values of 0 or 1 except for the second and eleventh variables, P2 and F2. Since this does not meet the school board's specifications, we will have to assess this solution further.

We have a choice how to proceed. As a first strategy, we might accept the solution generated by LPRG and split the students at the second bus stop between the two schools. This would mean making two trips to the second bus stop, one to pick up the Poe students and one to pick up the Frost students. This also goes against the school boards' specification that all the students from a bus stop go to the same school. As a second strategy, we might decide arbitrarily to assign all the students at the second bus stop to one or the other school. This would satisfy the school board in that each bus stop would then be assigned to only one school; however, if we assign the students to P, P will have 420 students assigned when it can hold...
Table 3-9. Summary of Results for Busing Problem.

```
GET-LPRG
REN LPRG

IF MAXIMIZING THE OBJECT FUNCTION, TYPE 1.
IF MINIMIZING THE OBJECT FUNCTION, TYPE -1.

NUMBER OF VARIABLES? 7
NUMBER OF CONSTRAINTS? 7
NUMBER OF LESS-THAN CONSTRAINTS? 7
NUMBER OF EQUALITY CONSTRAINTS? 9
NUMBER OF GREATER-THAN CONSTRAINTS? 9

ENTER THE COEFFICIENTS OF THE CONSTRAINTS, SEPARATED BY COMMAS.
CONSTRAINT 1 700, 90, 80, 75, 40, 85, 80, 70, 50, 0, 0, 0, 0, 0, 0
CONSTRAINT 2 700, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0
CONSTRAINT 3 700, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0
CONSTRAINT 4 700, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0
CONSTRAINT 5 700, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0
CONSTRAINT 6 700, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0
CONSTRAINT 7 700, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0
CONSTRAINT 8 700, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0
CONSTRAINT 9 700, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0
CONSTRAINT 10 700, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0
CONSTRAINT 11 700, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0
CONSTRAINT 12 700, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0
CONSTRAINT 13 700, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0
CONSTRAINT 14 700, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0
CONSTRAINT 15 700, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0

ENTER THE RIGHT-HAND SIDES OF ALL THE CONSTRAINTS, SEPARATED BY COMMAS.
400, 400, 100, 100, 100, 100, 100, 100, 100, 100

ENTER THE COEFFICIENTS OF THE OBJECT FUNCTION, SEPARATED BY COMMAS.

DO YOU WISH TO CHANGE OR CORRECT ANY OF THE CONSTRAINTS?
YES = 1, NO = 0
DO YOU WISH TO CHANGE OR CORRECT THE RIGHT-HAND SIDES?
YES = 1, NO = 0
```

Figure 3-12. Busing Problem Solved Using LPRG.
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DO YOU WISH TO CHANGE OR CORRECT THE OBJECT FUNCTION?
(YES = 1, NO = 0) TO

ANSWERS:

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.5</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1.5</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>1.5</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
</tr>
</tbody>
</table>

THE VALUE OF THE OBJECT FUNCTION IS 1530.
THIS VALUE IS A MINIMUM.
DONE

Figure 3-12 (Continued)

only 400, and F will have only 140 black students when it should have at least 180. On the other hand, if we assign the students at the second bus stop to F, then P will only have 135 white students when it should have at least 140. In either case, the value of the object function will be changed. If the students go to P it will be less (1372.5), and if they go to F it will be more (1687.5). A third possible strategy is to choose a solution that assigns all the students at a bus stop to the same school. But this would mean that the value of the object function is larger than the minimum of 1530.

Our inability to state the constraints of this problem completely in linear formulas has resulted in an optimal solution which is not completely satisfactory. It must be recognized that the fault is not in LPRG or even in the technique of linear programming; the trouble is that we have taken a basic problem which can be solved by linear programming techniques and added nonlinear constraints to it. We then ignored the nonlinear constraints, used LPRG to solve the linear portion of the problem, and hoped that the solution would also conform to our extra constraints. This happened in Problem 3; but in Problem 4 it did not work out so nicely. Since we created this dilemma artificially, it is now up to us to decide which of the constraints must be kept and which may be relaxed and/or ignored.

REVIEW

Exercises

1. Which of the strategies outlined above would you choose to adopt for dealing with the busing problem? Give your reasons.
2. Many factors other than mileage must be considered when determining school bus routes in real-world situations. Using your own experience,
(a) List as many criteria as you can which could be controllable variables in an actual bus routing problem (for example, the length of time a child must spend on the bus).

(b) Give as many realistic constraints as you can for the controllable variables you listed in (a) above. For example: no child should have to ride a bus for more than one hour each day.

(c) Give as many examples as you can of different measures of effectiveness which would be appropriate for a bus routing problem—for example, the total amount of time all school children spend riding buses should be a minimum.
PROBLEM 5. DETERMINING
A SALARY SCHEDULE

Background
One of the most complex and time-consuming tasks of the public school administrator is constructing salary schedules. Teachers' unions, support staff organizations, school board, and taxpayers all put pressure on the school district administration to develop an equitable salary schedule; and that difficult task must be accomplished with a set amount of funds.

Most school districts operate on a fixed-step salary schedule. This means that there are separate schedules for teachers and administrators, usually based only on the criteria of advanced degrees and years of experience. Salary schedule revisions typically raise questions not easily resolved using such a system, for example:

Should the district provide financial incentive for teachers to obtain college credits beyond their degree? If so, how should this incentive be distributed?

How should teachers' salaries compare to administrators' salaries?

How should the salary schedule allow compensation for the teacher who is also a department head? Should all department heads be on a separate schedule from the teachers?

Should a teacher or administrator in an inner-city school receive a comparatively higher salary than a teacher or administrator in a suburban school? If so, how could we build this condition into the schedule?

Should teaching excellence be financially rewarded? If so, how?

How can we revise the salary schedule so that younger teachers are attracted to the district?

James E. Bruno has listed a number of criteria which should be part of an effective evaluation scheme for determining salaries in a school district. He summarizes these criteria by stating:

An "ideal" salary schedule should be able to consider all factors which both teacher groups and school boards consider important in the evaluation of salary and to the attainment of the school district objectives. Most important, the salary evaluation scheme should be internally consistent and, if desired, maintain the organizational salary hierarchy. It should be flexible enough, however, to permit overlaps in salary between the various hierarchies (e.g., it should permit a highly qualified teacher to receive more salary than a low qualified administrator). Finally, an effective salary schedule should be able to consider the financial constraints placed upon school district resources available to support the salary structure. This latter feature could be extremely important in collective bargaining negotiations between teacher unions and school boards.11

Bruno contends that the traditional fixed-step salary schedule does not fulfill these criteria. As an alternative, he has developed a mathematical model based on the technique of linear programming. We will present a version of Bruno's model that simplifies the mathematical notation, eliminates or revises some of the constraints, and uses only five evaluation factors in determining salaries instead of Bruno's nine. After you have worked through the problem, you may want to read Bruno's complete article.

Statement of the Problem
You have just completed conducting salary negotiations with the teachers and school board in your district and the following general criteria have been agreed upon by all groups in determining a new salary schedule:

1. Five "district functions" are recognized: Superintendent (and Assistants to the Superintendent), Administrator (Principals, Assistant Principals, Vice-Principals), Department Head, Teacher, and Teacher Aide. The lowest possible salary a person can earn in each of these functions is as follows:

<table>
<thead>
<tr>
<th>Function</th>
<th>Salary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superintendent</td>
<td>$22,000</td>
</tr>
<tr>
<td>Administrator</td>
<td>15,800</td>
</tr>
<tr>
<td>Department Head</td>
<td>11,500</td>
</tr>
<tr>
<td>Teacher</td>
<td>8,500</td>
</tr>
<tr>
<td>Teacher Aide</td>
<td>6,000</td>
</tr>
</tbody>
</table>

That is, a teacher with minimum qualifications (B.A. or B.S. degree and no experience) would receive $8500; the lowest

Five evaluation factors will determine the salaries of teachers and administrators within the district. Each factor will determine part of each teacher's or administrator's salary; that is, a teacher or administrator will be assessed within each factor and a certain amount of compensation assigned for that factor. The total salary of a teacher or administrator will then be the sum of the amounts from each of the five evaluation factors. The evaluation factors are:

a. **Learning environment.** Those personnel with "difficult" assignments, such as inner-city schools, will receive more compensation from this factor than personnel in "easier" assignments, such as suburban or alternative schools.

b. **Supervisory responsibility.** The more extensive the supervisory responsibilities of a teacher or administrator, the greater the salary.

c. **Academic degree.** Personnel with higher degrees will be rewarded accordingly by higher salary portions.

d. **Work experience.** Salary should increase as the years of experience increase.

e. **Additional college credits.** The more credits beyond a formal degree a district employee accumulates, the greater his salary.

The above evaluation factors are not meant to be exhaustive. The criteria each district uses for salary schedules will be different.

Because the district has been plagued in the past by high teacher turnover, it has been decided to set up the salary schedule in order to maximize teachers' salaries. The top salary a teacher can earn in the district will be the maximum possible one under the current budget. In this way, the district hopes to provide incentive to teachers to remain within the district.

Your problem is to set up a salary schedule which conforms to all the above criteria, under the additional assumption that the current budget allows 18 million dollars for teachers' and administrators' salaries.

**Mathematical Model**

The measure of effectiveness for this problem will be the amount of money the highest paid teacher can earn. We want to maximize this amount in order to fulfill condition 3 above.

We must consider five evaluation factors in determining salaries: learning environment, supervisory responsibility, academic degree, work experience, and additional college credits. Personnel will be ranked within each factor according to their positions. There will be a minimum or basic amount of compensation associated with the lowest rank for each factor. As a person's rank increases within the factor, his compensation from that factor will increase according to the relative weight associated with his rank. The controllable variables will be the minimum compensations for each evaluation factor. There are five evaluation factors, so we will need five controllable variables, e, d, w, s, and c.

To illustrate how the compensations from factors will work, consider the factor of learning environment. In this district, teachers or administrators may be ranked as being in a difficult, medium, or easy learning environment, corresponding to whether they are associated with inner city, suburban, or alternative schools respectively. (These categories were agreed upon during negotiations.) If a person receives a rank of easy for learning environment (that is, works in an alternative school), he or she will receive a certain amount of compensation, which we shall indicate e. This amount, e, is one of our controllable variables. If the ranking is medium—that is, if he or she works in a suburban school—it has been established that he or she shall receive twice the minimum or basic compensation, or 2e. A rank of difficult (that is, a position in inner-city schools) will entitle the person to receive three times the minimum amount, or 3e. Therefore, the relative weights associated with the categories of difficult, medium, and easy learning environments are, respectively, 3, 2, and 1.

The amount of money a person receives according to the difficulty of the learning environment is only part of the total salary. The salary will be determined by the amount...
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or she is eligible for in each of the other four evaluation factors.

A summary of the evaluation factors, the notation for the minimum or basic compensation for each factor (our controllable variables), and the relative weights for determining salary within each factor is given in Table 3-10. For now, disregard the last two columns of numbers; their significance is discussed below. Remember that the relative weights associated with the various categories within each factor are assumed to have been agreed upon in negotiation. It should be pointed out also that whole-number weights are not necessary. For example, if it had been specified that teaching in a difficult learning environment would pay three and one-half times the basic amount for that factor, or 3.5e, the relative weight for this category would be 3.5. We have chosen whole-number weights in this problem merely for simplification.

Now that we have defined the controllable variables and the measure of effectiveness, we must formulate the mathematical model. The measure of effectiveness is the highest possible salary a teacher can earn. Referring to Table 3-10, we see that a teacher having the following ranks within the five evaluation factors can earn the highest possible salary:

The total salary (symbolized by T) that a top teacher can earn, then, would be:

\[3e + 2s + 5d + 7w + 5c = T\]

We want to find values for the controllable variables e, s, d, w, and c such that T is a maximum.

Now we must express the constraints on the controllable variables. First, let's assume that during salary negotiations certain guidelines were established for the minimum or basic amounts of compensation for each factor. For example, it was agreed that e, the basic amount paid because of learning environment, will be somewhere between $200 and $1000. (The lower limit was probably negotiated by the teachers, the upper limit imposed by the school board.) We need two mathematical expressions to indicate these limits on e:

\[e \leq 1000 \text{ (e will be at most } $1000)\]
\[e \geq 200 \text{ (e will be at least } $200)\]

Similarly, other guidelines were set up for s, d, w, and c. These and the corresponding mathematical equivalents are given in Table 3-11.

Other constraints on these controllable variables are that we have been given lower limits on salaries for each of the five district functions. Recall that these lower limits are:

<table>
<thead>
<tr>
<th>District Function</th>
<th>Lowest Salary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superintendent</td>
<td>$22,000</td>
</tr>
<tr>
<td>Administrator</td>
<td>$15,800</td>
</tr>
<tr>
<td>Department Head</td>
<td>$11,500</td>
</tr>
<tr>
<td>Teacher</td>
<td>$8,500</td>
</tr>
<tr>
<td>Teacher Aide</td>
<td>$6,000</td>
</tr>
</tbody>
</table>

The district has definite criteria regarding the minimum qualifications for each district function. For example, the teacher who is paid the least amount would have the following characteristics within each evaluation factor and corresponding salary from each factor:

Therefore, the least possible salary a teacher could be paid in this district is:

\[1e + 2s + 2d + 1w + 1c \geq 8500\]

Furthermore, we know this amount must be no smaller than $8500. Therefore, one of the constraints on our controllable variable is:

\[1e + 2s + 2d + 1w + 1c = 8500\]

Similarly, we can formulate mathematical expressions for the minimum salaries for each of the other district functions. Table 3-12 tabulates the minimum requirements for each of
these functions; the last row indicates the minimum salary for each and its corresponding lower limit. The maximum possible salaries have also been formulated, although they will not be part of the constraints since we have not been given any upper limits on salaries.\footnote{It is difficult to set a maximum salary for a teacher aide. We have assumed here that the highest paid teacher aide would work in a difficult learning environment and would have student-wide responsibilities, no more than a B.A. or B.S. degree, 13+ years of experience, and no more than 7 credits beyond the Bachelor's degree.}

Summarizing from the information in Table 3-12, we find the constraints on minimum salaries for the five district functions to be as follows:
Table 3-12. Minimum requirements for five district functions.

<table>
<thead>
<tr>
<th>District Function</th>
<th>Mathematical Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superintendent</td>
<td>1e + 6s + 3d + 2w + 1c ≥ 22,000</td>
</tr>
<tr>
<td>Administrator</td>
<td>1e + 4s + 3d + 1w + 1c ≥ 15,800</td>
</tr>
<tr>
<td>Department Head</td>
<td>1e + 3s + 2d + 1w + 1c ≥ 11,500</td>
</tr>
<tr>
<td>Teacher</td>
<td>1e + 2s + 2d + 1w + 1c ≥ 8,500</td>
</tr>
<tr>
<td>Teacher Aide</td>
<td>1e + 1s + 1d + 1w + 1c ≥ 6,000</td>
</tr>
</tbody>
</table>

The only constraint left to form on the controllable variables is the total available budget for teachers and administrators' salaries—eighteen million dollars. Referring again to Table 3-10 notice that the fourth column tabulates the number of persons within the district who are in each category of the evaluation factors. For example, 220 persons work in "difficult" learning environments, 1166 persons are in "medium" difficulty learning environments, and no persons are in "easy" learning environments. The 220 people in the "difficult" environment will each have to be paid three times the basic amount for the learning environment factor, and the 1166 in "medium" environments twice the basic amount. So, in all, the amount of money necessary for salaries in the learning environment factor is:

\[(220 \cdot 3 + 1166 \cdot 2) \cdot e = (660 + 2332) \cdot e = 2992e\]

Table 3-10 calculates similar figures for each of the other four evaluation factors, with the following results:

<table>
<thead>
<tr>
<th>Evaluation Factor</th>
<th>Money Necessary for $s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning environment</td>
<td>2992e</td>
</tr>
<tr>
<td>Supervisory responsibility</td>
<td>2892s</td>
</tr>
<tr>
<td>Highest academic degree</td>
<td>6126d</td>
</tr>
<tr>
<td>Work experience</td>
<td>5432w</td>
</tr>
<tr>
<td>Additional college credits</td>
<td>5736c</td>
</tr>
</tbody>
</table>

Since the budget is limited to 24 million dollars for salaries, the mathematical expression of this constraint on the total money necessary for salaries is:

\[2992e + 2892s + 6126d + 5432w + 5736c \leq 24000000\]

The entire mathematical model for this problem is summarized as follows:

\[e \leq 1000\] \quad upper limits for values of minimum factor
\[s \leq 3000\] \quad or basic amounts
\[d \leq 2000\] \quad for each evaluation factor
\[w \leq 2000\] \quad lower limits for values of minimum factor
\[c \leq 500\] \quad or basic amounts
\[e \geq 200\] \quad for each evaluation factor
\[s \geq 500\]
\[d \geq 200\]
\[w \geq 100\]
\[c \geq 100\]
We are now ready to assign an order to the variables and the constraints and to prepare the model for input to LPRG. The variables have always been referenced in the order e, s, d, w, c, so we will agree to use that order. As usual, we must have all the “less-than” constraints first, the “equality” constraints second (there are none), and the “greater-than” constraints third. We will agree that the upper limit constraints are the first five, the budget constraint is the sixth, the lower limit constraints are the seventh through eleventh, and the minimum salary constraints are the twelfth through sixteenth. As the upper and lower limit constraints have only one of the variables in them, they will have to be rewritten using 0 coefficients for the missing variables. Table 3-13 summarizes the salary schedule problem as we have prepared it for input to LPRG.

Be careful when you input data involving large numbers. Use commas only to separate numbers: never use them within a number. For example, you would not type the number 2992 as “2,992”; the correct coding would be “2992.”

Analysis of the Solution
The computer listing for the solution to the salary schedule problem is given in Figure 3-13 with the following results (rounded to the nearest penny):

<table>
<thead>
<tr>
<th>Evaluation Factor</th>
<th>Controllable Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning environment</td>
<td>e</td>
<td>524.59</td>
</tr>
<tr>
<td>Supervisory responsibility</td>
<td>s</td>
<td>3000</td>
</tr>
<tr>
<td>Highest academic degree</td>
<td>d</td>
<td>100</td>
</tr>
<tr>
<td>Work experience</td>
<td>w</td>
<td>1975.41</td>
</tr>
<tr>
<td>Additional credits</td>
<td>c</td>
<td>100</td>
</tr>
</tbody>
</table>

The corresponding highest possible salary for a teacher, which we maximized, is $23,901.6.

Using the equations in the last row of Table 3-12 and the above values for the controllable variables, we can calculate the lowest and highest possible salaries for each district function:
IF MAXIMIZING THE OBJECT FUNCTION, TYPE 1.
IF MINIMIZING THE OBJECT FUNCTION, TYPE -1.

NUMBER OF VARIABLES? 7
NUMBER OF CONSTRAINTS? 16
NUMBER OF LESS-THAN CONSTRAINTS? 6
NUMBER OF EQUALITY CONSTRAINTS? 0
NUMBER OF GREATER-THAN CONSTRAINTS? 10

ENTER THE COEFFICIENTS OF THE CONSTRAINTS, SEPARATED BY COMMAS.
CONSTRAINT 1 70.0,0,0,0
CONSTRAINT 2 70.1,0,0,0
CONSTRAINT 3 70.0,1,0,0
CONSTRAINT 4 70.0,0,1,0
CONSTRAINT 5 70.0,0,0,1
CONSTRAINT 6 72922,2992,6126,5432,5736
CONSTRAINT 7 1100,0,0,0
CONSTRAINT 8 10,0,1,0,0
CONSTRAINT 9 70.0,1,0,0
CONSTRAINT 10 70.0,0,1,0
CONSTRAINT 11 70.0,0,0,1
CONSTRAINT 12 71.7,3,2,1
CONSTRAINT 13 11,3,2,1
CONSTRAINT 14 11,3,2,1
CONSTRAINT 15 11,2,2,1,1
CONSTRAINT 16 11,1,1,1,1

ENTER THE RIGHT-HAND SIDES OF ALL THE CONSTRAINTS, SEPARATED BY COMMAS.
11000,1000,2000,2000,500,2000,500,6,0,100,100,5000,15400,11500,56

ENTER THE COEFFICIENTS OF THE OBJECT FUNCTION, SEPARATED BY COMMAS.
73.2, 5.7, 5

DO YOU WISH TO CHANGE OR CORRECT ANY OF THE CONSTRAINTS?
YES = 1, NO = 0

DO YOU WISH TO CHANGE OR CORRECT THE RIGHT-HAND SIDES?
YES = 1, NO = 0

DO YOU WISH TO CHANGE OR CORRECT THE OBJECT FUNCTION?
YES = 1, NO = 0

ANSWERS:

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>524.58</td>
</tr>
<tr>
<td>2</td>
<td>3000.</td>
</tr>
<tr>
<td>3</td>
<td>400.</td>
</tr>
<tr>
<td>4</td>
<td>1975.41</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
</tr>
</tbody>
</table>

THE VALUE OF THE OBJECT FUNCTION IS 28301.6
THIS VALUE IS A MAXIMUM.

DONE

Figure 3-13:
Salary Schedule Problem Solved Using LPRG.
In this case there is not enough space on one line to type all the right-hand sides and show each number one after another, however, LPRG is designed to continue to accept each number, even if the number appears on the paper to be typed directly over the preceding digit. Therefore, when the right-hand margin is reached, just continue typing as usual.
By substituting the values for the controllable variables in the original constraints, we can see that all the original constraints have been satisfied. For example, the total amount necessary for salaries is:

\[
2992e + 2892s + 6126d + 5432w + 5736c = 2992(524.59) + 2892(3000) + 6126(400) + 5432(1975.41) + 5736(100) = 1569573.28 + 8676300 + 150400 + 10730427.12 + 573600 = \$24000000.40
\]

Notice that this figure is 40¢ over the allowable budget of $24 million. This error arose not because LPRG calculated incorrectly, but from rounding. Further, the excess is so small that it does not really represent a problem. Surely one person (perhaps the superintendent?) will agree to accept a dock in pay of $40.

One of the major advantages of using this type of salary schedule is that it is completely objective: given any person's position and background, we can quickly calculate the salary. For example, the salary of a principal (administrator, single school responsibility) in a suburban school with an M.Ed, 7 years' experience, and 16 credits beyond his or her degree would be:

\[
2e + 5s + 5d + 4w + 3c = 2(524.59) + 5(3000) + 5(400) + 4(1975.41) + 3(100) = 10191.8 + 15000 + 1200 + 7901.61 + 300 = \$25508.22
\]

Refer to Table 3-10 for the relative weights of the controllable variables used above.

Although we will not go into detail here, it is possible to introduce many more constraints into the salary schedule problem. Consider the following list of possible modifications.

1. The salary schedule could be based on as many evaluation factors as your computer program can handle. Such criteria as quality of teaching, inservice training, additional workloads (for example, coaching), and priority of subject matter could all be included.

2. There are many possibilities for measures of effectiveness in this type of problem: for example,

   - Beginning teacher's salary (maximize);
   - Total budget (minimize);
   - Compensation for teaching in a difficult learning environment (maximize the quantity e in the previous problem);
   - Total amount allotted for work experience (maximize).

3. The model could be constructed to allow for certain salary spreads within each district function. For example, a constraint could be added specifying that the least possible salary for some district function was not less than a certain percentage of the highest possible salary for the same function. To be more specific, we could make the condition that the least possible teacher's salary was at least 50 percent of the highest possible teacher's salary. If this were $16,000, the lowest possible teacher's salary would have to be $8,000 or more in order to conform to this constraint.

4. You could allow for percentage salary overlaps between district functions. For example, it would be possible to specify that the highest paid teacher could earn at least 10 percent more than the lowest paid department head.

5. You could specify dollar spread between the highest salaries for district functions—for example, the highest-paid teacher must earn at least $4,000 more than the highest-paid teacher aide.

6. You could set upper limits on maximum salaries. For example, the maximum salary for teacher aides in the previous problem, $19,301.64, turned out to be fairly high. This figure is probably not realistic, and you might want to specify
a later computer run that the maximum teacher aide salary is no higher than, for example, $12,000.

A mathematical model for salaries as presented here is ideal for conducting simulation studies. An administrator could outline salary schedules for future years based on predictions of how the school budget will change. Or, he could assess future budgetary requirements based on the need for more teachers within the district. The possibilities are endless.

There is one major limitation in this salary schedule model. With the large number of constraints on only a few controllable variables, it is very easy to unknowingly construct a problem which has no solution at all, much less a "best" solution. Such a situation would have arisen in the original salary schedule problem if we had had a total budget of only 4 million dollars. With the constraints we put on minimum values for e, s, t, v, and c it would not be possible to keep within this budget. We can easily see this by substituting the minimum values for the controllable variables in the budget constraint. This results in a figure greater than 4 million:

\[
2992e + 2892s + 613d + 5432w + 5736c = 2992(200) + 2892(500) + 6126(200) + 5432(100) + 5736(100) = 598400 + 144600 + 1225200 + 543200 + 573600 = 4386400
\]

The computer program LPRG will tell you when there are no solutions to a linear programming problem. If that happens, you can vary some of the constraints until there is a solution. The process of adjusting some constraints in order to find a solution should in itself provide valuable information; an administrator may find, for example, that demands from the teachers' union are impossible to meet under the current budget.

**Exercises**

1. (a) Re-solve the salary schedule problem assuming that your budget is cut by 10 percent. That is, you have been allotted $21.6 million for salaries instead of $24 million. Do you expect that the resulting figures in the salary schedule will all be reduced by 10 percent when compared to the original salary schedule?

   (b) Re-solve the problem assuming your budget has been increased to $27 million. What happens to the salary ranges for the district functions? Where does the extra money seem to be channeled?

2. Suppose you have a budget of 27 million dollars, but you want to produce a salary schedule in which the salaries of teachers and administrators are not as divergent as in problem 1 (b) above. What categories in which evaluation factors could you reweight in order to accomplish this revision? and how would you reweight them? What other constraints could be included or changed? Try the problem on the computer after you have made your "predictions." (There is no set answer to this question.)
THE MATHEMATICS BEHIND LINEAR PROGRAMMING

Much of mathematics makes use of the basic concepts of equations and inequalities to describe relationships between quantities (variables). Mathematical modeling is the practice of defining such relationships precisely by using equations and inequalities. Once this has been accomplished, all the power and sophistication of present-day mathematics can be brought to bear on the model, and solutions can be found. Linear programming is an appropriate problem-solving technique when all the equations and/or inequalities in the accompanying mathematical model are of a specific form—mainly, linear—and when there is a quantity to be optimized.

LINEAR EQUATIONS AND THEIR GRAPHS

A linear equation or inequality is one in which the variables are added and/or subtracted from each other or from numbers; variables may not be multiplied or divided by each other or by themselves. Numbers (constants) may be added, subtracted, multiplied, and/or divided by variables or by themselves. The general form of a linear equation is:

$$Ax + By + Cz + \ldots + Xx + Yy + Zz = 0$$

where the upper-case letters represent constants and the lower-case letters are variables. Linear inequalities have the same form except that the equality sign is replaced with an inequality sign.

Linear equations get their name from the fact that graphs of their solutions are lines.¹ Let's look at an example. Consider the equation $2a + b = 0$. A graph of this equation is the set of all pairs of numbers which when substituted to $a$ and $b$ make the equation true. If we let $a = 1$ and $b = -2$ and substitute these values in the equation, we get

$$2a + b = 2(1) + (-2) = 2 - 2 = 0$$

which is a true statement. If we let $a = 1$ and $b = 1$ and substitute these values, we get

$$2a + b = 2(1) + (1) = 2 + 1 = 3$$

which is not a true statement. Therefore, we say that $a = 1$ and $b = -2$ is a solution to the equation and $a = 1$ and $b = 1$ is not a solution. There are many other solutions to this equation; in fact, there are an infinite number of them. Some are listed below.

<table>
<thead>
<tr>
<th>Value of $a$</th>
<th>Value of $b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>-6</td>
</tr>
<tr>
<td>2</td>
<td>-4</td>
</tr>
<tr>
<td>1</td>
<td>-2</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>-1</td>
<td>2</td>
</tr>
<tr>
<td>-2</td>
<td>4</td>
</tr>
<tr>
<td>-3</td>
<td>6</td>
</tr>
</tbody>
</table>

In order to graph this equation, we must have a way to draw pairs of numbers. The standard method is to use a grid with a central point where each point on the grid represents one pair of numbers. The central point is called the origin of the grid and represents the pair of numbers (0,0). Any other point on the grid is defined in relationship to the origin. The first number of the pair (called the first or horizontal coordinate) tells how far the point is from the origin in the horizontal direction. If the first coordinate is positive, the point is to the right of the origin; negative, it is to the left. The second number (called the second or vertical coordinate) tells how far the point is from the origin in the vertical direction. If it is positive, the point is above the origin; if negative, below. This graphing system is called a Cartesian coordinate system, named after its developer, René Descartes, a French philosopher and mathematician. Figure 3-14 is a graph of several points, using the Cartesian coordinate system.

Now we are in a position to begin graphing the equation $2a + b = 0$. First, let's graph the pairs of numbers in the list on page 00. We will use $a$ for the horizontal coordinate and $b$ for the vertical coordinate.

¹ Frequently in mathematics we talk about graphing equations and inequalities. Technically, we are graphing all the solutions to an equation (or inequality) rather than the equations themselves; but we will use these two expressions interchangeably.
Notice that all of the pairs lie on the same line. In fact, all other pairs which are solutions to this equation are on the same line and all points on

the line represent pairs which are solutions to the equation.

REVIEW

Terminology

1. LINEAR EQUATION: an equation in which the variables are only added or subtracted from each other or from constraints.
2. SOLUTION OF LINEAR EQUATION: a pair of numbers which result in a true statement when substituted for the variables in the equation.
3. CARTESIAN COORDINATE SYSTEM: a system of naming points in a plane with pairs of numbers.
4. ORIGIN: the central point of a grid, representing the pair (0,0).
5. HORIZONTAL COORDINATE: the first number in a pair, denoting horizontal distance from the origin.
6. VERTICAL COORDINATE: the second number in a pair, denoting the vertical distance from the origin.

1. Find five pairs of numbers which are solutions to the equation \( a + 2b + 1 = 0 \). Graph these pairs on a grid (use \( a \) for the horizontal coordinate and \( b \) for the vertical coordinate) and then graph all the solutions to the equation.
2. Graph the equations \( a + b = 0 \) and \( 3a + b + 2 = 0 \). Hint: as you may or may not remember from geometry, two points completely determine a line. Therefore, it is only necessary to find two points on a line (that is, two solutions to an equation) in order to draw or graph that line. An easy way to find two solutions is as follows. Arbitrarily set one variable to zero (say \( a = 0 \)) and find out the value of the second variable. Then set the second variable to zero (\( b = 0 \)) and find the value of the first. You now have two solutions to the equation.
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GRAPHING INEQUALITIES

Graphing inequalities is an easy matter once you know how to graph equations. Consider the inequality $2a + b < 0$. We are looking for all of the points (pairs of numbers) which make this statement true when the values for $a$ and $b$ are substituted into the inequality. Certainly every one of the pairs of numbers on the line $2a + b = 0$ also satisfy this inequality; but there are many others.

Let's pick out a point which is not on the line, say $(-4, 1)$, and see if it is a solution.

$$2a + b = 2(-4) + (1) = 8 + 1 = -7 < 0$$

The result is a true statement so $(-4, 1)$ is a solution. Let's try $(-2, -2)$:

$$2a + b = 2(-2) + (-2) = (-4 + (-2) = -6 < 0$$

The result here is also a true statement. Let's try another point, say $(3, 1)$.

$$2a + b = 2(3) + (1) = 6 + 1 = 7 < 0$$

The result is a false statement, so this point is not a solution to the inequality. Let's try one last point, $(0, 5)$.

$$2a + b = 2(0) + (5) = 0 + 5 = 5 < 0$$

This also results in a false statement and so $(0,5)$ is not a solution. Let's look at our four trial points on a graph. Notice that both of the points off the line which are solutions to the inequality lie in the half-plane which is below the line, and that both of the points off the line which are not solutions to the inequality lie in the half-plane which is above the line. If more extensive testing were conducted, we would find that every point in the half-plane below the line is a solution to the inequality. Therefore we can graph the inequality in the following manner.

![Figure 3-16. Graph of $2a + b = 0$ plus Selected Points.](image)

![Figure 3-17. Graph of $2a + b < 0$.](image)

**REVIEW**

Exercise

1. Graph the following inequalities:
   
   a. $2b < 0$
   
   b. $3a + 1 < 0$
   
   c. $a + b < 0$
   
   d. $a - 4b - 1 < 0$

   Hint: once the line is graphed, it is necessary to test one point on either side of the line. whichever point is a solution lies on the side which should be shaded.
SOLUTION OF LINEAR PROGRAMMING PROBLEMS BY GRAPHING

Now that we have reviewed basic techniques for graphing linear equations and inequalities, we are ready to turn our attention toward solving linear programming problems. Let's return to our original TV set problem. Recall that the constraints were:

\[
\begin{align*}
    p & \leq 60 \\
    c & \leq 40 \\
    2p + 3c & \leq 150
\end{align*}
\]

and the object function to be maximized was:

\[20p + 25c = T\]

Recall that we assumed the number of both consoles and portables made would be positive, since it makes no sense to produce -10 consoles.

For the purposes of our discussion here, we shall have to make the non-negativity conditions explicit in the form of two extra constraints:

\[
\begin{align*}
    p & \geq 0 \\
    c & \geq 0
\end{align*}
\]

We are looking for pairs of numbers which satisfy all the constraints (the solution to the problem). Then, from all the solutions, we wish to pick the one(s) which gives a maximum value to the object function. It will be necessary to find all the solutions using graphing techniques, we do it by graphing all the constraints and finding the points which are on all of the graphs. Since they are on all of the graphs, they are solutions to each of the inequalities and therefore are solutions to the problem, since they satisfy each of the constraints. In graphing the constraints, we will use \( p \) as the horizontal coordinate and \( c \) as the vertical coordinate.

![Graphs of constraints](image)

Figure 3-18.
Constraints of Television Production Problem.
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If we superimpose the five graphs onto one grid and indicate the points which are on all five, we have:

Notice that there are many solutions which yield a profit of $1000. Notice also the relative positions of the two lines representing different values of the object function. The lines are parallel to each other, and the line with a value of 1000 is under the line with a value of 2000. Where do you suppose the graph of the line \(20p + 25c = 1500\) will fall? Let’s graph it and see.

Again, there are no solutions which will yield a profit of $1500. Also, notice that this third line is parallel to the other two and lies between them. By this time you should begin to suspect the fact that every new value for the object function will produce a new line which is parallel to the others. Graphically, then, we are looking for the highest line which is parallel to the three we have already generated and which intersects the graph of the solutions in at least one point. It should be clear from the graph, that the desired line will go through the upper right-hand corner, which is the point (60,10). This is the optimal solution, as we already know, and the equation of the line we are looking for is \(20p + 25c = 1450\).

The above discussion was presented so that the user of these materials has a chance to develop an intuitive notion of what linear programming problems are all about. It is not intended to be a complete discourse on the mathematical technique of linear programming. There are several other methods of solving linear programming problems. The program LPRG uses one of them (called the two-phase simplex method) rather than the graphing method used above. But all of the methods accomplish the same thing, namely the identification of all possible
OVERVIEW OF LINEAR PROGRAMMING

ADVANTAGES AND DISADVANTAGES

We have pointed out several disadvantages and limitations to the decision strategy of linear programming, along with obvious advantages for the educational administrator. This section summarizes these.

Advantages

The primary advantage of using any operations research technique such as linear programming is that it provides a rational basis for decision making. Any opinion or decision is more believable and more valid if it can be substantiated by hard data. Linear programming provides definite criteria for determining the "best" solution to a problem.

Other advantages are:

1. Linear programming provides a format for systematic analysis of problems which are concerned with allocating resources in order to optimize a certain result. It forces the administrator to identify those variables over which he has control and the accompanying restrictions on those variables, and to analyze the interrelationships among them.

2. Using linear programming encourages the identification of goals and objective expression of these goals. The administrator is forced to establish the extent to which each variable affects the goal. Quantification of goals is invaluable in terms of education and accountability, since it helps establish whether goals have been attained and how well they have been attained. Such questions as whether educational goals have been met are of vital importance to the administrator, since he is answerable to many groups, including the federal government, the state government and of course the taxpayers.

3. Once the problem has been expressed mathematically, linear programming computer programs such as LPRG provide the means for obtaining fast answers at little cost.

4. Programs like LPRG also provide a means for simulating changes in the linear programming problem in order to see how the goal and the controllable variables would be affected if such a change were implemented.

Disadvantages

The foremost disadvantage to using linear programming is the difficulty in the mathematical formulation of real-world situations. Some problems just do not lend themselves to mathematical expression. With others, successful
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mathematical modeling is limited by available mathematical techniques, variables that are unknown, and goals that are difficult to express quantitatively. Even when a problem can be expressed mathematically, the assumptions which were necessary for the formulation may have so changed the problem that the results are not useful. As computer programmers are prone to say, "Garbage in, garbage out." That is, if the data which go into a linear programming problem are not valid or representative of the real-world situation, the output from the problem will neither be correct nor useful.

Linear programming only aids in decision-making; it does not actually make decisions. Linear programming gives validation and support to decisions, but it cannot replace the human administrator who is ultimately responsible for determining courses of action.

SUMMARY OF THE MAIN POINTS IN LINEAR PROGRAMMING

Formulating Models
A. Recognition of the problem: Linear programming is an operations research tool used in problems where resources are to be assigned or allocated in order to optimize some result.
1. Typical resources to be allocated in education problems:
   a. Money;
   b. Teachers and teacher aides;
   c. Facilities;
   d. Class time;
   e. Equipment.
2. Typical results to optimize in education problems:
   a. Money: minimize costs, maximize certain salaries;
   b. Transportation time: minimize;
   c. Racial balance: maximize;
   d. Quality of instruction: maximize;
   e. Facilities: minimize empty classrooms and empty school bus seats.
B. Formulation of the mathematical model.
1. Identification of the controllable variables (resources);
2. Choice of a measure of effectiveness (quantity we wish to maximize or minimize);
3. Mathematical representation of the object function (relate the controllable variables to the measure of effectiveness);
4. Identification of the constraints (restrictions or limits on the values of the controllable variables);
5. Mathematical representation of the constraints;
6. Determination of the linearity of the model and hence the model's suitability for use of the linear programming technique.

Solving Linear Programming Problems
A. Types of solutions.
   1. Possible solution: satisfies all constraints;
   2. Optimal solution: satisfies all constraints and gives optimal (maximum or minimum) value to the object function.
B. Possibilities for solutions to linear programming problems.
   1. Many possible solutions but only one optimal solution;
   2. No solutions at all;
   3. An infinite number of optimal solutions which satisfy all constraints and give the same optimal result.
C. Solving linear programming problems using the computer program LPRG:
   1. Formulate mathematical model: listing "less-than" constraints, followed by "equality" constraints, followed by "greater-than" constraints, and object function;
   2. Prepare other necessary information for input to LPRG: whether object function is to be maximized or minimized; number of constraints; number of "less-than" constraints; number of "equality" constraints; number of "greater-than" constraints.
   3. Run the computer program.
   4. Analyze the results.


4 Queueing Theory

CHAPTER PREVIEW
Many situations in education require waiting lines or a waiting period—for example, students waiting in line to register or equipment waiting for repair. To maximize efficiency in these situations, administrators often need to answer such questions as, Are the lines too long or waiting periods excessive? Are more or fewer facilities needed to correct problems or to maximize efficiency? Queueing theory provides a powerful tool for analyzing such situations and answering these questions.

This chapter presents the basic elements of queueing theory and illustrates its many uses in education. Emphasis is on analyzing realistic situations and interpreting statistics to provide the basis for effective decision making. An understanding of simple algebra will equip the reader to follow the step-by-step discussions of all hand calculations of queueing statistics. In addition, the use of computer programs to perform queueing analyses is explained and demonstrated. Exercises provide guided practice in using both hand calculations and computer programs.

CHAPTER AIMS
After completing this chapter, the reader will be able to use the terms specific to queueing theory and recognize which situations satisfy the conditions required for applying the theory. He will also be able to perform queueing theory analyses using either hand calculations or computer programs and to interpret the results for use in effective decision making.

INTRODUCTION TO QUEUEING THEORY

The Elements of Queueing Theory

In everyday life there are many situations in which individuals must wait some length of time for a needed service. People commonly have to wait in line to buy a theatre ticket, to be seated in a restaurant, and to park their cars in a parking lot; airplanes regularly line up when arriving and departing; lines of cars at a turnpike toll booth are a common sight. Each of these examples involves a queueing or waiting system. Many other common situations involve similar problems: situations in which things must be placed...
in order (filing, stocking goods), for example, or in which a certain percentage of items must be repaired periodically so that back-up items are required.

The operations research technique called queueing theory provides a means for analyzing these queueing systems and obtaining statistics that describe their important features. In addition, the theory can be used to analyze the effects of making changes in the queueing system and determine whether such changes might be acceptable or beneficial. In effect, a decision maker can simulate changes before they are implemented. A bank manager might use queueing theory to tell him how much customer waiting time would be affected if he were to add another teller; the highway commission might use it to investigate the effects of constructing more toll booths at a turnpike interchange.

There are, of course, many situations in education that can be effectively dealt with using queueing theory. Students waiting to see a counselor, children waiting for appointments with a school district psychologist, schools or classrooms waiting for major repairs by a carpenter, and purchase orders waiting to be filled are all examples.

All waiting line situations have two characteristic parts:

1. A queue of waiting line of customers (e.g. teachers waiting to use projectors; students waiting to see a counselor).
2. Service facilities which provide a service or product to the customers (e.g. the projectors; the counselor).

In order to apply the techniques of queueing theory, some quantities must be known (or estimated) about the customers and the facilities. These include the number of potential customers, the number of service facilities available, the average number of customers that arrive in any given unit of time to use the facility, and the average length of time required to provide the service. For example, 300 high school students (customers) may be advised by one counselor (service facility). The students may wish to see the counselor at an average rate of about four students per day (arrival rate) and from the counselor’s records it might be found that an average counseling session lasts 15 minutes (length of time required to provide service).

Once these quantities are known, queueing theory can provide informative and useful statistics: the average waiting time for an arriving customer, the average number of customers waiting in line, the probability that a given number of customers will be waiting for service at any given time, and the probability that the service facility is idle (i.e. that there are no customers being serviced or waiting in line). Thus queueing theory can help answer such questions as: How many people, on the average, are waiting to use the facility at any given time? How long should one expect to wait before the facility is available for use? Is the time people spend waiting so costly that another facility would be justified? Could scheduling or rescheduling the users eliminate any of the wasted idle time of the facility?

In addition to providing data to help answer questions like these, queueing theory gives the administrator a means for examining a problem from several different angles. Suppose purchase orders for a district seem to be continually stacked up and teachers are complaining about delays in obtaining materials. The orders are handled by one purchasing clerk. An administrator can use data from queueing theory to help decide whether the extra cost of a second clerk would be justified in terms of increased speed in processing purchase orders. Alternatively, the administrator might use queueing theory to determine how many clerks would be necessary to insure that most orders would be processed within a certain number of days. Or, the administrator might discover in the course of the analysis that the present clerk needs to be retrained or replaced. Or, again, the administrator might discover that far too many purchase orders are being filled and that it would be most efficient to anticipate the use of certain materials and have them on hand at the beginning of the school year.

It is obvious that queueing theory is a valuable decision strategy for the administrator concerned about efficient utilization of time and facilities. In summary, its four primary uses are the following:

It helps the administrator to study current queueing systems (or non-systems) and to pinpoint problem areas and potential solutions.

It provides statistics that can be used as criteria for determining the “best” solution to
a problem. For example, the best solution to the purchase order problem discussed above might be the specific number of clerks (service facilities) required to insure that no purchase order must wait over two days to be processed.

It provides data which may suggest possible changes in the system being studied. Examination of the purchase order problem, for instance, may suggest such possible changes as varying the number of purchasing clerks (service facilities), reducing the frequency of purchase orders by requesting that teachers submit material requirements well before the school year begins, and reducing the amount of time required to process the orders by retraining the clerk.

It allows the administrators to test, at a small cost, several alternative modifications of the system and determine the most economical or practical course to pursue.

Queueing theory is a rapidly growing area of mathematical inquiry. Many types of models have been studied in great detail; this chapter will deal specifically with types of queueing situations that have a great many practical applications.

### Queueing Theory Terms

Following are the basic terms used in queueing theory and their definitions.

- **Service Facility**—location at which a service is rendered (purchasing clerk, machine to be used, repairman, school psychometrist). The letter \( F \) denotes the number of service facilities in a queueing situation.
- **Customer**—user of the service facility. A customer need not be a person. A machine waiting for repair is considered a customer in queueing theory.
- **Source Field**—the population of potential users or customers of the facility. Two types of source fields are considered in queueing theory:
  - A small, finite population, i.e., less than 30. The letter \( M \) denotes the exact size of such a population.
  - An infinitely large population. In general, large populations—greater than or equal to 30—will be close enough to an infinitely large population for use in practical problems.
- **Waiting Time**—the time elapsed from when a customer joins the waiting line (queue) to the time when service is begun for that customer.
- **Arrival Rate**—the average number of customers arriving at the service facility during a unit of time; denoted by \( \lambda \).
- **Service Rate**—the average number of customers that can be serviced by one service facility during a unit of time, assuming no idle time; denoted by \( \mu \).

To illustrate the use of these terms, let’s consider the situation of a school district’s purchasing clerk who receives purchase orders from all schools in the district. Typically, the time it takes to process orders varies because of differences in availability of items, suppliers’ delivery schedules, and so forth.

Suppose the purchasing clerk keeps records for two weeks (ten working days) and obtains the following data:

<table>
<thead>
<tr>
<th>Day</th>
<th>No. of Orders Received</th>
<th>Hours Worked Each Day on Processing Orders</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2.0</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>8.0</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>5.7</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>6.5</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>8.0</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>5.0</td>
</tr>
<tr>
<td>7</td>
<td>19</td>
<td>7.5</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>8.0</td>
</tr>
<tr>
<td>9</td>
<td>13</td>
<td>8.0</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>8.0</td>
</tr>
<tr>
<td></td>
<td>100 Orders</td>
<td>66.7 Hours</td>
</tr>
</tbody>
</table>

In this situation, the customers are the purchase orders. The service facility is the one clerk \((F = 1)\). The source field is infinite, since a school district would presumably produce more than 30 purchase orders. Since the clerk received 100 orders in 10 working days, the arrival rate of customers is an average of 10 orders/day \((A = 10 \text{ orders/day})\). The clerk worked 66.7 hours to process 100 orders, so we could say he worked at the service rate of 1.5 orders/hour.
(S = 1.5 orders/hour). Since queueing theory requires that arrival and service rates be specified in the same time units, we will express the service rate in terms of orders per day. Assuming that the clerk works 8 hours a day:

\[ 1.5 \text{ orders/hr} \times 8 \text{ hrs./day} = 12 \text{ orders/day}. \]

Therefore, \( S = 12 \) orders/day. The average waiting time of an order, which will not be calculated at this point, would be the average time elapsed from when an order arrived in the purchasing clerk's office to the time when the clerk began to process the order.

### REVIEW

**Terminology**

1. **QUEUE**: waiting line of customers.
2. **SERVICE FACILITY (F)**: location at which service is rendered.
3. **CUSTOMER**: user of service facility.
4. **SOURCE FIELD**: population of potential users; finite M is less than 30 (<30) and infinite is more than 30 (>30).
5. **WAITING TIME**: time from arrival at F until service begins.
6. **ARRIVAL RATE (A)**: average number of arrivals during a unit of time.
7. **SERVICE RATE (S)**: average number of customers served by one F during a unit of time.

### Exercise

1. Assume that a school has one ditto machine for teacher use and that several teachers have complained that they frequently have to wait to use the machine because it is busy. In this situation, suppose the principal keeps track of the uses for 30 days and discovers that the machine was used by teachers 480 times and that the total time the machine was actually being used was 160 hours. For this situation, what is \( F \) (number of facilities)? What is \( A \) (arrival rate)? What is \( S \) (service rate)? Express both \( A \) and \( S \) in hours.

### CONDITIONS FOR QUEUING THEORY

In the queueing situation, certain conditions must be satisfied in order for the queueing theory described here to give useful results. These conditions arise because of the mathematics underlying the theory. They are described below.

1. **Arrivals of customers must be independent and occur at random time intervals.** Independence of arrivals means that an arrival is not affected by (is independent of) other arrivals. For example, if customers frequently came to use a facility but saw it was busy or that a long line was waiting and hence they left, those arrivals (or nonarrivals) would depend on other arrivals—the customers already using or waiting to use the facility—and the condition of independence would be violated. The fact that customers arrive at random time intervals means that arrivals do not follow a particular pattern. If arrivals were consistently most frequent at the beginning of the day or immediately after the change of class periods, or followed a regular schedule such as one event per half hour, this condition would be violated.

2. **Service times are assumed to be independent over time.** Independence of service times over time means that the service time for any one customer is assumed to be independent of the service time for any other customer and to be unaffected by such factors as the length of the line or the tiredness of workers; in other words, the service time is assumed neither to speed up because the line is longer nor to slow down because workers are tired.
3. The queueing system is in equilibrium. This means the facility has been operating long enough for the laws of probability on which queueing theory is based to take effect. In general, queueing theory does not apply when the facility first opens, usually at the beginning of a day. In some situations at the beginning of a day there will be no arrivals before the facility opens and the first arrival will always be served immediately. In other situations, anxious customers will line up before a facility opens and all will spend some time waiting to use the facility. Therefore, queueing theory does not apply when a facility is first opened, because the expected waiting time and number waiting will be different than after the facility has been open for a while.

Figure 4-1 illustrates a queueing system in equilibrium which involves cars in line at a service station. The drawing suggests that the length of the waiting line is fairly constant and customers arrive steadily. The amount of time car C has to wait in line until it begins service will be about the same time that car F or any other car must wait.

A simple example of a system which is not in equilibrium is a service station when it first opens. The first customer would encounter no waiting line—he would simply drive up to the gas pump and be serviced. His waiting time would be zero. This situation, however, applies only to the first few customers. After the station has been open a while, it is assumed that the arrivals will settle down to a constant rate; a waiting line will form which remains fairly stable; and the length of time each customer will have to wait for service will be quite similar. The system would then have reached equilibrium, and queueing theory could be applied.

4. Customers are served on a “first-come, first-served” basis. This condition requires that there are no priority customers who go to the head of the waiting line.

5. Once a customer joins the queue, he does
not leave it until he has been serviced. A customer is assumed not to get tired of waiting and leave before he is serviced.

6. The arrival rate of customers must be less than the number of customers who can be serviced during the same unit of time. This last condition is particularly important. If customers always arrive at a service facility at a rate greater than the service facility can handle them, the waiting line will become longer and longer; and there will be no assurance that every customer will eventually be serviced. Specifying that the arrival rate is less than the service rate assures us that all customers will eventually be serviced.

For a queueing system with just one service facility, this condition can be expressed simply as "the arrival rate of the customers must be less than the service rate"—or, symbolically, \( A < S \).

For queueing systems with multiple service facilities, if \( F \) is the number of facilities and \( S \) is the service rate for any one facility (assuming all have the same service rate), this condition can be expressed \( A < F \cdot S \); that is, the arrival rate of customers is less than the total number of customers that can be handled by all service facilities. For example, if one purchasing clerk can process an average of 12 orders a day (\( S = 12 \) orders/day), two clerks (\( F = 2 \)) could process \( F \cdot S = 2 \cdot 12 = 24 \) orders per day. The arrival rate of purchase orders; \( A \), would then have to be less than 24 orders per day for this condition to be satisfied.

At this point, it may have occurred to you that we seem to have a paradox concerning arrival and service rates: if the number of arrivals at a service facility is always less than the number who can be serviced, how does a waiting line ever form? If we remember that the arrival rate and the service rate are averages, the paradox is easily resolved. Sometimes the number of arrivals may be higher than the average figure, and sometimes it may be lower. It is generally during the times when arrivals are greater than average that the waiting line is formed. Once a waiting line forms, the service facility falls behind in its work and may take some time to catch up with the arrivals; hence we will have a waiting line of customers which is assumed to stay at a fairly constant length.

**SUMMARY OF CONDITIONS FOR QUEUEING THEORY PROBLEMS**

The conditions a system must meet in order for queueing theory to be applicable are summarized below.

1. Arrivals of customers are random and independent.
2. Service times are independent.
3. Equilibrium system.
4. First come, first served.
5. Customers entering the queueing system do not leave until they are serviced.
6. Rate of arrivals must be less than the rate of service (\( A < S \) for single facility systems; \( A < F \cdot S \) for multiple facility systems).

These conditions have not been chosen arbitrarily; they are required by the mathematics used in queueing theory. The numerical results from queueing theory equations reflect the assumption that all these conditions are present in the system. Practical problems often violate one or more to a certain extent, as the realities of the everyday world do not often coincide with the strict conditions of mathematical theory. Small deviations are acceptable, but it is important to remember that the measures thus derived from queueing theory should be regarded as approximations to rather than exact representations of the real problem situation.

In the next section of this chapter, we apply the above terms and conditions to three general queueing problem situations and analyze each using queueing theory. The situations to be examined are:

1. **Infinite Population (30 or more), Single Service Facility.** An example of this system is a high school with one counselor to service all the students. We will examine situations in which one purchasing...
clerk processes all purchase orders for a school; one switchboard operator handles all calls of a district office, and one repair facility is used to service a large population of school typewriters.

2. **Infinite Population, Multiple Service Facilities.** An example: five nurses' (service facilities) serving all the students in a school represents an infinite-population multiple-service-facilities situation. The examples we will study are: an administrator considering having two operators handle all calls on the district's switchboard system; a school wanting to determine whether to purchase ten or fewer audio-tutorial listening stations for student use.

3. **Finite Population (less than 30) Single-Service Facility.** An example would be a situation in which each of 15 teachers is to review his annual evaluation with the principal. The situation we will examine involves a school wishing to determine if one science center is sufficient to serve eight teachers.

**REVIEW**

**Exercises**

1. Outline the conditions a queueing problem must satisfy before queueing theory can be applied. (Review text pages 94–96.)

2. What is the significance of these expressions?
   
   \[ A < S \]
   \[ A < F \cdot S \] (Review text pages 96–97.)

3. A school district switchboard with one operator handles about 300 calls in one six-hour school day. The operator estimates that it takes about one minute to handle a typical call to greet the caller, determine whom the caller wishes to speak to, and transfer the call. Calls that come in when the operator is speaking to someone else are placed on hold until the operator is free.
   
   a. What is the service facility in this problem?
   b. Who are the customers?
   c. Is the source field infinite or finite?
   d. What is the arrival rate of customers? (Express in time units of minutes.)
   e. What is the service rate? (Also express in minutes.)
   f. If you were asked to determine if one operator was enough to run the switchboard efficiently, how would you answer? What criteria would you use in making your decision? (You are to use only the above data and your intuition at this point.)

4. A large city school district has 2 full-time psychometrists. Approximately 35 children must be given diagnostic tests each month. We will consider a month to consist of 20 school days, 6 hours a day. Tests are given on a one-to-one basis: that is, each psychometrist tests one child at a time. Records indicate that each child needs about one hour for testing.
   
   a. What are the service facilities in this problem?
   b. Who are the customers?
   c. Is the source field infinite or finite?
   d. What is the arrival rate of customers? (Express in time units of hours.)
   e. Does the district need to employ another psychometrist? What
APPLICATIONS OF QUEUEING THEORY

INFINITE POPULATION, SINGLE SERVICE FACILITY PROBLEMS

It is easy to visualize examples of a single service facility whose users are drawn from an infinite or essentially infinite population. The purchase order situation used earlier in this chapter is an example of a queueing situation with an infinite population of customers (orders) and a single service facility (the one purchasing clerk). The single clerk was in charge of processing all the purchase orders; the duties included making sure the purchase forms were properly completed and authorized, seeing which suppliers stocked the desired items, deciding which supplier received the order (according to price and speed of delivery), and finally placing the order by phone or mail.

We will continue to use this example as we study the application of queueing theory to infinite population, single service facility problems.

Let's assume that recently your school administration has received complaints from teachers that they are having to do without certain materials. Some teachers have implied that there are too many purchase orders for one clerk to handle and it has been suggested that another purchasing clerk be hired. Before making a decision and presenting the case to the school board, assume that you, a school administrator, want to ascertain the extent of the problem.

You would want to know such things as the average time an order waits to be processed after reaching the clerk's desk, the average number of orders waiting on the clerk's desk at any given time, and the relative amount of time the present clerk actually spends processing orders. With figures like these in hand, you could present an effective case before the board for hiring another clerk, if that were your final decision.

What you would need to do, then, is to calculate the quantities listed above. The formulas are not difficult, and we will go through each of them step by step. It is not necessary to memorize them. They have been included here to illustrate how queueing statistics are calculated and what information is necessary for these calculations. As an administrator you will in many cases be using computer programs to carry out queueing analyses. In the next section we introduce such a program and discuss its use in solving the purchase order problem, as an example. At this point, however, let's proceed with the hand calculations so that you can clearly grasp each step in the solution of this kind of problem.

At the outset, you can get a good idea of the arrival rate of purchase orders by examining the clerk's records for a substantial period of time. Let us use the data from pages 93–94 of this chapter, showing that purchase orders arrive at the rate of ten a day:

\[ A = 10 \text{ orders/day} \]

and the clerk can usually get them processed at a service rate of 12 a day:

\[ S = 12 \text{ orders/day} \]

We now have all the information we need to analyze the problem using queueing theory:

<table>
<thead>
<tr>
<th>Source field:</th>
<th>infinite (more than 30 orders)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customers:</td>
<td>purchase orders</td>
</tr>
<tr>
<td>Service facilities:</td>
<td>one clerk (F = 1)</td>
</tr>
<tr>
<td>Arrival rate:</td>
<td>A = 10 orders/day</td>
</tr>
<tr>
<td>Service rate:</td>
<td>S = 12 orders/day</td>
</tr>
</tbody>
</table>

We will assume that this problem situation satisfies the conditions required for queueing theory: that the purchase orders arrive at random time intervals and independently of one another; the times necessary to process the orders are independent; the system is in equilibrium; the purchase orders are processed in the order in which they arrive; the orders do not
leave the clerk's desk until they are processed; and the arrival rate is less than the service rate ($A = 10$ orders/day is less than $S = 12$ orders/day).

Let's start our analysis by determining how much of the clerk's time is occupied with processing orders and how much of his time is wasted. If the clerk is capable of processing 12 orders a day (service rate, $S$) but only receives 10 orders a day (arrival rate, $A$), then he is busy for only part of the day. The part of the day that he is busy is the fraction $10/12$; the remainder must be free time for the clerk. This time, when the clerk is not processing orders, is called idle time. If the clerk is busy for $10/12$ of a day, then he must be idle for $2/12$ of the day, since

\[
\text{one full day - the part of the day the clerk is busy} = 1 - \frac{10}{12} = \frac{2}{12}
\]

The fractions expressing the amount of time the clerk is busy and idle can also be changed to percentages. The fraction $10/12$ is the same as the decimal .83, so the clerk is busy for 83 percent of the day; $2/12$ is decimal .17, so he is idle for 17 percent of the day.

Percentages can also be thought of as probabilities. To say the clerk is idle for 17 percent of the time is equivalent to saying that the probability that he is idle is .17. That is, if we look in on the clerk 100 times during the day, 17 of those times he will be idle. Our chances of seeing him idle are 17 out of 100, or .17.²

The fractions expressing the amount of time the clerk is busy and idle can also be thought of as probabilities. To say the clerk is idle for 17 percent of the time is equivalent to saying that the probability that he is idle is .17. That is, if we look in on the clerk 100 times during the day, 17 of those times he will be idle. Our chances of seeing him idle are 17 out of 100, or .17.

²Probabilities can take values from 0 to 1, where a probability of 0 denotes an impossible event and a probability of 1 indicates a sure event.

The fractions expressing the amount of time the clerk is busy and idle can also be changed to percentages. The fraction $10/12$ is the same as the decimal .83, so the clerk is busy for 83 percent of the day; $2/12$ is decimal .17, so he is idle for 17 percent of the day.

Percentages can also be thought of as probabilities. To say the clerk is idle for 17 percent of the time is equivalent to saying that the probability that he is idle is .17. That is, if we look in on the clerk 100 times during the day, 17 of those times he will be idle. Our chances of seeing him idle are 17 out of 100, or .17.²

The fractions expressing the amount of time the clerk is busy and idle can also be changed to percentages. The fraction $10/12$ is the same as the decimal .83, so the clerk is busy for 83 percent of the day; $2/12$ is decimal .17, so he is idle for 17 percent of the day.

Percentages can also be thought of as probabilities. To say the clerk is idle for 17 percent of the time is equivalent to saying that the probability that he is idle is .17. That is, if we look in on the clerk 100 times during the day, 17 of those times he will be idle. Our chances of seeing him idle are 17 out of 100, or .17.

²Probabilities can take values from 0 to 1, where a probability of 0 denotes an impossible event and a probability of 1 indicates a sure event.

The fractions expressing the amount of time the clerk is busy and idle can also be changed to percentages. The fraction $10/12$ is the same as the decimal .83, so the clerk is busy for 83 percent of the day; $2/12$ is decimal .17, so he is idle for 17 percent of the day.

Percentages can also be thought of as probabilities. To say the clerk is idle for 17 percent of the time is equivalent to saying that the probability that he is idle is .17. That is, if we look in on the clerk 100 times during the day, 17 of those times he will be idle. Our chances of seeing him idle are 17 out of 100, or .17.

²Probabilities can take values from 0 to 1, where a probability of 0 denotes an impossible event and a probability of 1 indicates a sure event.

The next quantity we wish to find is how many orders, on the average, are waiting on the clerk's desk to be processed. We call this quantity the expected number of customers waiting for service, abbreviated in symbols $E(W)$ (read $E$ W). In queueing theory, "expected number" means the statistically estimated average number. The formula for $E(W)$ is easy to use, but it does not have the simple, intuitive explanation that the formula for $P(0)$ has. Consequently, you need only to understand the elements in the formula and to accept the equation itself on faith.

If $A$ and $S$ are respectively the average arrival and service rates, then $E(W)$, the expected number of customers waiting, is:

\[
E(W) = \frac{A^2}{S(S - A)}
\]

For the purchase order problem, since $A = 10$ orders/day and $S = 12$ orders/day, the calculation of $E(W)$ is:

\[
E(W) = \frac{10^2}{12(12 - 10)} = \frac{100}{24} = 4.2 \text{ orders}
\]

Note that this quantity does have units; $E(W) = 4.2$ customers or orders. That is, an average of 4.2 orders will be waiting on the clerk's desk at any given time; or, the average length of the waiting line of purchase orders is 4.2 orders. (This number does not include any order which the clerk is in the midst of processing.)

At this point, then, we know two important things about the system. First, there is a .17
probable that the clerk is idle; second, that the average length of the waiting line is 4.2 orders.

The final statistic of interest in this problem is the average time an order has to wait in the line before the clerk begins to process it. This quantity is abbreviated \( E(T) \) (read \( E \text{T} \)). The formula for \( E(T) \), the average waiting time of an arrival, is

\[
E(T) = \frac{E(W)}{A}
\]

where \( A \) is the arrival rate and \( E(W) \) is the average length of the waiting line.

In the purchase order problem, we know \( E(W) = 4.2 \) orders and \( A = 10 \) orders/day; therefore,

\[
E(T) = \frac{E(W)}{A} = \frac{4.2 \text{ orders}}{10 \text{ orders/day}} = 0.42 \text{ days}
\]

The intuitive reasoning behind the derivation of this formula is as follows: Over long periods of time, we can speak of average arrival and service rates for a queueing system and of an average waiting line length, which we have called \( E(W) \). Because of the steady arrival and service rates characteristic of a system in equilibrium, the waiting line length, \( E(W) \), always remains fairly constant; this means that orders must be leaving the clerk’s desk at approximately the same rate as they are arriving. That is, the departure of the orders from the waiting line is at the same rate as their arrival. If the arrival rate is \( A \), the departure rate is also \( A \). When an order joins the waiting line on the clerk’s desk, then, there are \( E(W) \) orders ahead of it, which are departing the waiting line at rate \( A \). The last order to join the line will be processed after all orders in front of it have left the line. If 4.2 orders \( (E(W)) \) are on line and are departing at a rate of 10 orders/day \( (A) \), then an order which joins the line must wait 0.42 days = 4.2 orders divided by 10 orders/day \( = E(W)/A \). (Note that the departure rate is not the same thing as the service rate, \( S \). The simple illustration of Car C joining a waiting line and going through the service facility, as shown in Figure 4-1, again may help you visualize the elements of a queueing situation.)

We can now summarize all the information we have gathered about the purchase order situation:

- Source field: infinite
- Customers: purchase orders
- Service facilities: one clerk \((F = 1)\)
- Arrival rate: \( A = 10 \) orders/day
- Service rate: \( S = 12 \) orders/day
- Probability that service facility is idle \( = 0.17 \)

\[
P(0) = 1 - \frac{A}{S} = 1 - \frac{10}{12} = \frac{2}{12} = 0.17
\]

Average length of waiting line \( = 4.2 \) orders

\[
E(W) = \frac{A^2}{S(S-A)} = \frac{10^2}{12(12-10)} = \frac{100}{24} = 4.2 \text{ orders}
\]

Average waiting time \( = 0.42 \) days

\[
E(T) = \frac{E(W)}{A} = \frac{4.2 \text{ orders}}{10 \text{ orders/day}} = 0.42 \text{ days}
\]

At this point, the administrator is in a position to examine the gathered data and make a decision. From the facts, he or she may conclude that any large stacking up of orders on the clerk’s desk is fairly infrequent, since on the average only 4.2 orders \( (E(W)) \) are waiting on the clerk’s desk at any given time. The average time an order waits to be processed is really quite small—in less than half a day \( (E(T) = 0.42 \text{ days}) \). Hence, the administrator may feel at this point that hiring another clerk is not justified; the present clerk seems to be handling orders fairly efficiently. The delay in getting materials is probably due more to inefficiency on the supplier’s part than to the school district. Based on the observations of the current situation, the administrator now has several options open to him. He or she may instruct the clerk to work overtime when orders are heavy, or to order from fast delivery suppliers regardless of extra cost; or he may institute a system for teachers to order materials at the beginning of the school year. These suggestions are by no means the only possible ones. The administrator’s ultimate decision will be based on which strategy he or she feels will best suit the circumstances and what specific constraints limit the decision. The school board, for example, may or may not be amenable to approving overtime pay for the purchasing clerk. Queueing theory has helped the administrator in this example to organize his available data and come to a quick appraisal of the initial suggestion of hiring another purchasing clerk.
Let's now look at the problem of the one-switchboard operator for the school district, used in Exercise 3 on page 97. This is another example of an infinite population, single service facility queueing theory problem. The arrival rate of incoming calls to the district switchboard is 300 per day, and the switchboard operator works a six-hour day. It is estimated that the operator could handle about one call a minute. After expressing \( A = 300 \) calls per day as the equivalent figure of \( A = .83 \) calls per minute, we have the following information:

- **Source field:** infinite
- **Customers:** incoming calls
- **Service facilities:** one switchboard operator \((F = 1)\)
- **Arrival rate:** \( \lambda = .83 \) calls/minute
- **Service rate:** \( \mu = 1 \) call/minute

Then, the probability that the operator is idle, \( P(0) \), is:

\[
P(0) = 1 - \frac{A}{S} = 1 - \frac{.83}{1} = .17, \text{ or 17 percent of the time}
\]

The average number of incoming calls waiting to be answered (presumably on hold) is:

\[
E(W) = \frac{A^2}{S(S - A)} = \frac{(.83)^2}{1(1 - .83)} = \frac{.69}{.17} = 4.1 \text{ calls}
\]

The average waiting time for a call is then

\[
E(T) = \frac{E(W)}{A} = \frac{4.1 \text{ calls}}{.83 \text{ calls/minute}} = 4.9 \text{ minutes}
\]

The statistic the administrator would probably feel is the most important is the waiting time of an incoming call, \( E(T) \). He or she may feel that almost five minutes (\( E(T) = 4.9 \) minutes) is actually quite a long time for a call to be held, especially when there may be an urgent message for one of the students in the district. In addition, the data used in this problem has not taken into account the outgoing long distance calls which the switchboard must also handle. Therefore, the delays before incoming calls are taken care of are probably greater than indicated by the figure \( E(T) \).

At this point, the administrator probably would begin to seriously investigate the cost of adding another switchboard operator and would want to obtain estimates of what effect a second operator would have on waiting times for calls. The effect of adding another operator will be examined in the section in this chapter dealing with infinite populations and multiple service facilities, pages 108-113.

**REVIEW**

**Terminology**

1. **IDLE TIME**: time spent by facility not servicing customers.
2. **\( P(0) \)**: probability that service facility is idle.
3. **\( E(W) \)**: expected number of customers waiting for service.
4. **\( E(T) \)**: average waiting time for a customer.

**Exercises**

1. In Exercise 3 on page 97, you were asked to analyze the district switchboard problem intuitively. Now that we have calculated \( P(0) \), \( E(W) \), and \( E(T) \), how is your first analysis affected? Can you use these data to improve your criteria for decision making in this problem?
2. Your public relations officer has made a request to you for an assistant. He reports he has had 210 telephone inquiries in the last month and averages about that many each month. (A school month will be assumed...)

\[^3\] One day = 6 hours per day times 60 minutes per hour = 360 minutes. 300 calls/360 minutes = .83 calls/minute.
to be 20 days and 6 hours a day. He also claims that it takes him half an hour to process each inquiry.

a. What is the service facility?
b. Who are the customers?
c. Is the source field finite or infinite?
d. What is the arrival rate (in terms of hours)?
e. What is the service rate (also in terms of hours)?
f. What is the probability that the service facility is idle?
g. What is the average length of the waiting line?
h. What is the average waiting time for customers?

1. If your school board has set down a policy that all public inquiries should be answered "promptly," what would your decision be regarding the new assistant for your public information officer? What criteria could you use?

SOLVING INFINITE POPULATION,
SINGLE SERVICE FACILITY
QUEUEING PROBLEMS WITH
A COMPUTER

As can be seen from the examples given thus far, the application of the queueing theory formulas, even in relatively simple problems, can involve some tedious arithmetic computation. Use of a computer can greatly facilitate an administrator's ability to gather statistics on queueing problems and to simulate potential changes in the system. Hence, at this point, we will move from manual to computer-based calculations of queueing statistics.

A program to solve the queueing theory equations has been written in BASIC (Beginner's All-Purpose Symbolic Instruction Code). The program, named QUEUE, requires a minimal amount of input. To solve a problem with it, you need to know only the basic information about the problem that you have already learned to identify:

1. The size of the source field (finite or infinite);
2. The number of service facilities, F;
3. The average arrival rate of customers, A;
4. The average service rate, S.

QUEUE will calculate and print out the following quantities on the basis of the data you enter:

- \( P(0) \) = probability that the facility is idle
- \( P(N) \) = probability that \( N \) users are being serviced or waiting
- \( P(M) \) = probability that all persons in source field are being serviced or waiting (\( P(M) = 0 \) for an infinite source population)
- \( E(N) \) = expected number being serviced or waiting
- \( E(W) \) = expected number waiting
- \( E(T) \) = expected waiting time
- \( P(N > L) \) = probability that the number of customers being serviced or waiting exceeds \( L \)

The quantities \( P(0) \), \( E(W) \), and \( E(T) \) have already been explained in this chapter. \( P(N) \) and \( P(N > L) \), which will be illustrated in subsequent problems, are useful when the length of the waiting line is important to a particular problem. \( E(N) \), the expected number being serviced or waiting, differs from \( E(W) \), the expected number waiting, in that \( E(N) \) includes customers in the process of being serviced as well as customers in the waiting line; \( E(W) \) includes only the average number of customers in the waiting line. The quantity \( P(M) \) applies to problems dealing with finite populations and will be discussed when we study the problems on pages 116-117.

To see how QUEUE works, let's take the purchase order problem which was analyzed on pages 93-94 and solve it using the QUEUE program. Recall that we had the following information for this problem:
This basic information is all we need. A complete listing of the computer run of (QUEUE for this problem is shown in Figure 4-2, but let's start here by looking at the program run one step at a time.

Since the first thing to be done is to tell the computer that you want to run the program called QUEUE, you would type the appropriate statements on the terminal. For example:

```
GET-QUEUE
RUN
```

These statements have been underlined to indicate that they are typed by the user (you), not the computer. The underlining will, of course, not appear when you actually type entries on the teletypewriter.

Next, the computer will ask for the type of population by printing the following:

```
ENTER SOURCE FIELD
D = INFINITE POPULATION
M = FINITE POPULATION OF SIZE M
-1 TO QUIT
```

We have underlined the zero to identify it as an item the user types.

If we had been dealing with a finite population, we would have typed in the actual size of the population (denoted by M) instead of 0. If we did not wish to run the program any further, we would enter -1 and the program would stop. The program will next ask for the number of service facilities. Since this problem has only one (a purchasing clerk), a 1 would be entered:

```
F = NUMBER OF SERVICE FACILITIES
```

The program will next ask for the average number of arrivals per unit time. In our prob-
The last figure the program will ask for is the average number of customers served by the facility per unit of time. In our example, the clerk can process an average of 12 orders per day, so a 12 should be entered after the question mark. Remember that the units of time for arrival rate $A$ and service rate $S$ must be the same (here, both are one day).

$S = \text{AVERAGE NUMBER OF CUSTOMERS SERVED PER UNIT TIME}$

We have now input all the information the program needs to calculate the queueing statistics. After the calculations are made, the program will print out the following statistics:

- Probability that the facility is idle: $P(0) = 0.16667$
- Expected number either being serviced or waiting: $E(N) = 5$
- Expected waiting time of a customer: $E(W) = 4.16667$
- Expected waiting time of an arrival: $E(T) = 4.16667$

These figures, with the addition of $E(N)$, are the same ones obtained on page 101 using manual calculation: the purchasing clerk is idle about 17 percent of the time ($P(0) = 0.17$, which is 0.16667 rounded to two places); an average of 4.2 orders will be waiting to be processed at any given time ($E(W) = 4.2$); and the expected waiting time of a customer, or the average time from when an order reaches the clerk's desk to when the clerk begins to process it, is 42 days, or less than half a day ($E(T) = 4.2$).

At this point, the program will ask you if you wish to find $P(N > L)$, the probability that more than $L$ customers are in the waiting line. Again, let's reject that option for now; it will be illustrated in a later example.

At this point, the program is finished with the data you originally gave it; it is now ready for new data, and will give you the following instructions, which appeared before, in the beginning of the program:

Enter source field
0: INFINITE POPULATION
1: FINITE POPULATION OF SIZE N
-1 TO QUIT

If you have another problem to solve, merely proceed as outlined above, first specifying your source field, and so forth. If you have no more data, enter -1 in response to the question mark and the computer will type:

DONE

To see the entire run we just made, read through the printout illustrated in Figure 4-2.

It is important to remember that the computer program for queueing theory will give you data, not make your decision. Based on the size of the source field, the number of service facilities, the arrival rate, and the service rate, the program will tell you the probability of the facility being idle, the expected waiting line length, the expected waiting time, and the probabilities of certain numbers of customers waiting in line. It will not tell you whether the expected waiting line is too long; whether service facility is idle too much of the time; whether you can afford another service facility; or whether the waiting time for a customer is too long. These are decisions you must ultimately make. The data from queueing theory will often aid you greatly in making your decision, but queueing theory alone will not make the decisions.

The final option you will be given is to enter some number, $L$, to find $P(N > L)$, the probability that more than $L$ customers are in the waiting line. Again, let's reject that option for now; it will be illustrated in a later example.

1. What basic information do we need to enter into the computer program QUEUE? (Review text pages 102-103.)
2. What statistics does QUEUE calculate? (Review text page 102.)
3. How does the statistic $E(N)$ differ from $E(W)$? (Review text page 102.)
4. What is the number that must be entered to reject the options of finding $P(N)$ and $P(N > L)$? (Review text page 104.)

Let us now consider a queueing problem, of a somewhat different type but again one involving a single service facility and an infinite population. Suppose that a school has a large number of typewriters (greater than 30) used for instructional purposes. They also have eight spare typewriters which are brought into use when any of the regular typewriters break down and have to be sent to a local repair shop. Records indicate that typewriters break down on the average of one every ten days and that it takes eight days for the repair shop to service a typewriter and return it to the school. The crucial concern here is the possible situation of more than eight typewriters being out for repair: the class would be without a typewriter. Thus, it is important to know how often this situation might occur. The quantity which will be of special interest here is $P(N > 8)$, the probability that the number of typewriters waiting to be serviced or in the process of being serviced ($N$) is greater than the number of spare typewriters available ($8$).

To analyze this problem using QUEUE, we first need to calculate arrival and service rates. Since one typewriter is sent for repair on the average of every ten days, the number of typewriters sent per day is $1/10$; therefore, $A = 0.1$ typewriters/day: The service period is eight days, so the average service rate is $1/8$ typewriters per day; $S = 0.125$ typewriters/day. In summary, then, we have:

Source field: infinite
Customers: typewriters needing repair
Service facilities: one repair shop ($F = 1$)
Arrival rate: $A = 0.1$ typewriters/day
Service rate: $S = 0.125$ typewriters/day

The complete computer listing for this problem is Figure 4-3, page 106. The appropriate responses by the user would be 0 to indicate an infinite source field, 1 to indicate an infinite service facility, 1 to denote the arrival rate of 0.1 typewriters/day, and $\sqrt{125}$ for a service rate of 0.125 typewriters a day.

The statistics which QUEUE then calculates will be:

- Probability that the facility is idle, $P(0) = 0.20$
- Expected number either being serviced or waiting, $E(W) = 3.2$
- Expected number waiting, $E(W) = 3.2 - 3.2$
- Expected waiting time of an arrival, $E(T) = 32$

That is, the repair shop is idle 20 percent of the time ($P(0) = 0.20$); an average of 4 typewriters are being serviced or waiting to be serviced ($E(W) = 3.2$); and the average waiting time for a typewriter until repairs are begun is 32 days ($E(T) = 32$). Since our primary interest in this problem is finding $P(N > 8)$—the probability that more than 8 typewriters will be tied up in the repair shop—we will first reject the option of finding $P(N)$ for some $N$ by entering -1 to this option:

If you wish $P(N)$, the probability that $N$ users are being serviced or waiting. Enter the number for $N$. If not, enter -1.

Then, when the computer presents the next option, we will enter 8 to specify $L$:

If you wish $P(L)$, the probability that the number of users being serviced or waiting exceeds some number $L$. Enter the number for $L$. If not, enter -1.

The computer will respond immediately with:

$P(N > 8) = 0.13$

Let's hold off on our response to ? for the time being. Now we know that 13 percent of the time ($P(N > 8) = 0.13$), more than 8 typewriters will be tied up in the repair shop; that is, 13 percent of the time, at least one student will be without a typewriter.

As an administrator reviewing the above data,
you promptly determine that students are without typewriters too much of the time. You would be likely to ask: How many more typewriters are needed to reduce the probability of one or more students being without a typewriter to an acceptable level? The answer to this question depends on how much of the time you are willing to have students without typewriters. For example, assume that you want students to have typewriters available 95 percent of the time. That is equivalent to stating that you want enough typewriters so that the probability of one or more students being without a typewriter is less than .05. Suppose you decide to see whether purchasing one more spare typewriter will reduce the typewriterless situation to .05 probability. Then, you will want to know what the probability is that more than nine typewriters are tied up in the repair shop. At this point in the computer run, you could have entered 9 in response to the above option to "ENTER ANOTHER L OR -1 TO QUIT," and obtained:

That is, more than nine typewriters will be tied
up in the repair shop about 11 percent of the time. The probability has decreased from \( P(N > 8) = 13 \) percent but it is still not 5 percent, which you decided was an acceptable level. So, you must try \( P(N > 10) \), \( P(N > 11) \), and so on, until the probability is 5 percent or less. The complete sequence of requests and responses for \( P(N > L) \) would be as follows:

1. Enter the number for \( L \). If \( N > 8 \), enter another \( L \) or quit. \( P(N > 8) = 13\% \).
2. Enter another \( L \) or quit. \( P(N > 9) = 10.73\% \).
3. Enter another \( L \) or quit. \( P(N > 10) = 8.59\% \).
4. Enter another \( L \) or quit. \( P(N > 11) = 6.87\% \).
5. Enter another \( L \) or quit. \( P(N > 12) = 5.498\% \).
6. Enter another \( L \) or quit. \( P(N > 13) = 4.398\% \).

**Enter Source Field**

- **Infinite Population**
- **Finite Population of Size M**
- **Quit**

The probability we are interested in, 0.05, falls between 0.05498 and 0.04398; that is, the value of \( L \) which makes \( P(N > L) = 0.05 \) is somewhere between \( L = 12 \) and \( L = 13 \). Since we cannot buy fractions of typewriters, we will choose \( L = 13 \). That is, having 13 spare typewriters will assure us that students are without typewriters less than 5 percent of the time.

Thus, in order to ensure theoretically that all students will have typewriters 95 percent of the time, an additional 5 machines should be purchased, since the school originally had 8 spare typewriters and we want a total of 13.

Of course, buying additional spare typewriters was not the only possible solution to the typewriter problem. We could have investigated ways of decreasing the service time \( S \) (for example, by using more than one repair shop), or we could have considered buying typewriters of better quality so the arrival rate \( A \) was smaller (i.e., rate at which typewriters broke down and arrived at the service facility for repairs). The final decision would then be based on which modification of the queuing system was best in terms of cost, time needed to make the changes, and resulting probabilities of students being without typewriters.

These examples should give you some idea of how queuing theory can be applied to situations where one has a waiting line formed by arrivals from an infinite population of customers and only one facility to serve them. You need only to determine two quantities, the average number of arrivals per unit time \( A \) and the average number serviced per unit time \( S \) in order to calculate several useful characteristics of the queuing system you are interested in.

**Exercises**

1. **Verify our manual calculations for the switchboard problem, page 101, using QUEUE.**
   - Suppose six outside lines are available on the switchboard. When more than six callers are trying to reach the school district, they will get a busy signal. Find \( P(N > 6) \) for this problem to see how often callers to the school district get a busy signal. Would you be satisfied with this answer? If not, what actions would you take?
2. **Your school district has one man in charge of refinishing and repairing students' desks. He claims he is overloaded with work, and also needs a lot more storage space for desks waiting for repair. His records show he repairs 135 desks a month, and the average desk needs about 1 hour's work. Assume the repairman works 20 days a month, 8 hours a day.**
Choosing the time units you feel are appropriate to the problem, find, using QUEUE:
(a) the probability that the repairman is idle;
(b) the average number of desks waiting for repair;
(c) the average time a desk waits for repair;
(d) the probability that more than 20 desks are waiting for repairs or are being repaired.

What criteria could you use in making your final decisions?

INFINITE POPULATION, MULTIPLE SERVICE FACILITIES PROBLEMS AND THEIR COMPUTER SOLUTIONS

On page 101, we examined the situation in which one switchboard operator serviced the needs of an entire school district. If, as a result of this analysis, the administrator decided that it was desirable to add another operator to the staff, he might wish to examine the effects this additional operator would have on telephone call waiting time, operator idle time, and the average number of incoming calls waiting to be handled. The problem now involves an infinite population and multiple service facilities. Two conditions (beyond those required for the single service facility case) are required for this type of problem:

1. Each facility must have the same service rate.
2. Only a single waiting line may be formed.

To elaborate briefly on the first condition, recall from page 93 that service rate was defined as the average number of customers which can be served by one facility per unit of time. With multiple facilities, we still consider service rate to be the rate of one of the facilities. We therefore must assume that all service facilities work at the same rate. The second condition specifies that customers stand in one waiting line for all of the facilities. As a facility becomes available, the next person in line goes to that facility for servicing. In a situation with four service facilities, for example, we still only have one waiting line, not four.

We will deal with queueing problems involving multiple facilities only on the computer, since the formulas become very complex and have no obvious intuitive explanations. Multiple-facility problems are quite easy to handle using QUEUE, however, since the user needs only to enter the appropriate number of facilities for F along with the other routine data.

Suppose an administrator wanted to see what specific effects the addition of another operator would have on the district switchboard system. Using the data from the original switchboard problem, but changing the number of facilities to two, we have:

Source field: infinite
Customers: incoming calls
Service facilities: two operators (F = 2)
Arrival rate: A = .83 calls/minute
Service rate: S = 1 call/minute

The appropriate user responses to the data requests from QUEUE for this multiple-facility situation would be:

```
ENTER SOURCE FIELD
O = INFINITE POPULATION
M = FINITE POPULATION OF SIZE M
-1 TO QUIT
F = NUMBER OF SERVICE FACILITIES
A = AVERAGE NUMBER OF ARRIVALS PER UNIT TIME
S = AVERAGE NUMBER OF CUSTOMERS SERVED PER UNIT TIME
```

Notice that A and S remain the same as in the problem involving only one operator; service facilities are assumed to operate at the same rates and calls to come into the switchboard with the same frequency.

The computer program will respond with values for P(0), E(N), E(W), and E(T), as shown in the computer listing in Figure 4-4, which combines the results for the one-operator and

Formulae for multiple-facility statistics are included at the end of this chapter for your reference.
two-operator problems. Let us compare the statistics for the one-operator and two-operator problems on page 110. This table compares the pertinent statistics between the one- and two-operator systems. It shows the dramatic improvements in the average number of calls waiting and the average waiting time could be anticipated by adding the second operator. These improvements are offset, of course, by the added salary and overhead expense of the second operator and the increase in idle time, though "idle time" in this instance refers only to the amount of time not spent in answering and transferring incoming calls. Presumably
some of it could be utilized for other tasks, such as placing outgoing long distance calls or doing clerical tasks like folding memos or stuffing envelopes.

An administrator who approached the school board to request the hiring of another switchboard operator would have firm evidence of the probable effectiveness of such an addition if he presented the data in the above table. Of course, the final decision of whether to hire another operator will ultimately depend on the school budget; and there is not much the administrator can do if the funds for another operator are just not available.

You can probably appreciate the usefulness of queueing theory much more now that you have seen how it allows you to simulate changes in the queueing system and observe the resulting effects quickly and at little cost. Using this strategy, you can easily determine how many facilities are ideal for a particular situation, then make the decision which will result in the best possible operation of the system at the least possible cost.

The number of facilities, however, is not the only part of a queueing problem that could be varied. A school administrator could, for example, predict changes in the arrival rate for incoming calls, based on projected growth figures for his district, and then—using queueing theory—obtain estimates on the future waiting times for calls if he continued to use one switchboard operator. It might also be realistic to alter the service rate for a particular problem and observe the results. In other words, the number of service facilities, the arrival rate, and the service rate may all be taken as controllable variables in a queueing problem.

It is in these areas of simulation and hypothesizing system changes that queueing theory is most useful. In some of the problems we have analyzed thus far, it would have been possible to obtain such statistics as average waiting times for customers by directly observing the system in operation over a long period of time; but this direct observation would have been a far more time-consuming way of obtaining the data. In addition, it is impossible to "observe" the theoretical effect of adding another facility without a tool like queueing theory.

Still, it is important to remember that queueing theory necessarily gives only approximations to real-life situations. The further the real-life queueing system deviates from the basic conditions noted on pages 94-96 the more the resulting queueing statistics will vary from what will actually occur.

Let's consider another example of a multiple service facility problem with an infinite source population. Suppose that a school has an audiotutorial laboratory, which students in several classes use. They come to the laboratory at random times throughout the day and listen to audiotapes as part of their classwork. There are ten listening stations, which have been leased on a trial basis. An average of twelve students an hour come to the laboratory, and an average of two students per hour can be served by each listening station. The school is now at a point where it must decide whether to purchase the listening stations instead of leasing them. The question you have been given to answer is, Does the school really need to purchase all ten stations, or would a smaller number do just as well?

We have the following data for this problem:

Source field: infinite
Customers: students
Service facilities: ten listening stations ($F = 10$)
Arrival rate: $A = 12$ students/hour
Service rate: $S = 2$ students/hour.

It is in approaching this type of problem that an administrator can really appreciate queueing
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theory; he can "play" with the data to simulate proposed changes in the system and get results quickly and at a very small cost.

After making an initial run of the program QUEUE with the above data, assume you obtain the following information. (Refer to the complete computer listing for this problem in Figure 4-5, pages 112-113.)

Therefore:

\[ P(10) + P(N > 10) = .04 + .05 = .09 \]

That is, all the listening stations are in use only 9 percent of the time!

This result plus the previous data may encourage you to simulate the queueing system using fewer than ten listening facilities and to observe the effect of having a smaller number of facilities on facility idle time, student waiting time, and waiting line length. If you tried to simulate the system with fewer than seven facilities, you would receive the message CONGESTED SYSTEM and the computer program would stop. The reason for this message is that having fewer than \( F = 7 \) facilities violates condition 6 on page 00: for any multiple facility queueing system, it must be the case that \( A < F \). Since \( A = 12 \) and \( S = 2 \), then \( F \) must be 7 or more.

After your simulations have been completed (see Figure 4-5, pages 112-113), you would summarize your data as follows:

<table>
<thead>
<tr>
<th>No. of Listening stations, ( F )</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability that all facilities are idle ( P(0) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Average number of facilities in use at any one time ( F(N) )</td>
<td>all 7.1 6.4 6.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expected students waiting ( E(W) )</td>
<td>3.7 1.1 0.4 0.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expected waiting time (hours) ( E(T) )</td>
<td>0.3 0.1 0.0 0.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Probability that all stations in system are in use: ( P(F) + P(N &gt; F) )</td>
<td>.20 .20 .15 .09</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Based on the above data, you could now justify the decision to purchase eight listening stations: you could then be fairly certain that the stations would receive maximum possible use. At the same time, the students would not be inconvenienced by having only seven listening stations. The expected waiting time for any student using eight facilities is only .1 hour, or 6 minutes.

What do these data initially indicate to the administrator?

All listening stations are almost never idle at the same time (\( P(0) = .00243 \)).

But the average number of listening stations in use at any one time is only about 6: \( E(N) = 6.2 \); i.e. 6.2 students are waiting or being served at any one time. A student would not be waiting if a listening station were available. Therefore, \( E(N) = 6.2 \) indicates that, on average, about 6 students are using the facilities at any given time.

Almost no students are ever waiting in line to use the audio-tutorial laboratory (\( E(W) = .15195 \)).

The waiting time to use a listening station is almost nil (\( E(T) = .01266 \)).

At this point, you may have cause to suspect that having ten listening stations is a luxury. A good question you may ask here is, "What is the probability that all ten listening stations are busy?" To get an estimate of the probability that all stations are busy, you will need to obtain two quantities: \( P(10) \) and \( P(N > 10) \). \( P(10) \) will give the probability that ten students are using the facilities and no students are waiting; \( P(N > 10) \) is the probability that ten students are using the facilities and there is someone waiting (i.e., more than ten customers are being served or are waiting). The sum of these two quantities, then, will give the probability that all ten listening stations are busy, with or without any students waiting.

From QUEUE, we find:

\[ P(10) = .04 \]
\[ P(N > 10) = .05 \]
Audio-Tutorial Laboratory Problem.
and this time could be reduced by instituting some such procedure as a sign-up sheet, instead of having students come to the laboratory on a random basis.

Other considerations you, as the administrator, might want to weigh before making a final decision, however, are:

1. How frequently do stations need repairs? (Would it be wise to buy eight stations and have one in reserve?)

2. Is the arrival rate going to increase significantly in the next few years as a result of school population growth?

3. Will there be a large increase in the number of students taking courses which will require use of the listening stations?

It would be entirely possible to answer even these questions using queuing theory, if you could obtain the relevant data (rate of breakdowns, increased arrival rates, and so forth).
1. What assumptions are necessary when working with an infinite population, multiple service facility queueing system, which are not required when working with infinite population, single facility systems? (Review text page 108.)

2. To obtain the probability that one facility is idle and the rest are in service in a problem involving five service facilities, which of the following quantities would you request?
   a. $P(5)$
   b. $P(0)$
   c. $P(1)$
   d. $P(4)$

3. Which of the following expressions would give you the probability that all five facilities in a queueing system ($F = 5$) are busy, with or without customers waiting?
   a. $E(5)$
   b. $P(5)$
   c. $P(5) + P(N > 5)$
   d. $P(N > 5)$

4. Based on the examples worked out in this chapter, as you increase the number of service facilities in an infinite population queueing theory problem while holding the arrival and service rates constant, what is the effect on:
   a. the expected length of the waiting line, $E(W)$?
   b. the expected waiting time, $E(T)$?
   That is, do $E(W)$ and $E(T)$ increase, decrease, or stay the same?

5. Analyze the school psychometrist exercise on pages 97-98 using the computer program QUEUE, and compare the new information you get from QUEUE with your initial intuitive analysis. What new information do you have? What criteria might you use in making a final decision?

6. Use QUEUE to answer the following question:
   A school district has 30 buildings requiring electrical repair work on a random basis. On the average, 1.5 buildings per week require such electrical work. How many electricians are needed if each electrician can handle 1.7 buildings per week?

7. Use QUEUE to analyze the following problem:
   Suppose you have been put in charge of the one-day kindergarten registration for your large school district. Based on last year’s figures, an average of 94 mothers arrived per hour to register their children, and it took a worker about 12 minutes to complete registration for each child. That is, five registrations could be processed per hour by any one registration worker.
   You plan to recruit some teachers as registration workers, and you can pay them $20 each for their day’s work. The question is, How many teachers should be hired to conduct the registration? There are several criteria you might consider in making your decision:
   (a) You don’t want the mothers to have to wait in line too long;
   (b) You don’t want to hire more teachers than are absolutely necessary (i.e. you want to keep costs down);
   (c) You want to be sure that enough teachers are used so all registrations can be completed.
Up to this point we have considered only problems involving potential customers from an infinite or very large finite source field or population (30 or more). In actual queueing problems, we frequently have only a small number of potential customers. Examples of such populations (<30) would be the fifth grade teachers in a single building; the buildings in a school district; the teacher aides in a single school. In addition, the queueing theory we have considered so far has assumed that the arrival of customers follows a completely random pattern—that they must arrive independently from an infinite source field. With finite populations, these assumptions are not satisfied.

Different equations must be used to take into account the peculiarities of a small source population. These are given for your reference in the "Summary of Equations" section on page 119.

To use QUEUE for such problems, the only change we need to make in our procedures is to enter the actual size of the population in response to the program's request for "source field." For example, if we were analyzing a queueing problem where the population was 8 customers, the correct response would be:

```
ENTER SOURCE FIELD:
M = FINITE POPULATION OF SIZE M
1 TO QUIT
```

In addition, there are two differences in the information QUEUE will give us:

1. Instead of the quantity E(N), we will be given P(M), the probability that all potential users in the source are being serviced or are waiting.
2. We will not have the option of obtaining P(N > L) for some L. But we can calculate probabilities of more than some number of customers (L) being serviced or waiting. For example, suppose we had a population of five customers and wanted to know the probability that more than three of them were being serviced or waiting. The probability that more than three customers are being serviced or waiting is the probability that four customers are being serviced or waiting plus the probability that five customers are being serviced or waiting, or P(4) + P(5).

Let's look at an example of a finite population single service facility queueing problem:

Eight teachers use a portable science center. Each requires an average of 18 times per school year of 180 days. Each time the science center is used, it is for an average of one day. Is one science center enough to serve the teachers satisfactorily?

To calculate the arrival rate for this problem, we know eight teachers each need the science center 18 times in a school year; therefore, the science center is used 8 × 18 = 144 times a year. The school year is 180 days, so:

```
A = 144 times/180 days
  = .8 times (or teachers)/day
```

Since the science center can service one teacher a day,

```
S = 1 time (or teacher)/day
```

The information we have, then, is

- Source field: finite (M = 8)
- Customers: eight teachers
- Service facilities: one science center (P = 1)
- Arrival rate: A = .8 teachers/day
- Service rate: S = 1 teacher/day

The complete computer run for this problem is shown in Figure 4-6 on page 116. The most important quantity we would want to examine is probably E(T), the expected waiting time, which is about six days (E(T) = 5.8). A decision to add another science center would depend on the judgment of whether a six-day wait is too long.
Notice in the second half of the computer run in Figure 4-6 that the quantities $P(0)$, $P(1)$, $P(2)$, $P(3)$, $P(4)$, $P(5)$, $P(6)$, $P(7)$, and $P(8)$ have all been requested. $P(0)$ is, of course, the probability that no customers are being serviced or waiting or, equivalently, the probability that the facility is idle, which was already calculated in the first half of the run. $P(1)$ is the probability that one customer is being serviced or waiting for service—i.e., the probability that one customer is being serviced and none are waiting. $P(2)$ would then be the probability that one customer is being serviced and one is waiting; $P(3)$, that one is being serviced and two are waiting; and so on. Notice that $P(8)$ is the same as $P(M)$. Both quantities are the probability that all potential customers in the source field are being serviced or waiting.

There is one major difficulty in dealing with queueing problems involving finite populations:
Queueing theory is a useful decision-making tool for the administrator. There are many waiting line situations in education—students seeing a counselor, teachers using a film projector, buses being repaired, supply requests being processed, patrons phoning the school office, and so forth; thus there are many situations that lend themselves to analysis through queueing theory. The technique can be used to analyze an existing waiting line situation (for example, teachers complain that they have to wait too long to use terminals for computer-assisted instruction and the administrator must decide how many terminals will be needed to adequately serve the students.)

Most queueing theory formulas are not too difficult to solve, so many queueing problems can be solved by hand. Computer programs, however, greatly speed their solution and are especially convenient when the administrator wishes to analyze a problem in a number of ways using different parameters. As with the other operations research techniques, computer
ADVANTAGES AND LIMITATIONS OF QUEUEING THEORY

Queueing theory is a mathematical tool that can easily be used by administrators, efficiency experts, and other decision makers to analyze waiting-line problems more fully. It can be applied to any situation which satisfies certain basic conditions assumed in the mathematics of the theory. Armed only with the basic parameters of the system, the administrator can calculate several statistics that are useful in cost-utilization studies.

Queueing theory has several distinct benefits for administrators:

1. It provides them with a framework for studying the current queueing system, enabling them to isolate problem areas of the existing system and discover possible solutions.
2. The statistics provided can function as criteria for determining the "best" solution to a problem.
3. The resulting data may suggest possible changes in the system.
4. They are able to test several alternative modifications to the system quickly and at small cost, in order to determine the most economical and/or practical course to pursue.

Some of its limitations are:

1. The problems it can handle must satisfy certain conditions, and even then the results are only approximations to real-world situations.
2. It is a very limited tool whenever small populations (less than 30) are involved.
3. The results it gives are average figures: it is impossible to determine, for example, exactly how long a customer will have to wait in line.
4. Queueing theory yields data but does not to describe real-world situations. The final limitation is all too familiar to anyone in a management position. One can gather volumes of data on a particular problem to help determine the best course of action; the final decision, however, is made not by mathematics but by humans, who must take ultimate responsibility for any decisions made.

SUMMARY OF THE MAIN POINTS IN QUEUEING THEORY

Parts of a Queueing Theory Problem

1. Data to collect about the problem:
   - Service facility: location at which service is rendered (F).
   - Customer: user of the service facility.
   - Source field: population of potential customers:
     - Finite (less than 30 potential customers—denoted by M);
     - Infinite (30 or more potential customers).
   - Arrival rate: average number of customers arriving at the facility per unit time (A).
   - Service rate: average number of customers serviced by a facility per unit time (S).
2. Statistics to be calculated using QUEUE:
   - \( P(0) \): probability that the facility is idle (no customers being serviced and no customers waiting).
   - \( E(W) \): expected number of customers waiting for service.
   - \( E(T) \): expected waiting time for an arrival.
   - \( E(N) \): expected number of customers waiting for service or being serviced.
   - \( P(N) \): probability that \( N \) users are being serviced or waiting for service.
   - \( P(N > L) \): probability that more than \( L \) users are being serviced or are waiting.

Conditions a Queueing Theory Problem Must Satisfy
5. Customers entering the queueing system do not leave until they are serviced.

3. Rate of arrivals must be less than the rate of service ($A < S$ for single facility systems; $A < F \cdot S$ for multiple facility systems).

### Equations of Queueing Theory Problems

1. Infinite population, single service facility.
2. Infinite population, multiple service facilities.
   Additional conditions needed: 1. Each facility must have the same service rate; 2. Only a single waiting line may be formed.
3. Finite population, single service facility.

### Summary of Equations for Queueing Theory

#### Equations for Infinite Population, Single Service Facility

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(0) = 1 - \frac{A}{S}$</td>
<td>Probability that service facility is idle.</td>
</tr>
<tr>
<td>$i \frac{A^2}{S(S - A)}$</td>
<td>Expected number of customers waiting for service.</td>
</tr>
<tr>
<td>$\frac{A}{S - A}$</td>
<td>Expected number being serviced or waiting for service.</td>
</tr>
<tr>
<td>$\frac{E(W)}{A}$</td>
<td>Expected waiting time for an arrival.</td>
</tr>
<tr>
<td>$\left(\frac{A}{S}\right)^P(0)$</td>
<td>Probability of $N$ customers being serviced or waiting.</td>
</tr>
</tbody>
</table>

#### Equations for Infinite Populations, Multiple Service Facilities

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(0) = \left[ \frac{1}{F!} \left( 1 - \frac{A}{S} \right) \right] + \sum_{i=0}^{F-1} \left( \frac{A}{S} \right)^i$</td>
<td>Probability that all service facilities are idle.</td>
</tr>
<tr>
<td>$E(W) = P(0) \cdot \frac{(A/S)^N}{F \cdot F! \left( 1 - \frac{A}{S} \right)^2}$</td>
<td>Expected number of customers waiting for service.</td>
</tr>
<tr>
<td>$E(T) = \frac{E(W)}{A}$</td>
<td>Expected waiting time for an arrival.</td>
</tr>
</tbody>
</table>

#### Equations for Finite Population, Single Service Facility

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(0) = P(M) \frac{1}{M!} \left( \frac{S}{A} \right)^M$</td>
<td>Probability that service facility is idle.</td>
</tr>
<tr>
<td>$E(W) = M - \frac{(A + S)}{A \cdot [1 - P(0)]}$</td>
<td>Expected number of customers waiting for service.</td>
</tr>
<tr>
<td>$E(T) = \frac{1}{S} \left[ \frac{M}{1 - P(0)} \right]$</td>
<td>Expected waiting time for an arrival.</td>
</tr>
</tbody>
</table>
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\[
P(N) = \frac{P(M) \frac{1}{(M - N)!}}{\left(\frac{S}{A}\right)^{M-N}}
\]

Probability that \( N \) customers (\( N < M \)) are being serviced or are waiting for service.

FINAL REVIEW

1. Identify those of the following situations that are applicable to queueing theory. For situations that could be analyzed by queueing theory, identify the source field (finite or infinite), the customers, the service facilities, typical arrival and service rates, and what significance the quantities \( E(T) \) and \( E(W) \) would have (i.e., what would \( E(T) \), the waiting time of an arrival, represent in a particular problem?). NOTE: This exercise is meant not only to test your ability to recognize a problem applicable to queueing theory, but also to give you more ideas about where to use queueing theory in educational administration.

   (a) Giving vaccinations to elementary school children in a district.
   (b) School cafeteria lines.
   (c) Scheduling maintenance crews.
   (d) Ticket sales at football games.
   (e) Students waiting to see a counselor.
   (f) Creating a master schedule of classes for a large school.
   (g) Setting up hearings on the school bond issue.
   (h) Teachers using a projection room to preview films.
   (i) Children waiting for school buses in the morning.
   (j) Deciding whether to hire another secretary for the school district administration.
   (k) Scheduling print-shop orders.

2. Select one of the above situations with which you are familiar, obtain realistic data on arrival and service rates, and use QUEUE to compute expected waiting time and expected number waiting. Based on the results of your initial queueing analysis, does there appear to be a waiting line problem? If so, how would you solve the problem? If the solution involves changing variables, change them and rerun the program to obtain revised queueing figures. Continue your analysis and revision until you have reached an effective decision concerning the solution.
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CHAPTER PREVIEW

This chapter introduces the technique of simulation as a management tool for decision making. Simulation is a problem-solving technique which allows the user to try out a variety of solutions, on a model of the real-world situation, where using the real-world situation itself would be impractical. It is primarily useful in the frequently encountered situations where experimenting with the real situation is either too expensive or impossible.

Throughout the chapter, practical examples illustrate the application of simulation techniques and the use of computer programs in typical simulations. At key points, exercises, mostly based on sample computer programs, encourage the user to apply the techniques described.

CHAPTER AIMS

Successful completion of this chapter with its exercises should provide the reader with a basic understanding of simulation techniques and a good feel for the use of computers in simulations. As a result, the user should be able to readily identify problem situations for which simulation offers an effective approach and be able to use computer simulation programs, where appropriate and available, to aid in solutions.

INTRODUCTION TO SIMULATION

COMPONENTS OF A SIMULATION

Simulation is the science of representing reality by artificial means. The word simulate is defined, "to give the appearance or effect of," so that a technique for simulation can be described as a method for giving the appearance or effect

Suppose you were a school superintendent about to approach the school board with a proposal to outlaw candy and coke machines in favor of vending machines that dispensed healthy food. Your problem is to find the best way to present the argument to the board. One thing you might use is a role-playing simulation.
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would project how they would react to the presentation. In this way, you could find a strategy you feel would work best. By role-playing, you are conducting a simulation.

Other everyday uses of simulation are common. When you try out your ideas on someone else, you are in effect using the other person to simulate some part of the real world for you. A community advisory committee which provides the community reaction to alternative courses of action that the school district is considering is another example of a simulation. The committee is used "to give the appearance or effect of" the reaction of the entire community.

Situations like the above are alike in one respect: The participants are interested in real situations which are impossible or impractical to examine directly. The real situation is called the object system. The object system of a simulation may be as limited as a single human being or as extensive as the United States economy.

In the first example above, it was the school board.

In a simulation, we do not work directly with the object system. Instead, we use a model of the object system—a representation of the real situation. The model in the example of approaching the school board regarding healthy food in vending machines was your representation of how the board would react to your various arguments. This model would take into account the personalities and attitudes of each of the board members.

Using a model of the object system allows us to investigate what will probably happen in the real situation under various conditions, called the input to the model. In the school board problem, the inputs were your different arguments for healthy food in vending machines. The model of the school board allowed you to predict the board's reaction to each argument. The hypothetical reactions of the school board are the output of the simulation. Thus, a model in a simulation can be thought of as a set of rules for determining how inputs are related to outputs.

It should now be evident that the primary purpose of a simulation is to derive information be used to make inferences about the actual behavior of the object system, without the cost, inconvenience, or danger that might be entailed if the actual object system were used.

In many simulations, several different inputs are tried, to provide the user with a set of alternative outputs. This trial-and-error method locates the output which is most desirable to the user.

Thus we can think of simulation as a circular process involving four stages:

1. Form a question about the behavior of the object system;
2. Express the question in the form of an input to the model;
3. Receive an output from the model;
4. If the output is acceptable, make inferences from it about the object system. If not, go back and try other input.

Another educational application of simulation is the "in-basket" technique used by educational administrators. The object is to train educational administrators in making decisions by having them process solutions to actual school problems. Each trainee has an in-basket. Problems are presented to him by placing written communications in his "in-basket." The trainee must then act on the problem, decide on a course of action, prepare a written statement of the solution, and place it in his out-basket. The statement is reviewed by the leaders of the training session and appropriate feedback is prepared and returned to the trainee through the in-basket. In this case, the model is the representation of a school district by training leaders. Inputs are the administrative trainee's responses to the various questions posed through the in-basket. On the basis of these responses, output or feedback, is provided to the trainee by leaders of the training session. The trainee is supposed to make inferences about the actual operation of a school district from the feedback he receives.

As a final example of simulation, let's consider a different kind of model—one used for prediction rather than training. Of primary im-
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Figure 5-1.
A Generalized Simulation. One example that clearly demonstrates simulation as a process is the typical high school driver education class. Here, simulation is used as a training device. The student sits in front of a mockup of the driver's compartment of a typical automobile. A highway scene is projected in front of the student. The student must "drive" the mockup car so as to stay on the road in the highway scene. The model of the car and highway conditions is provided by the machinery. The input is the driving reactions of the student driver. The output is the feedback to the student by the machine which tells him what is happening to the car. From the feedback, the student infers what would happen if he were driving a real car. Driving is a situation where it would be dangerous for the student to deal initially with the real object system; the simulation allows him to learn safely many of the principles of driving by dealing with only a model of the real situation. The components of the driver training simulation are illustrated in Figure 5-2.

Importance to educators is the need to predict future school enrollments. In order to make such predictions, a number of population growth models have been designed. As input they take such information as the expected rate of economic growth, the birth rate, the mortality rate, the distribution of sexes, and the age distribution within the present population. The model is a set of rules (mathematical equations) relating each of these variables to the growth in population for a given geographic area. By using a model of population growth and these input factors, it is possible to output predictions about population changes within the given geographic area. Educators may then make inferences about future needs in education.

It is important to remember, especially with a simulation whose primary purpose is prediction, that output comes only from the model; inferences made about the object system are valid only to the degree that the model accurately reflects the real situation.

The simulation examples given above illustrate the four components of a simulation:

1. We were interested in the behavior of the object system, or real situation.
2. The real situation was examined indirectly by using a model.
3. Questions were asked about the object system by using them as inputs to the model.
4. Inferences were made about the object system by examining the outputs of the model.
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OBJECT SYSTEM:
Driving an automobile
on a highway

Question About Object System
What is the correct reaction when
the car begins to skid?

INPUT
Student applies
brake hard

INPUT
Student uses
light, constant
brake

INPUT
Student uses
light, pumping
brake action

MODEL
Mechanical
Representation
of Car

OUTPUT
Car slides
off highway

OUTPUT
Car begins to
respond, then,
slides off
highway

OUTPUT
Car stops
safely

Figure 5-2.
Diagram of a Driver Training Simulation.

REVIEW

Terminology
1. SIMULATION: the exercise or manipulation of a model of the real
world.
2. OBJECT SYSTEM: the real situation a model represents.
3. MODEL: a representation of a real situation involving rules for deter-
mining how input is related to output.
4. INPUT: conditions applied to a model.
5. OUTPUT: hypothetical reactions of a model to input.

CLASSES AND TYPES OF SIMULATION

- Man-model and Man-machine

The examples cited above represent two classes of simulations: man-model and man-machine;
is represented by the driver education example. The model is operated by a machine or computer, but a human interacts with the model by directly providing input and is a vital part of the simulation process.

The use of computers in simulation has become increasingly important for a number of reasons:

1. They can do calculations at great speeds, solving problems in seconds which would take men years to solve by hand.
2. They can process masses of data quickly and can retrieve great volumes of information in seconds.
3. They can solve complex logical problems, acting as an extension of man's own reasoning capacity. The problems, of course, must first be translated into instructions the computer can follow.

Simulations using the computer thus allow us to run literally thousands of inputs through a model of an object system in relatively short periods of time, enabling us to ask (and answer) a great number of questions about the object system.

Deterministic and Stochastic Simulations

In addition to the division into two classes, simulations may also be classified according to two types—deterministic and stochastic (stō-kas-tik), or probabilistic. These are based on the processes used in the model to represent the object system. In deterministic simulations, each input and its corresponding output is related by the same set of rules or calculations, so that the same input will always yield the same results, regardless of how many times it is run through the model. The driver education simulation is an example of this type. We know exactly how an automobile (the object system) will react to movements of the steering wheel and control pedals and the model is designed to react the same way. Thus, it is determined what the outputs of the model will be when the student in the simulation moves the steering wheel or steps on the accelerator or brake. When the relation-model will be. Stochastic means random; and stochastic simulations are simulations in which some random element has been incorporated into the model. This means that running the same input through the model a number of times will not necessarily yield the same output every time. For an example, consider the population growth simulation. In this model, population growth is affected by a number of variables, but within certain limits it is random: though population is growing, and is affected by the birth rate and the mortality rate, it is also affected by a number of other factors. We could build a model which assumes that the effects of all other factors besides birth and mortality rates are essentially random. Therefore, a random variable could be used to represent these factors and it would be incorporated into the calculation of every output. The random variable differentiates the stochastic simulation from the deterministic simulation.

In many cases, the designer of a model has a choice between making it a man-model or man-machine and between making it deterministic or stochastic. The decision is influenced by the nature of the object system and the degree of accuracy the model must reflect for the object system. To illustrate this, let's consider the following examples.

Suppose you are trying to decide whether or not to increase the number of buses in your district and, if so, by how many buses. One of the factors in your decision will be the cost to operate each bus for one day: You want to include the increased number of drivers needed, the initial outlay for buying the additional buses, the reduced cost of gasoline a local dealer will give the school district for buying in quantity, and the possible increase in the maintenance crew. You could set up a man-model and ask the foreman of the maintenance crew to estimate the cost per bus per day for various numbers of extra buses (you provide input). Depending on the foreman's experience, his outputs might be accurate enough for you to make your decision; it is possible, however, that you need a more accurate cost figure. In that case, you would probably have someone con-
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district and each of the four factors listed above, and then, using these relationships, compute the output of cost per bus per day. The model could also be stochastic if, for instance, the maintenance variable had some random allowance for mechanical failures rather than a standard estimate per bus. The decision on which type of model you would choose for your simulation would depend on how closely you want the outputs to approximate the object system.

Some situations (object systems) naturally lend themselves to one type or class of simulation over the other possibilities. A simulation for training school administrators naturally tends toward a man-model (like the in-basket method mentioned earlier) because there are so many human factors involved in each decision. On the other hand, simulations for such situations as scheduling classes, determining cost per unit, and population projections—which are readily quantifiable—tend to call for man-machine models. Some cut-and-dried situations like deciding on where to cut a budget suggest using deterministic models. Others, such as projecting the need for substitute teachers, are almost completely random and demand a stochastic model.

The difference inherent in object systems means that although there are four different combinations of type and class, it is not always possible to construct four different models for the same object system. In most cases, the characteristics of the object system require that some of these combinations be eliminated at the start of the simulation process. Thus, the designer of the model usually has only one or two real choices, and they are governed by what the output of the model is to be used for.

Simulation of an object system is useful for a number of purposes. We can use it to explain past behavior of the object system, to teach about the object system, and to predict future behavior of the object system. In this course we shall be primarily interested in predicting future behavior, because we are using simulation as an aid for decision making.

REVIEW

Terminology

1. MAN-MODEL: class of simulations in which humans are directly involved in both the input to and operation of the model.
2. MAN-MACHINE: class of simulations in which the model is operated by a machine or computer, while humans provide input.
3. DETERMINISTIC SIMULATION: type of simulation in which the relationship between inputs and outputs is completely determined.
4. STOCHASTIC SIMULATION: type of simulation in which a random variable is incorporated into the calculation of every output.

Exercises

1. What are the four stages in the simulation process? (Review text page 124–125.)
2. State three reasons for computers’ increasing importance in simulations. (Review page 127.)
3. A school will have six aides assigned to it for the next school year, each of whom is qualified for each of the six positions available. Because of varying seniority, one aide makes $4/hour, two make $3.70/hour, and the other three make $3.25/hour. Two of the positions are full-time (eight hours per day) and the other four are three-fourths time (six hours per day). The principal must include the aides’ salaries in his or her esti-
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assigning. He or she decides to assign each side a number from 1 to 8 and rolls a die. The first two sides whose numbers are rolled are assigned to the full-time positions. Is this simulation based on a man-model or a man-machine model? Is it stochastic or deterministic? (Review your text, pages 126-128.)

USING A SIMULATION

ROUTING SCHOOL BUSES

Let's now consider an example of using a simulation. A matter often faced by educational administrators is how to arrange bus schedules. The problem is usually to determine the best route for a bus to follow in its pickups and deliveries so that all children are picked up and costs of transportation are minimal. Normally an administrator will sit down with a large map of the school district and attempt to plan bus routes by hand. The main criterion will be that all children should be picked up, and such matters as cost will make little difference at the outset. But consider the problem more closely. Out of the hundreds of possible routes each bus can follow, the administrator will most probably pick out only one or two. Also, he or she can plan only one route at a time. Using a computer, however, he or she might be able to try hundreds of different routes to see which is the best.

Components of the Bus Routing Simulation

The first step the administrator must take is to state the problem. In this case, the problem statement is: What is the best way to schedule bus pickups to minimize costs and maximize utility of the buses?

To solve the problem, we can design a simulation. In order to do so, we must first decide what the input variables will be and what output variables we want from the model; then we must determine the rules for relating the inputs to the outputs.

Let's first consider the inputs to the simulation model. In deciding what variables are to be used to construct the data available. This information makes up the constraints: that is, the information about bus stop locations and numbers of children to be picked up at each stop are constant from one simulation run to the next. Other available input variables are the number of buses used, their capacities, the cost per mile of running the buses, and their average speed. Since the administrator has some control over these inputs, they are called controllable variables.

Now consider the outputs the administrator wants from the simulation—what various solutions can be found to the bus routing problem. Obviously, one wants to know the bus routes, i.e., the path each bus will follow and the stops it will make. One also wants to know how long it will take each bus to complete its route. Finally, he or she wants to know the cost. Thus, the actual bus routes, the time of the routes, and costs make up the output for the simulation.

In this example, we will assume that the administrator has a deterministic model of bus routing which will relate the inputs to the desired outputs. To be used most efficiently, this model is best represented by a computer program which routes buses by taking the input information and generating the required output information. Such a program exists and is called BUSRTE. The actual model used in the programs—a collection of mathematical equations and techniques—will not concern us here. It is sufficient to know that BUSRTE will take the input information and give, as output, the bus routes and the time and cost of each.

Preparing Input Data for BUSRTE

The input information must first be put into a form that the computer program can understand.
This is done by laying a grid over the map as shown in Figure 5-3. Each column and row of the grid should be numbered as illustrated. To digitize a bus stop, we identify the square it is in. For instance, bus stop number 18 in the upper right-hand corner lies in the square which is in row 25 and column 27; thus its digitized coordinates are 25, 27. A similar process must be carried out with each bus stop until we have the list as given in Figure 5-4. The next step is to record the information for the number of children at each stop. We may know that six children must be picked up at stop number 15; we would record this information by placing a 6 beside the coordinates for stop 15, as shown in the fourth column of Figure 5-4. This process, too, is carried out for each stop on the map.

BUSRTE must have this information provided in a specific form called a DATA file.
DATA statements must be numbered sequentially, starting with 9000. An example DATA statement for BUSRTE is:

9009 DATA 10, 9, 31, 3.

Each statement contains the information for one bus stop. Since there are as many DATA statements as there are bus stops, the information for the last bus stop handled by the program is stored in the DATA statement number DATA 0,0,0,0. This statement tells the program that all the necessary information is now present and that the program may begin.

Let's look at all the data involved in our example. Take the first bus stop...
The second stop, with coordinates 6 and 8 and ten children, has the following DATA statement:

\[ 9001 \text{ DATA } 2,6,8,10 \]

The second DATA statement has statement number 9001, because DATA statements are numbered consecutively. Notice that commas and no spaces are placed between each data item just as the DATA statement form shown on page 00 requires.

The complete list of DATA statements for the bus stop map shown in Figure 5-3 is given below.

\[ \begin{align*}
9000 \text{ DATA } 1,5,4,5 \\
9001 \text{ DATA } 2,6,8,10 \\
9002 \text{ DATA } 3,7,8,2 \\
9003 \text{ DATA } 4,9,5,4 \\
9004 \text{ DATA } 5,9,12,4 \\
9005 \text{ DATA } 6,12,11,9 \\
9006 \text{ DATA } 7,12,13,10 \\
9007 \text{ DATA } 8,13,18,3 \\
9008 \text{ DATA } 9,8,31,8 \\
9009 \text{ DATA } 10,9,31,3 \\
9010 \text{ DATA } 11,10,28,6 \\
9011 \text{ DATA } 12,12,29,11 \\
9012 \text{ DATA } 13,25,27,5 \\
9013 \text{ DATA } 19,24,25,2 \\
9014 \text{ DATA } 20,23,2,6 \\
9015 \text{ DATA } 21,22,2,10 \\
9016 \text{ DATA } 22,21,3,8 \\
9017 \text{ DATA } 23,18,9,7 \\
9018 \text{ DATA } 0,0,0,0 \\
\end{align*} \]

BUSRTE allows us to enter complete sets of such data for any new bus routing problem. For our use in this text, however, BUSRTE also allows the option of using the sample data (shown above) without having to enter each set of data. We will first look at BUSRTE using the sample data above, which are already stored in the program.

Running the BUSRTE Program

To run BUSRTE, you must first get access to the program by typing:

\[ \text{GET-BUSRTE} \]

on the teletypewriter. Then, tell the program to begin execution by typing:
After BUSRTE begins to run, it will print

```
BUSRTE
```

and it will then print out the question

```
DO YOU WISH TO ENTER YOUR OWN BUS STOP DATA
```

The BUSRTE program already contains the complete set of bus stop data from Figure 5-4. Let’s assume that you wish to run the program using that information. In this case, then, you type in “1” directly after the question mark as is shown below:

```
1
```

You will then be asked another question:

```
HAVE YOU ENTERED OTHER DATA SINCE YOU CALLED THIS PROGRAM?
YES = 1  NO = 0  IF IN DOUBT, ANSWER YES
```

If you had already run the program (in the same sitting) and provided your own DATA statements, you would type in “1.” The program would then tell you to call the program and run it again. The entire conversation with the computer thus far would look like this:

```
GET-BUSRTE
RUN-BUSRTE
DO YOU WISH TO ENTER YOUR OWN BUS STOP DATA
```

Since the school on our map has a vertical coordinate of 15 (row 15) and a horizontal coordinate of 17 (column 17), you would respond “15,17” after the question mark, as is shown below:

```
15,17
```

Next, the program will request the capacity of the different types of buses you have available. Let us assume for the sake of this example that you have two types of buses available—48-passenger buses and 36-passenger buses—and you wish to route the 48-passenger buses first. That is, you want the computer to find routes for all of the 48-passenger buses before it routes any of the 36-passenger buses. Examine the printout below to see how the computer requests this information about bus capacities, and how you would respond for this particular example:

```
YOU WILL BE ABLE TO ENTER THE CAPACITY OF EACH VEHICLE TYPE.
WHEN ENTERING, REMEMBER THAT THE COMPUTER WILL RUN ROUTES IN THE ORDER ENTERED. ENTER ONE AT A TIME.
WHEN A QUESTION MARK APPEARS, UP TO 5 ENTRIES. ENTER 0 IF NO MORE DESIRED.
CAPACITY 1
CAPACITY 2
CAPACITY 3
10
```

Note that you enter “0” to tell the computer that it has all the bus capacities it needs. Note also that you are limited to five bus capacities, and that by reordering the types of buses you enter, you can change the way the buses are routed. In our example, since we designated “48” as the first bus capacity and “36” as the second capacity, all the 48-passenger buses will be routed first, followed by any of the 36-passenger buses. If we had entered “36” first and “48” second, all the 36-passenger buses would have been routed first, followed by the 48-passenger buses.

The computer will next ask you for the number of buses of each capacity that you have specified. Suppose for the sake of the example that you have two 48-passenger buses and four 36-passenger buses. The printout below shows how the computer requests the number of buses and how you would respond in this example:
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ENTER THE NUMBER OF 48 PASSENGER BUSES

ENTER THE NUMBER OF 36 PASSENGER BUSES

The computer will next ask for the average speed of the buses. This information is needed to calculate the time taken to complete the bus routes. Let's suppose that the average speed of your buses is 5 miles per hour, taking into account the time necessary to make all the stops and load the students at each stop. The computer's question and the response you would make are shown below:

ENTER THE AVERAGE RATE OF TRAVEL IN MPH

The computer next needs information about the grid you are using with your map. It must translate the distance between stops on the grid into distance in miles. The computer will ask:

ENTER THE NUMBER OF GRID LINES PER MILE

For example, if a quarter-mile grid is used, enter 4.

In our example, the distance between grid lines is one block, or 1/12 mile, so we would enter "12" in response, since there are twelve grid lines per mile.

The final data the computer will request is the cost per mile to operate the buses. This may be simply the cost of gasoline, or it may include the bus driver's salary, the cost of maintenance, administrative costs, and insurance. Let's use the figure of $2.25 per mile in our example and assume that all transportation costs—gasoline, maintenance, drivers' salaries, administration, and insurance—are included. The computer's query and your response would appear like this:

ENTER COST PER MILE TO OPERATE BUSES

The computer now has all the information it needs to operate the simulation model and produce the required outputs. Figure 5-5 gives the entire list of inputs exactly as the computer asks for them.

Interpreting the Output of the BUSRTE Program

We now consider the output of this computer simulation. The complete computer output for

GET BUSRTE
RUN BUSRTE

DO YOU WISH TO ENTER YOUR OWN BUS STOP DATA
OR USE THE DATA FROM THE EXAMPLE?
ENTER OWN DATA = O; USE EXAMPLE DATA = 1

HAVE YOU ENTERED OTHER DATA SINCE YOU CALLED THIS PROGRAM?
YES = 1; NO = 0; IF IN DOUBT, ANSWER YES

ENTER THE SCHOOL COORDINATES, SEPARATED BY A COMMA.
THE VERTICAL COORDINATE SHOULD BE FIRST

YOU WILL BE ABLE TO ENTER THE CAPACITY OF EACH VEHICLE TYPE. WHEN ENTERING, REMEMBER THAT THE COMPUTER WILL RUN ROUTES IN THE ORDER ENTERED, ENTER ONE AT A TIME WHEN A QUESTION MARK APPEARS. UP TO 5 ENTRIES, ENTER 0 IF NO MORE ARE DESIRED.

CAPACITY 1

CAPACITY 2

CAPACITY 3

ENTER THE NUMBER OF 48 PASSENGER BUSES

ENTER THE NUMBER OF 36 PASSENGER BUSES

ENTER THE AVERAGE RATE OF TRAVEL IN MPH

ENTER THE NUMBER OF GRID LINES PER MILE

ENTER COST PER MILE TO OPERATE BUSES

Figure 5-6.
Sample Input to BUSRTE Program.
our example is given in Figure 5-6. Let's take the results for one route from Figure 5-6 and cover in detail the output one gets from the computer. The example we will use is Route 1:

### Route 1

<table>
<thead>
<tr>
<th>STOP</th>
<th>STUDENTS</th>
<th>MINUTES</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>9</td>
<td>6.7</td>
</tr>
<tr>
<td>22</td>
<td>7</td>
<td>13.0</td>
</tr>
<tr>
<td>80</td>
<td>6</td>
<td>21.6</td>
</tr>
<tr>
<td>81</td>
<td>10</td>
<td>22.6</td>
</tr>
<tr>
<td>82</td>
<td>8</td>
<td>24.0</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>36.8</td>
</tr>
</tbody>
</table>

**The cost based on $2.25 per mile is $9.31**

**Bus capacity 48 total students 44**

This output completely describes the route run by the first bus. It details where the bus will stop, in what order the stops will be made, how many children will be picked up at each stop, and how much time will have elapsed from the beginning of the route. This bus stops first at stop number 6, where it picks up nine children, having arrived at the stop 6.7 minutes after leaving the school. The next stop on the route is number 23, where the bus picks up 7 more children. It arrives at stop number 23 thirteen minutes after beginning its route, or 6.3 minutes after leaving the first stop. The bus will proceed until it is filled to capacity or near capacity, then it will head for the school. The last figure under “minutes” gives the time it arrives back at the school; for this route, that is 49.6 minutes after the bus began the route. The cost of this particular bus route is $9.31 and the total number of children picked up is 44.

At the end of the printout in Figure 5-6, some summary information about all bus routes is given. This information includes:

1. **The stops which are not reached by any buses.** In this example, no stops were missed.
2. **The total cost for all routes.** In this example, the cost for all routes was $31.52. This cost will vary depending on the location of the bus stops, the number of students to be bused, and the capacities of the buses.
3. **The total time for all routes.** For this problem, the total time was 168.1 minutes. This figure also will vary with the location of bus stops, the number of students to be bused, the capacities of the buses, and the speed of the buses.
4. **The total number of children picked up and not picked up.** In this example, 161 children were picked up and 0 were not picked up.

Notice also at the bottom of Figure 5-6 that when the computer has finished with the problem you are given an option to use the same bus-stop-location data again. If you do not wish to
run the program again using this data, type "0"
as indicated and the program will end.

Several assumptions made by this computerprogram should be emphasized:

1. All buses begin and end their routes at theschool.
2. Distances used by the program are as thecrow flies; that is, the distance betweenany two bus stops is assumed to be astraight line.
3. The cost of each route is calculated solelyon the total number of miles in the busroute and the cost per mile of operatingthe buses.
4. The time for each route is calculated onthe bases of the total number of miles inthe route and the estimated speed of thebus.

The BUSRTE simulation is a deterministic,main-machine simulation that takes as input themap of the school bus stops, the number ofchildren at each stop, the number and capacityof buses available, their speed, the cost per mile,and the scale of the grid map. It produces asoutput a series of bus routes which minimize thedistances traveled by each bus and are specifiedby a list of stops, the total time to runeach bus route, and the total cost for each busroute. BUSRTE allows us to experiment withbus routes for a district by varying the capacityand number of school buses available.

Running BUSRTE Using YourOwn Bus Stop Data

As we noted above, BUSRTE allows the user theoption of entering any new set of bus routingdata in order to simulate other bus routing situa-tions, provided you have 24 bus stops or fewerand can assign coordinates to each bus stoplocation.

If you wish to use BUSRTE in a new situa-tion, you must first organize the new data theway the data in the example were organized. Collect the information in a chart similar to Fig.-

ure 5-4. With your complete set of data in hand, you are ready to run BUSRTE. Below is anexample of how your initial interaction with theprogram will look.

You should then enter your own DATA state-ments, using the prescribed format, and type RUN again. When the program begins to runagain, it will print out the same first question as it always does:

BUSRTE

DO YOU WISH TO ENTER YOUR OWN BUS STOP DATA OR USE THE DATA FROM THE EXAMPLE?
ENTER OWN DATA = 0, USE EXAMPLE DATA = 1

You will answer this question by typing 0. Thecomputer will respond with a second question:

ARE YOUR DATA STATEMENTS ALREADY ENTERED?
YES = 1, NO = 2

Now you answer by typing 1, since you have
already entered your new DATA statements. The program then proceeds by asking for the coordinates of the school, bus capacities, and the rest of the information necessary to generate the bus routes. A sample of this conversation appears below:

```
SET-BUSRTE
RUN BUSRTE
DO YOU WISH TO ENTER YOUR OWN BUS STOP DATA
OR USE THE DATA FROM THE EXAMPLE?
```

The output produced by running BUSRTE with your own data will be in the same format as that shown in Figure 5-6. The actual cost projections, of course, will vary depending on the data you provide.

**REVIEW**

**Terminology**

1. CONTROLLABLE VARIABLES: variables in an object system which the administrator or investigator may change or manipulate in order to affect the outcome of the simulation.

2. CONSTRAINTS: relationships among the controllable variables which limit their possible values and which the administrator or investigator is not at liberty to alter without changing the substance of the problem.

**Exercises**

1. In the example from the text, we determined that it would cost $31.52 and take a total of 168.1 minutes to bus all students in the district to school each day, using two 48-passenger buses and four 36-passenger buses. Now, assume you have only four 48-passenger buses and run the simulation again, using the same bus stop location data. Compare the cost and time figures for the new routes to the ones obtained in the example. Continue to assume that there are 12 grid lines to the mile, that buses travel 5 miles per hour, and that the cost of busing per mile is $2.25.

2. Now, assume you have only five 36-passenger buses. Use BUSRTE to again determine total cost and time figures for bus routes. Then, decide which of the three situations seems most efficient in terms of time and cost: the situation of having four 48-passenger buses; five 36-passenger buses; or two 48-passenger buses and four 36-passenger buses. What other considerations would influence your final decision on the number and type of buses you should purchase?

**AN EXPERIMENT USING THE SCHOOL BUS ROUTING SIMULATION**

Suppose that a fire completely destroyed the school in the preceding example. The district has the option of rebuilding the school on the same grounds (15, 17) or building a new school on one of two other locations. Since the cost of rebuilding is essentially the same at any location, one of the criteria for site location designated by the school board is that the cost of busing the students should be no higher than it was for the old school and the amount of time the children must ride the bus should be as low as possible.

We can use BUSRTE to provide relevant information for deciding where the new school should be built. All that is necessary is to run BUSRTE changing the location of the school each time while keeping all the other variables constant.

The alternate locations for the school building.
COMPUTER SIMULATION

are given by the coordinates 17, 10 and 13, 16. Suppose we run BUSRTE using these coordinates, assuming two 48-passenger buses and four 36-passenger buses are to be used which have an average speed of 5 mph and a cost per mile of $2.25, and assuming that the map grid lines are spaced 12 to a mile. These runs are shown in Figures 5-7 and 5-8.

The following table summarizes the results of the first run and the two we just made.

<table>
<thead>
<tr>
<th>Total Location</th>
<th>Total Cost</th>
<th>Time of Shortest Route</th>
<th>Time of Longest Route</th>
<th>Average Total Time Per Route</th>
</tr>
</thead>
<tbody>
<tr>
<td>15,17</td>
<td>$31.52</td>
<td>15.6</td>
<td>49.6</td>
<td>168.1</td>
</tr>
<tr>
<td>17,10</td>
<td>$30.56</td>
<td>11.7</td>
<td>52.2</td>
<td>163.0</td>
</tr>
<tr>
<td>13,16</td>
<td>$32.52</td>
<td>19.8</td>
<td>46.3</td>
<td>173.4</td>
</tr>
</tbody>
</table>

*Calculated by hand—divide the total time by number of routes.

As can be seen from the table above, all of the proposed locations will cost about the same and will involve about the same busing time to get the students to the school. The 17, 10 location costs slightly less than the others and takes 5-10 minutes less time. From the point of view of one trip, the differences do not appear very significant. When the savings are realized twice a day (one coming to school and once going home) for every school day of the year (approximately 180 days), they add up to $345.60 and 30.6 hours saved on a yearly basis over the second best location (where the school is now). It would be up to the board to decide whether these savings are important enough to be considered in the final location of the school.

The problem above is an example of a situation where a simulation can provide information about a number of alternative courses of action when the physical limitations of the situation make it impossible to manipulate the object system itself. Clearly, the school district could not rebuild the school in each of the proposed locations just to discover how each of them will affect the busing situation. A simulation is the only practical way to obtain this type of information, and the choice of using hand calculations or a computer program will usually depend on the complexity of the model and data involved.

Another Use for the BUSRTE Simulation

In some instances, simulations not only provide sought information but may point up other questions about the object system which had not been raised previously. For example, in the preceding bus-routing problem, it is possible that while the board tries to decide on a new school location using the BUSRTE information, some of the members may realize for the first time that their students are, on the average, riding school buses well over half an hour each way. They might consider this unacceptable and ask the school district to study the problem and propose solutions that would reduce the average one-way trip time to a certain number of minutes.

Let's look for a moment at an example of this sort. Assume that as a result of the previous experiment, the school board finally decided to build the new school at location 17,10. Assume a further decision that, while cost of busing should remain at a minimum, the new bus routes should be designed so that no student will have to ride more than 35 minutes one way. This means that the bus routes to and from the new school location will have to involve less one-way time for some students than those of the original school did; it also means that purchasing additional buses should not be considered unless it is clear that the present six buses (four 36-passenger buses and two 48-passenger buses) cannot be routed in a manner which fits the one-way time constraint.

To solve this problem posed by our hypothetical school board, we can use the BUSRTE printout for school location 17,10 shown in Figure 5-7 as a starting point. Notice that Route 1 violates the new one-way time constraint, since the first two students are picked up (Stop'14) 13.2 minutes after the bus started out but are not dropped off at the school until 52.2 minutes after the bus started out—a ride of 39 minutes. For all the other routes, one-way trips take less than 35 minutes. Notice also that Route 1 picks up the most students (45) of all the routes.

In order to bring the routing into line with the new constraint, we seem to need only to reduce the time of Route 1 without lengthening any other route too much. The most obvious way to accomplish this may be (continuing to use the BUSRTE simulation) to limit the
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GET-BUSRTE
RUN
BUSRTE

DO YOU WISH TO ENTER YOUR OWN BUS STOP DATA, OR USE THE DATA FROM THE EXAMPLE?
ENTER OWN DATA =O. USE EXAMPLE DATA =I.

HAVE YOU ENTERED OTHER DATA SINCE YOU CALLED THIS PROGRAM?
YES =Y. NO =N. IF IN DOUBT, ANSWER YES.

ENTER THE SCHOOL COORDINATES, SEPARATED BY A COMMA. THE VERTICAL COORDINATE SHOULD BE FIRST.

THE VERTICAL COORDINATE SHOULD BE FIRST. YOU WILL BE ABLE TO ENTER THE CAPACITY OF EACH VEHICLE TYPE. WHEN ENTERING, REMEMBER THAT THE COMPUTER WILL RUN ROUTES IN THE ORDER ENTERED. ENTER ONE AT A TIME WHEN A QUESTION MARK APPEARS. UP TO 5 ENTRIES. ENTER 0 IF NO MORE ARE DESIRED.

CAPACITY 1
CAPACITY 2
CAPACITY 3

ENTER THE NUMBER OF 48 PASSENGER BUSES
ENTER THE NUMBER OF 36 PASSENGER BUSES

ENTER THE AVERAGE RATE OF TRAVEL, IN MPH

ENTER THE NUMBER OF GRID LINES PER MILE,

FOR EXAMPLE, IF A QUARTER-MILE GRID IS USED, ENTER 4.

ENTER COST PER MILE TO OPERATE BUSES

ROUTE 1

<table>
<thead>
<tr>
<th>STOP</th>
<th>STUDENTS</th>
<th>MINUTES</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>8</td>
<td>13.2</td>
</tr>
<tr>
<td>11</td>
<td>9</td>
<td>30.8</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>31.8</td>
</tr>
<tr>
<td>13</td>
<td>15</td>
<td>36.1</td>
</tr>
<tr>
<td>5</td>
<td>18</td>
<td>59.8</td>
</tr>
</tbody>
</table>

THE COST BASED ON $8.85 PER MILE IS $9.79
BUS CAPACITY 48 TOTAL STUDENTS 45

ROUTE 2

<table>
<thead>
<tr>
<th>STOP</th>
<th>STUDENTS</th>
<th>MINUTES</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>6</td>
<td>13.3</td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>17.8</td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>20.0</td>
</tr>
<tr>
<td>17</td>
<td>10</td>
<td>22.3</td>
</tr>
<tr>
<td>16</td>
<td>15</td>
<td>25.3</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>35.9</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>44.9</td>
</tr>
</tbody>
</table>

THE COST BASED ON $8.85 PER MILE IS $6.41
BUS CAPACITY 48 TOTAL STUDENTS 41

ROUTE 3

<table>
<thead>
<tr>
<th>STOP</th>
<th>STUDENTS</th>
<th>MINUTES</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>9</td>
<td>5.1</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>11.8</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>15.9</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>20.1</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>35.5</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>33.8</td>
</tr>
</tbody>
</table>

THE COST BASED ON $8.85 PER MILE IS $6.33
BUS CAPACITY 36 TOTAL STUDENTS 34

ROUTE 4

<table>
<thead>
<tr>
<th>STOP</th>
<th>STUDENTS</th>
<th>MINUTES</th>
</tr>
</thead>
<tbody>
<tr>
<td>83</td>
<td>7</td>
<td>1.6</td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>10.0</td>
</tr>
<tr>
<td>81</td>
<td>10</td>
<td>11.3</td>
</tr>
<tr>
<td>82</td>
<td>8</td>
<td>19.4</td>
</tr>
<tr>
<td>80</td>
<td>5</td>
<td>20.5</td>
</tr>
</tbody>
</table>

THE COST BASED ON $8.85 PER MILE IS $3.84
BUS CAPACITY 36 TOTAL STUDENTS 31

Figure 5-7.

BUSRTE Run Using School Location of 17, 10.
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ROUTE 5
STOP     STUDENTS    MINUTES
7        10           5.8
5

THE COST BASED ON 5 8.25 PER MILE IS $ 8.19
BUS CAPACITY 36 TOTAL STUDENTS 10

STOPS WHERE STUDENTS WERE NOT PICKED UP
NONE

THE TOTAL COST FOR ALL ROUTES IS $ 30.56
THE TOTAL TIME FOR ALL ROUTES IS 163 MINUTES
161 STUDENTS PICKED UP 0 NOT PICKED UP

WANT TO RUN AGAIN WITH SAME BUS STOP LOCATION DATA?
YES = 1, NO = 0

DONE

Figure 5-7 Continued

GET BUSRTIE
RUN
BUSRTIE

DO YOU WISH TO ENTER YOUR OWN BUS STOP DATA
OR USE THE DATA FROM THE EXAMPLE?
ENTER OWN DATA = 0, USE EXAMPLE DATA = 1

HAVE YOU ENTERED OTHER DATA SINCE YOU CALLED THIS PROGRAM
YES = 1, NO = 0. IF IN DOUBT, ANSWER YES

ENTER THE SCHOOL COORDINATES, SEPARATED BY A COMMA.
THE VERTICAL COORDINATE SHOULD BE FIRST
113,16

YOU WILL BE ABLE TO ENTER THE CAPACITY OF EACH VEHICLE
TYPE. WHEN ENTERING, REMEMBER THAT THE COMPUTER WILL
RUN ROUTES IN THE ORDER ENTERED. ENTER ONE AT A TIME
WHEN A QUESTION MARK APPEARS, UP TO 5 ENTRIES. ENTER
0 IF NO MORE ARE DESIRED.
CAPACITY 1
748
CAPACITY 2
734
CAPACITY 3
10
ENTER THE NUMBER OF 48 PASSENGER BUSES-
73
ENTER THE NUMBER OF 36 PASSENGER BUSES
74
ENTER THE AVERAGE RATE OF TRAVEL IN MPH
75
ENTER THE NUMBER OF GRID LINES PER MILE
76
FOR EXAMPLE, IF A QUARTER-MILE GRID IS USED, ENTER 4
118
ENTER COST PER MILE TO OPERATE BUSES
78.85

ROUTE 1
STOP     STUDENTS    MINUTES
6        9            5.1
14       73
60       6             80
81       10            81
68       6             88.4
4        4             34.8
13       46.3

THE COST BASED ON 78.85 PER MILE IS $ 8.68
BUS CAPACITY 48 TOTAL STUDENTS 44

ROUTE 2
STOP     STUDENTS    MINUTES
14       8             7.2
11       6             14.4
9        8             19.4
10       3             30.4
18       11             86
13       15             30.8
8

THE COST BASED ON 78.85 PER MILE IS $ 8.68
BUS CAPACITY 48 TOTAL STUDENTS 44

Figure 5-8.

BUSRTIE Run Using School Location of 13,16. Continued
number of students that can be picked up by the first bus, decreasing the time taken for Route 1. BUSRTE, we must recognize, is programmed to generate the most mile-economical routes possible; therefore, we can reasonably assume that if a given bus picks up fewer students, it will make fewer stops and travel fewer miles, thereby taking less time to complete a one-way trip.

Using BUSRTE, how can we reduce the number of students the first bus will pick up, since there is no special option provided to do this? We know that BUSRTE is programmed to first fill all buses of the capacity first specified in a run, then fill those of the capacity specified second, and so forth. In our original run in Figure 5-7, we specified first the 48-passenger capacity and second the 36-passenger capacity; this resulted in a 48-passenger bus being used for the problematic Route 1, which in turn resulted in six stops being made, picking up 45 students and requiring 39 minutes to deliver the first student to the school. As long as we continue to specify first a capacity of 48-passengers, BUSRTE will continue to create this excessively long route for the first bus. To reduce the capacity of the bus used for Route 1, therefore, we need to reduce the first capacity we specify. We can do this simply by entering our 36-passenger-capacity buses first and our 48-passenger-capacity ones second.

Figure 5-9 shows the computer run for this experiment. We can see from the printout that when we specify the 36-passenger capacity first,

This is one of the built-in limitations of BUSRTE. All programs have such limitations which must be recognized and worked around in order to make maximum practical use of the simulations.

Notice that if 36-passenger buses still turn out to be too large a capacity for the first bus' route, we can trick one program into reducing Route 1 further by specifying first an even lower capacity bus, even though we may plan to keep and use a 36-passenger bus for the route.
only 28 students are picked up on Route 1, and the first 6 students picked up (Stop 11) have to ride for only 31.3 minutes. The one-way trip time for students on Route 1 is now well within the 35-minute maximum allowed by the board. A look at the rest of the BUSRTE run confirms that this reduction in pick-ups and time for Route 1 does not add excessive time to any other of the routes; all students are picked up and all routes are now within the board's new time constraint.

From this example, you can see that a simulation like BUSRTE can be helpful both in pointing out problematical features involved in existing object systems and in experimenting with solutions for them.
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ROUTE 4
STOP   STUDENTS   MINUTES
4      4           9
1      5           13.5
8      10          17.7
3      8           18.7
5      4           23.9
6      9           31.4

THE COST BASED ON $2.25 PER MILE IS $5.89
BUS CAPACITY 36  TOTAL STUDENTS 34

ROUTE 5
STOP   STUDENTS   MINUTES
80     6           10
61     10          11
88     6           18.4
89     7           19.1
5       2           30.5

THE COST BASED ON $2.05 PER MILE IS $3.85
BUS CAPACITY 48  TOTAL STUDENTS 31

STOPS WHERE STUDENTS WERE NOT PICKED UP
NONE

THE TOTAL COST FOR ALL ROUTES IS $34
THE TOTAL TIME FOR ALL ROUTES IS 181.3 MINUTES
161 STUDENTS PICKED UP 0 NOT PICKED UP

Figure 5-9 Continued

REVIEW

1. Figure 5-10 on page 143 provides a map of a large rural school district in a Midwestern state. The district plans to construct a new vocational-technical center and three potential sites have been selected, indicated by letters A, B, and C on the map. Part of the criteria for the final selection of a site is that the cost of busing students to the voc-tech center must be as low as possible. The map indicates the location of bus pick-ups within the district and estimates the number of students who will be at each bus stop. For example, bus stop 1 is Germantown, where one student will be picked up; stop 2 is Pauline, where there will be ten students; and so on. Figure 5-11, on page 144, lists the bus stops, their vertical and horizontal coordinates, and the number of students at each stop.

Your job is to determine the total costs and times for busing all the students to each of the three potential voc-tech center sites. Assume (for all three sites) that (1) you have a fleet of eight mini-buses, which carry 20 passengers each; (2) each bus travels at about 40 miles per hour along its route; (3) the cost of busing will be about 25 cents per mile; and (4) the grid being used has one grid line per mile.

(a) Which location for the center would require the smallest busing cost and time required for busing?

(b) In your own opinion, how heavily should these considerations be weighed when the final decision is being made for the location of the voc-tech center?
2. Assume that after reviewing the bus routing information for school location 17,10 provided by BUSRTE, Figure 5-9, the school board decided that it is both possible and desirable to reduce the one-way trip maximum to 25 minutes. Assume that minimum cost continues to be important to the board, so that the purchase of any new buses can be considered only if there is no way to route the present six buses to meet the new one-way time criterion of 25 minutes. Using BUSRTE, plan the best strategy possible to solve this problem.

MAKING ENROLLMENT PROJECTIONS USING A SIMULATION

One important problem the educational administrator faces is planning for the future. They are faced with questions like, how many school buildings will be needed in the next ten years? How must the teaching staff change to meet the changing needs of the community? And how much is the enrollment going to change in the next ten years? All these questions relate to the population changes within the school district. In order to answer them, the administrator must be able to predict changes in population. More precisely, they must be able to predict changes in school enrollment for all grades in their school districts.

Until recently, such predictions were done by intuition or long and laborious hand calculations. But with the advent of computers, new methods have evolved which greatly simplify the...
THE COMPUTER IN EDUCATIONAL DECISION MAKING

<table>
<thead>
<tr>
<th>Bus Stop</th>
<th>Vertical Coordinate</th>
<th>Horizontal Coordinate</th>
<th>Number of Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Gervantown</td>
<td>4</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>2 Pauline</td>
<td>11</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>3 Granville</td>
<td>16</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>4 Ashton</td>
<td>27</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>5 Archer</td>
<td>21</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>6 Sanborn</td>
<td>28</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>7 Melvin</td>
<td>24</td>
<td>19</td>
<td>3</td>
</tr>
<tr>
<td>8 Pringlar</td>
<td>17</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>9 Osa</td>
<td>11</td>
<td>18</td>
<td>3</td>
</tr>
<tr>
<td>10 Calumet</td>
<td>3</td>
<td>19</td>
<td>4</td>
</tr>
<tr>
<td>11 Bay City</td>
<td>33</td>
<td>30</td>
<td>9</td>
</tr>
<tr>
<td>12 Hartley</td>
<td>26</td>
<td>30</td>
<td>10</td>
</tr>
<tr>
<td>13 Everly</td>
<td>23</td>
<td>36</td>
<td>7</td>
</tr>
<tr>
<td>14 Royal</td>
<td>18</td>
<td>30</td>
<td>15</td>
</tr>
<tr>
<td>15 Greenville</td>
<td>35</td>
<td>33</td>
<td>7</td>
</tr>
<tr>
<td>16 Linn Grove</td>
<td>6</td>
<td>28</td>
<td>9</td>
</tr>
<tr>
<td>17 Webb</td>
<td>11</td>
<td>39</td>
<td>6</td>
</tr>
<tr>
<td>18 Cornell</td>
<td>4</td>
<td>30</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 5-11.
Bus Stop Data for Exercise.

process. In the following pages we will discuss an effective computer simulation for predicting school enrollment changes.

ANOTHER COMPUTER SIMULATION—ENROLL

The next simulation program we will be discussing is called ENROLL, a deterministic, man-machine simulation. The model used in ENROLL to predict school enrollments is based on year-to-year percent changes. Data from past years are used to predict future enrollments. Essentially, the enrollment in one grade for one year is compared to the enrollment in the next higher grade for the next year. As the author of the simulation states, "The underlying assumption of the ... method of projecting enrollments is that historical trends in school district enrollments will continue and will be indicative of future enrollment trends."

To illustrate how the model for enrollment projection works, consider the following enrollment data:

<table>
<thead>
<tr>
<th>Grade</th>
<th>1976-77</th>
<th>1977-78 (Projections)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade 3</td>
<td>780</td>
<td>762</td>
</tr>
<tr>
<td>Grade 4</td>
<td>—</td>
<td>754</td>
</tr>
</tbody>
</table>

(The dashes indicate that we are not interested in those particular figures at the moment.)

During 1975-76 there were 780 students in the third grade. In 1976-77 there were 762 students in the third grade and 754 students in the fourth grade. The question we would like to answer is, How many pupils will probably be in the fourth grade in 1977-78?

To find the answer, we need to calculate the percent change in enrollment from grade 3 to grade 4. From 1975-76 to 1976-77, there was a change of 754 - 780 = -26 students. Since there were 780 students to begin with, this is a net change of -26/780 = -0.033 = -3.3%. In other words, there was a change of -3.3% in enrollment between the third and fourth grades.

Now we can use this percent change to predict what will happen in 1977-78. Assuming present trends continue, we can expect that there will also be a change of -3.3% between grades 3 and 4 from 1976-77 to 1977-78. Since there were 782 third graders in 1976-77, in 1977-78 there will be a change of 762 x (-3.3%) = 762 x (-0.033) = -25 students. If 25 students are "lost" between grade 3 and grade 4, this means that 762 - 25 = 737 students will be projected for grade 4 during 1977-78.

Examine Figure 5-12, which summarizes the calculations performed above. Remember when you look at percent changes between grades that a negative percent change indicates decreasing enrollment, and a positive percent change indicates increasing enrollment. Remember also that the projected enrollment based on the above method is an educated guess, based on current trends within a school system. Percent changes will differ from grade to grade within a school system and will also differ among school districts.

ENROLL is a revised version of ENRPRO by Robert D. Nelson.  

How ENROLL Works

The ENROLL computer simulation makes projections based on five years' population and enrollment data. It uses these data to calculate an average percent change in enrollment for each grade, and uses this average percent change as a basis for making projections. Instead of counting each year's percent change equally when calculating the average change, ENROLL uses a weighted average.

Let's consider an example using weighted averages. Suppose you are a teacher making out quarterly report card grades. You have only three grades for your students this quarter, based on one major test and two quizzes. Suppose your grades for one student are as follows:

<table>
<thead>
<tr>
<th>Grade</th>
<th>1974-75</th>
<th>1975-76</th>
<th>1976-77</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade 5</td>
<td>200</td>
<td>220</td>
<td></td>
</tr>
<tr>
<td>Grade 6</td>
<td></td>
<td>150</td>
<td>?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Grade</th>
<th>Major test</th>
<th>Quiz 1</th>
<th>Quiz 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade 5</td>
<td>90</td>
<td>85</td>
<td>75</td>
</tr>
</tbody>
</table>

In calculating the student's quarterly grade, you feel you should count the major test more heavily than the quizzes, so you decide to use a weighted average. Specifically, you decide that the major test should count twice as much as either of the quizzes. You would then assign weights to the grades as follows:
Now, you would just multiply each score by its weight, take the sum of these products and divide by four, to obtain the student's quarterly average. You divide by four since the sum of the weights is four $(2 + 1 + 1 = 4)$.

<table>
<thead>
<tr>
<th>Major test</th>
<th>Quiz 1</th>
<th>Quiz 2</th>
<th>Weighted Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>85</td>
<td>75</td>
<td>180</td>
</tr>
</tbody>
</table>

The weighted average gives more emphasis to some scores than to others. In the case of the student above, his good score on the major test helped to cancel out the effect of his mediocre scores on the quizzes. With all three scores being of equal importance, his quarterly average would have been

$$\frac{90 + 85 + 75}{3} = 83.3$$

In calculating a weighted average for percent changes, ENROLL has a set of standard weights which give more emphasis to trends in enrollment from recent years than trends from earlier years. Figure 5-13 gives enrollment figures for grades 1 and 2 for the years 1972-73 to 1976-77. Four percent changes have been calculated, and ENROLL uses them to project the enrollment in grade 2 for 1977-78. Examine the data and follow the calculations to see how this is done. The weights 1, 2, 3, and 4, used in Figure 5-13, are the standard weights of the program and will be used automatically in making projections unless you specify otherwise.

Using ENROLL

Now let's work through an example to see how ENROLL works.

The first information the program needs is at least five years' (and at most 20 years') population and enrollment figures for children of ages 0 to 4 and children in kindergarten to grade 12-18 figures for each school year. For this example, suppose that we have six years' data as given in Figure 5-14. These data must be entered into the computer by DATA statements which have the following form:

```
statement number 1 Data age 0, age 1, age 2, age 3, age 4
statement number 2 Data kind., grade 1, grade 2, grade 3, grade 4, grade 5, grade 6
statement number 3 Data grade 7, grade 8, grade 9, grade 10, grade 11, grade 12
```

The information included in the three DATA statements above correspond to one column (one school year) of the table in Figure 5-18. In the first, the data for one school for ages 0 to 4 are entered. In the next, for kindergarten to grade 6; and in the last, because of the way ENROLL is organized internally, DATA statement numbers must begin at 6000 and be numbered consecutively. This means your first DATA statement for each school year will be divisible by 3.

Thus, our first set of DATA statements for the school year 1971-72 should look like this:

```
6000 = DATA 686,725,771,774,816
6001 = DATA 819,695,650,604,598,607,576
6002 = DATA 555,569,589,602,540,470
```

All of the appropriate DATA statements generated from Figure 5-13 are already entered in ENROLL. Whenever you wish to use ENROLL with your own data, you will need to prepare it in this format and enter it appropriately into the program at the point the program instructs you to do so. We will demonstrate this later on.

For the present, we will not need to prepare the complete set of data from our sample shown in Figure 5-14, because the data have already been correctly organized and entered in ENROLL for use in sample runs.

At this point, then, we are ready to run ENROLL. We begin, as with the other programs, by typing GET-ENROLL and then by typing...
The computer will respond with a series of questions. In the samples below, user responses are underlined (although they will not appear that way when you are actually running the program).

The first question:

**Do you wish to enter your own enrollment data or use the data from the example?**

Enter **own data** or **example data**.

---

**Figure 5-13. Calculations for Percent Changes in Enrollment.**

<table>
<thead>
<tr>
<th>Years</th>
<th>Percent Change</th>
<th>Standard Weighted Percent</th>
<th>Weighted Percent Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>72-73 to 73-74</td>
<td>-1.16% or -0.0116</td>
<td>x 1</td>
<td>-0.0116</td>
</tr>
<tr>
<td>73-74 to 74-75</td>
<td>-4.30% or -0.0430</td>
<td>x 2</td>
<td>-0.0860</td>
</tr>
<tr>
<td>74-75 to 75-76</td>
<td>-0.53% or -0.0053</td>
<td>x 3</td>
<td>-0.0159</td>
</tr>
<tr>
<td>75-76 to 76-77</td>
<td>-7.56% or -0.0756</td>
<td>x 4</td>
<td>-0.0304</td>
</tr>
</tbody>
</table>

Weighted average percent change for projections:
-4.16%

Projected enrollment for grade 2 in 1977-78:
- Students in grade 1
- Projected change in enrollment
- 564 + (-0.0416 x 564)
- 564 + (-0.16 x 564)
- 540.32
- 540 students

**Figure 5-14. Sample Population and Enrollment Data for ENROLL.**

<table>
<thead>
<tr>
<th>Age</th>
<th>Grade 1</th>
<th>Grade 2</th>
<th>Grade 3</th>
<th>Grade 4</th>
<th>Grade 5</th>
<th>Grade 6</th>
<th>Grade 7</th>
<th>Grade 8</th>
<th>Grade 9</th>
<th>Grade 10</th>
<th>Grade 11</th>
<th>Grade 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>686</td>
<td>649</td>
<td>608</td>
<td>566</td>
<td>562</td>
<td>566</td>
<td>566</td>
<td>566</td>
<td>566</td>
<td>566</td>
<td>566</td>
<td>566</td>
</tr>
<tr>
<td>1</td>
<td>725</td>
<td>688</td>
<td>658</td>
<td>641</td>
<td>618</td>
<td>621</td>
<td>621</td>
<td>621</td>
<td>621</td>
<td>621</td>
<td>621</td>
<td>621</td>
</tr>
<tr>
<td>2</td>
<td>771</td>
<td>751</td>
<td>708</td>
<td>683</td>
<td>658</td>
<td>638</td>
<td>638</td>
<td>638</td>
<td>638</td>
<td>638</td>
<td>638</td>
<td>638</td>
</tr>
<tr>
<td>3</td>
<td>774</td>
<td>750</td>
<td>736</td>
<td>695</td>
<td>702</td>
<td>682</td>
<td>682</td>
<td>682</td>
<td>682</td>
<td>682</td>
<td>682</td>
<td>682</td>
</tr>
<tr>
<td>4</td>
<td>816</td>
<td>795</td>
<td>739</td>
<td>731</td>
<td>704</td>
<td>684</td>
<td>684</td>
<td>684</td>
<td>684</td>
<td>684</td>
<td>684</td>
<td>684</td>
</tr>
</tbody>
</table>

**RUN.** The computer will respond with a series of questions. In the samples below, user responses are underlined (although they will not appear that way when you are actually running the program).

The first question:

**Do you wish to enter your own enrollment data or use the data from the example?**

Enter **own data** or **example data**.
Assuming for the moment that we wish to use ENROLL with the data from Figure 5-14, the correct response is "1," as shown.

ENROLL then asks:

HAVE YOU ENTERED OTHER DATA SINCE YOU CALLED THIS PROGRAM YEs = 1, NO = 0, IF IN DOUBT, ANSWER YES

In our present example, the answer is "2." Here is a sample of the entire conversation thus far:

GET-ENROLL
RUN ENROLL

DO YOU WISH TO ENTER YOUR OWN ENROLLMENT DATA OR USE THE DATA FROM THE EXAMPLE? ENTER OWN DATA = 0, USE EXAMPLE DATA = 1

HAVE YOU ENTERED OTHER DATA SINCE YOU CALLED THIS PROGRAM YES = 1, NO = 0, IF IN DOUBT, ANSWER YES

Now, ENROLL will print out the question:

FIRST YEAR OF DATA (E.G.: 1956-57, TYPE 1956)

The response should be typed in right after the question mark. In our example, the first year is 1971-72, so the correct response is 1971, as shown below:


Notice that you enter only the first year of the school year. The computer will expect this response to any questions about identifying school years. The program will then ask the last year of data and, in our example, the answer is 1976, since our last year is 1976-77:

LAST YEAR OF DATA 1976

The next date you must give is the first year for which you wish enrollment projections to be calculated. As we noted before, the first year for projections must be based on five years' data. In our example, this could be either 1976 or 1977, since we entered data for 1971 through 1976 (six years' data). Assuming we chose 1976, our computer interaction on this question looks like this:

FIRST YEAR FOR PROJECTIONS 1976

The computer will next ask you if you wish standard weights used, when the average percent change is calculated for each grade, or if you wish to use other weights. For now, let us assume that we want the standard weights, as described on pages 145-146. The computer's question and our response, therefore, would look like the following:

IF YOU WISH TO USE STANDARD WEIGHTS (1.4.5.4) TO CALCULATE AVERAGE PERCENT CHANGE; TYPE 1 TO ENTER OTHER WEIGHTS, TYPE 2

ENTER FOUR WEIGHTS, SEPARATED BY COMMAS. EARLIEST YEARS 1

We will give an example later of a situation where you would not use standard weights.

Finally, the computer will list three different options for reports it can make, and an option for ending the run at this point; it will then ask which option the user wishes. Assuming we first want the Enrollment Projections Report, we would type in "1."

REPORT TO BE PRINTED
ENROLLMENT PROJECTIONS = 1
COMPARISON = 2
YEAR TO YEAR = 3
CHANGE = 4
END = 4

Figure 5-15 is the entire computer run as it would appear on the teletypewriter paper, through the point where you choose the report to be printed. Figure 5-16, the Enrollment Projections report, is printed directly after you type 1 in response to the report option. Because of the size of the Enrollment Projections Report, it is printed in two parts, one below the other on the teletypewriter. We have put the two parts side by side on page 149 so that the report is easier to read.

The Enrollment Projection Report. Let's see what information is given in the Enrollment Projections Report in Figure 5-16. The left-hand portion, entitled PAST CENSUS AND ENROLLMENT DATA, repeats the data that was used as input to the simulation. In this case, data are given for the school years 1971-72 to 1975-76. The right-hand portion, FUTURE ENROLLMENT PROJECTIONS, gives the enrollment projections for these school years 1976-77 to 1980-81 (recall that you specified 1976 as the first year for projections). Notice that no projections are made for census data (ages 0 to 4). Thus in the column entitled "1976 to 1977," the simulation predicts that there will be 683 kindergarten students in 1976-77, 554 first
### COMPUTER SIMULATION

**GET-ENROLL**
**RUN ENROLL**

DO YOU WISH TO ENTER YOUR OWN ENROLLMENT DATA OR USE THE DATA FROM THE EXAMPLE? ENTER OWN DATA = Y; USE EXAMPLE DATA = N

DO YOU ENTERED OTHER DATA SINCE YOU CALLED THIS PROGRAM? YES = Y; NO = N; IF IN DOUBT, ANSWER YES

FIRST YEAR OF DATA (E.G., IF 1965-66, TYPE 1965) 1971

LAST YEAR OF DATA 1975

FIRST YEAR FOR PROJECTIONS 1976

IF YOU WISH TO USE STANDARD WEIGHTS (1, 2, 3, 4) TO CALCULATE AVERAGE PERCENT CHANGE, TYPE 1 TO ENTER OTHER WEIGHTS, TYPE 2

REPORT TO BE PRINTED

- ENROLLMENT PROJECTIONS-1
- COMPARISON-2
- YEAR TO YEAR % CHANGE-3
- END-4

Figure 5-16.
*Input and Responses for ENROLL2.*

**PAST CENSUS AND ENROLLMENT DATA**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AGE 0</td>
<td>686</td>
<td>649</td>
<td>608</td>
<td>566</td>
<td>528</td>
</tr>
<tr>
<td></td>
<td>AGE 1</td>
<td>725</td>
<td>685</td>
<td>655</td>
<td>641</td>
<td>616</td>
</tr>
<tr>
<td></td>
<td>AGE 2</td>
<td>771</td>
<td>751</td>
<td>718</td>
<td>743</td>
<td>658</td>
</tr>
<tr>
<td></td>
<td>AGE 3</td>
<td>774</td>
<td>750</td>
<td>736</td>
<td>695</td>
<td>708</td>
</tr>
<tr>
<td></td>
<td>AGE 4</td>
<td>816</td>
<td>795</td>
<td>759</td>
<td>731</td>
<td>704</td>
</tr>
<tr>
<td></td>
<td>0-4</td>
<td>3772</td>
<td>3633</td>
<td>3449</td>
<td>3336</td>
<td>3244</td>
</tr>
<tr>
<td></td>
<td>KIND 0</td>
<td>619</td>
<td>768</td>
<td>763</td>
<td>717</td>
<td>719</td>
</tr>
<tr>
<td></td>
<td>GR 0</td>
<td>495</td>
<td>605</td>
<td>572</td>
<td>595</td>
<td>586</td>
</tr>
<tr>
<td></td>
<td>GR 1</td>
<td>650</td>
<td>588</td>
<td>579</td>
<td>568</td>
<td>550</td>
</tr>
<tr>
<td></td>
<td>GR 2</td>
<td>604</td>
<td>606</td>
<td>571</td>
<td>590</td>
<td>558</td>
</tr>
<tr>
<td></td>
<td>1-3</td>
<td>1849</td>
<td>1799</td>
<td>1782</td>
<td>1754</td>
<td>1666</td>
</tr>
<tr>
<td></td>
<td>GR 4</td>
<td>598</td>
<td>589</td>
<td>615</td>
<td>574</td>
<td>585</td>
</tr>
<tr>
<td></td>
<td>GR 5</td>
<td>607</td>
<td>585</td>
<td>584</td>
<td>609</td>
<td>579</td>
</tr>
<tr>
<td></td>
<td>GR 6</td>
<td>576</td>
<td>590</td>
<td>588</td>
<td>595</td>
<td>592</td>
</tr>
<tr>
<td></td>
<td>2-5</td>
<td>1764</td>
<td>1768</td>
<td>1781</td>
<td>1778</td>
<td>1755</td>
</tr>
<tr>
<td></td>
<td>GR 7</td>
<td>555</td>
<td>588</td>
<td>618</td>
<td>607</td>
<td>603</td>
</tr>
<tr>
<td></td>
<td>GR 8</td>
<td>569</td>
<td>550</td>
<td>576</td>
<td>597</td>
<td>613</td>
</tr>
<tr>
<td></td>
<td>GR 9</td>
<td>589</td>
<td>608</td>
<td>588</td>
<td>640</td>
<td>647</td>
</tr>
</tbody>
</table>

Figure 5-16.
Enrollment Projections Report from ENROLL2, Continued
graders, 540 second graders, 539 third graders, and so on. Similar predictions are given for the school years through 1980-81. Also included at several points are summaries of different grades and age levels: ages zero to four are summarized by the line labeled "0-4," and Grades 1-8, 4-8, kindergarten-6, 7-9, 10-12, 7-12, and kindergarren-12 are also summarized.

This, then, is the Enrollment Projections Report. It gives estimates of enrollments in future years, based upon past trends.
Exercise

1. For practice in reading the Enrollment Projections Report, answer the following questions, referring to Figure 5-16.

(a) What is the projected enrollment for the sixth grade in 1978-79?
(b) What is the total projected high school enrollment (grades 10 to 12) for 1979-80?
(c) What is the general projected trend in enrollment for grade 5 over the next five years?
(d) How does the enrollment in kindergarten in 1971-72 compare to the projected enrollment in kindergarten in 1980-81?

The Comparison Report

Immediately after the Enrollment Projections Report has been printed, the computer will ask you to choose another report. Let's now select number 2, the Comparison Report. This can be printed only when you have more than five years

<table>
<thead>
<tr>
<th>KIND</th>
<th>1976 ACTUAL</th>
<th>1976 PROJECTED</th>
<th>1976 ACTUAL - PROJECTED</th>
<th>% ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ENROLL</td>
<td>ENROLL</td>
<td>ENROLL</td>
<td></td>
</tr>
<tr>
<td>1-3</td>
<td>554</td>
<td>554</td>
<td>-10</td>
<td>-1.84</td>
</tr>
<tr>
<td>4</td>
<td>565</td>
<td>551</td>
<td>14</td>
<td>8.48</td>
</tr>
<tr>
<td>5</td>
<td>555</td>
<td>569</td>
<td>-14</td>
<td>-3.33</td>
</tr>
<tr>
<td>6</td>
<td>579</td>
<td>585</td>
<td>-6</td>
<td>-0.99</td>
</tr>
<tr>
<td>7-9</td>
<td>4000</td>
<td>4091</td>
<td>-91</td>
<td>-2.30</td>
</tr>
<tr>
<td>10</td>
<td>687</td>
<td>699</td>
<td>-28</td>
<td>-3.77</td>
</tr>
<tr>
<td>11</td>
<td>597</td>
<td>597</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>12</td>
<td>635</td>
<td>635</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>13</td>
<td>543</td>
<td>570</td>
<td>-27</td>
<td>-4.47</td>
</tr>
<tr>
<td>14</td>
<td>655</td>
<td>655</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>15</td>
<td>700</td>
<td>700</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>16</td>
<td>792</td>
<td>792</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>17</td>
<td>850</td>
<td>850</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>18</td>
<td>900</td>
<td>900</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>19</td>
<td>950</td>
<td>950</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>20</td>
<td>1000</td>
<td>1000</td>
<td>0</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Figure 5-17
Comparison Report from ENROLL, Continued
of enrollment data, as in our example; if you have more than five, the years after the first five can be overlapped with projected enrollment years, and the actual and projected enrollments can be compared. The purpose of this comparison is to determine the accuracy of our predictions. Figure 5-17 is the Comparison Report for our data, for 1976. Notice that you must tell the computer for which year you wish to compare actual with predicted figures. In our example, 1976 is the only year for which we have actual and projected data.

The Comparison Report is made up of five columns: the row labels, the actual enrollment, the projected enrollment, the actual minus the projected enrollment, and the percent error in the prediction. The ACTUAL ENROLLMENT column, which shows the observed enrollment for each grade in the comparison year, contains the same data entered in DATA statements for 1976 at the beginning of the simulation. The PROJECTED ENROLLMENT column contains the simulation's estimates of the enrollment of each grade level in the comparison year; notice that it is the same as the column for 1976-77 in the Enrollment Projections Report (Figure 5-16). The column headed ACTUAL-PROJECTED contains the difference between the actual enrollment and the projected enrollment for each grade. Finally, the column headed % ERROR contains the percentage of error in the projection for each grade and indicates the accuracy of the simulation's projections. From the last column in Figure 5-17 it is evident that most of the projections are off by not more than 5 percent, which is quite good for prediction purposes. The projection for grade 11, however, is off by more than 10 percent; this sizable margin suggests that some important external factor has interrupted the normal pattern of enrollment change. Thus, the Comparison Report can be used to investigate and evaluate the accuracy of the simulation's predictions.

REVIEWS

Exercise
1. For practice in reading the Comparison Report, answer the following questions (referring to Figure 5-17):
   (a) Which projection for 1976 was exactly right? (0% error)
   (b) How does the projection for total district enrollment (K-12) compare to the actual enrollment?
   (c) For grade 7, how far off was the projection from the actual enrollment?

The Year-to-Year Percent Change Report
The third report which can be requested is the Year-to-Year Percent Change Report. This is obtained by typing "3" after the REPORT TO BE PRINTED computer inquiry. Shown in its entirety in Figure 5-18, it is a detailed picture of the enrollment and population changes that have taken place over the five years of input data plus one projected year. Let's look at the portion for grades 1 and 2:

PAST CENSUS AND ENROLLMENT DATA PLUS YR TO YR % CHANGES
(ALL DECIMAL FIGURES ARE PERCENTS)

<table>
<thead>
<tr>
<th>Year</th>
<th>Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1971</td>
<td>695, 605, 572</td>
</tr>
<tr>
<td>1972</td>
<td>4.02, 3.48, 1.18</td>
</tr>
<tr>
<td>1973</td>
<td>5.32, 5.42, 5.79</td>
</tr>
<tr>
<td>1974</td>
<td>595, 564, 554</td>
</tr>
<tr>
<td>1975</td>
<td>4.02, 3.48, 1.18</td>
</tr>
<tr>
<td>1976</td>
<td>5.21, 7.56, 4.16</td>
</tr>
<tr>
<td>1977</td>
<td>5.32, 5.42, 5.79</td>
</tr>
</tbody>
</table>
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### COMPUTER SIMULATION

**REPORT TO BE PRINTED**

**ENROLLMENT PROJECTIONS - 1**

**COMPARISON - 2**

**YEAR TO YEAR % CHANGE - 3**

**END - 4**

---

**PAST CENSUS AND ENROLLMENT DATA PLUS YR TO YR % CHANGES**

(ALL DECIMAL FIGURES ARE PERCENTS)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A0%</td>
<td>685</td>
<td>649</td>
<td>608</td>
<td>586</td>
<td>566</td>
<td>568</td>
</tr>
<tr>
<td></td>
<td>-5.39</td>
<td>-6.28</td>
<td>-2.62</td>
<td>-4.1</td>
<td>A.12</td>
<td></td>
</tr>
<tr>
<td>A1%</td>
<td>785</td>
<td>688</td>
<td>656</td>
<td>641</td>
<td>618</td>
<td>565</td>
</tr>
<tr>
<td></td>
<td>-5.1</td>
<td>-5.9</td>
<td>-2.56</td>
<td>-3.59</td>
<td>-5.34</td>
<td>-5.14</td>
</tr>
<tr>
<td>A2%</td>
<td>771</td>
<td>751</td>
<td>708</td>
<td>683</td>
<td>655</td>
<td>637</td>
</tr>
<tr>
<td></td>
<td>-8.6</td>
<td>-7.73</td>
<td>-3.53</td>
<td>-3.65</td>
<td>-3.19</td>
<td>-3.19</td>
</tr>
<tr>
<td>A3%</td>
<td>774</td>
<td>750</td>
<td>736</td>
<td>695</td>
<td>708</td>
<td>657</td>
</tr>
<tr>
<td></td>
<td>-3.1</td>
<td>-1.97</td>
<td>-5.57</td>
<td>1.01</td>
<td>-6.41</td>
<td>-5.99</td>
</tr>
<tr>
<td></td>
<td>8.71</td>
<td>-1.47</td>
<td>-6.68</td>
<td>1.89</td>
<td>-4.89</td>
<td></td>
</tr>
<tr>
<td>A4%</td>
<td>816</td>
<td>795</td>
<td>739</td>
<td>731</td>
<td>704</td>
<td>704</td>
</tr>
<tr>
<td></td>
<td>-8.57</td>
<td>-7.05</td>
<td>-3.08</td>
<td>-3.69</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A5%</td>
<td>819</td>
<td>768</td>
<td>763</td>
<td>717</td>
<td>719</td>
<td>683</td>
</tr>
<tr>
<td></td>
<td>-8.63</td>
<td>-8.65</td>
<td>-6.03</td>
<td>-5.88</td>
<td>-5.01</td>
<td>-6.68</td>
</tr>
<tr>
<td></td>
<td>-8.61</td>
<td>-8.52</td>
<td>-28.02</td>
<td>21.34</td>
<td>22.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.595</td>
<td>605</td>
<td>572</td>
<td>593</td>
<td>564</td>
<td>554</td>
</tr>
<tr>
<td></td>
<td>1.48</td>
<td>5.46</td>
<td>4.02</td>
<td>5.21</td>
<td>1.77</td>
<td>4.16</td>
</tr>
<tr>
<td></td>
<td>1.18</td>
<td>4.03</td>
<td>1.53</td>
<td>7.56</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1.65</td>
<td>5.89</td>
<td>5.69</td>
<td>550</td>
<td>546</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-9.34</td>
<td>1.53</td>
<td>1.73</td>
<td>-3.34</td>
<td>1.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-6.77</td>
<td>5.89</td>
<td>1.9</td>
<td>-8.99</td>
<td>1.88</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>8.71</td>
<td>1.49</td>
<td>5.3</td>
<td>-8.85</td>
<td>-13</td>
</tr>
<tr>
<td></td>
<td>598</td>
<td>589</td>
<td>615</td>
<td>574</td>
<td>585</td>
<td>551</td>
</tr>
<tr>
<td></td>
<td>1.51</td>
<td>4.41</td>
<td>5.57</td>
<td>1.92</td>
<td>5.81</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.17</td>
<td>8.5</td>
<td>9.8</td>
<td>2.1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>607</td>
<td>585</td>
<td>564</td>
<td>609</td>
<td>578</td>
<td>582</td>
</tr>
<tr>
<td></td>
<td>3.63</td>
<td>1.17</td>
<td>4.28</td>
<td>-5.09</td>
<td>1.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.8</td>
<td>3.1</td>
<td>1.88</td>
<td>-3.79</td>
<td>1.94</td>
<td></td>
</tr>
<tr>
<td></td>
<td>576</td>
<td>590</td>
<td>588</td>
<td>595</td>
<td>598</td>
<td>578</td>
</tr>
<tr>
<td></td>
<td>8.43</td>
<td>1.36</td>
<td>2.63</td>
<td>-5.1</td>
<td>3.38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.04</td>
<td>4.75</td>
<td>4.3</td>
<td>1.34</td>
<td>2.88</td>
<td></td>
</tr>
<tr>
<td></td>
<td>555</td>
<td>589</td>
<td>618</td>
<td>607</td>
<td>603</td>
<td>609</td>
</tr>
<tr>
<td></td>
<td>4.86</td>
<td>8.19</td>
<td>-1.76</td>
<td>-6.6</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.9</td>
<td>1.03</td>
<td>3.4</td>
<td>0.99</td>
<td>-9.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>559</td>
<td>550</td>
<td>576</td>
<td>597</td>
<td>613</td>
<td>597</td>
</tr>
<tr>
<td></td>
<td>3.34</td>
<td>4.73</td>
<td>2.65</td>
<td>2.68</td>
<td>-2.61</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 5-18:**

Year-to-Year Percent Change Report from ENROLL, Continued
The first line for grade 1, showing numbers of students, gives the enrollment for each of the years of input data plus the projected enrollment for 1976-77. The next two lines are percentage indices of change from year to year and grade to grade. The top number in the second line is the percent change in enrollment from year to year. For example, the figure 1.68 means that from school year 1971-72 to 1972-73 the first-grade enrollment increased by 1.68%, from 595 students to 605, while between 1972-73 and 1973-74 it decreased 5.46% (-5.46), from 605 to 572. The second line of percentages describes the change from year to year of a single group of students. For example, there were 595 students in first grade in 1971-72 (line no. 1); the following year, 1972-73, there were 588 students enrolled in second grade (line no. 2). This represents a decrease in one class of 1.18% (second line of percentages), or -1.18, between grades 1 and 2.

The Year-to-Year Percent Change Report, then, allows us to follow both the changes in enrollment in a given grade from year to year and the changes in a given class of students as it progresses from grade to grade.

The projected percent change from grade 1 to grade 2 is the weighted average percent change, as discussed on pages 145-146. The figure -4.16% is the weighted average of the numbers -1.18%, -4.3%, -5.6% and -7.56%. The projected percent change within grade 1, -1.77%, is not a weighted average—that is, in the table on page 00, -1.77% is not the weighted average of the figures 1.68%, -5.46%, 4.02% and -5.21%. The projected percent change within grade 1 was calculated after the enrollment projection for grade 1 was made. The figure -1.77% is simply the percent change from 564 students in grade 1 in 1975-76 to 554 projected students in grade 1 in 1976-77.

When you decide to end the simulation, you stop ENROLL simply by entering "4" as the choice of report to be printed. The program will then end, and DONE (or some equivalent word) will be typed out:

```
REPORT TO BE PRINTED
ENROLLMENT PROJECTIONS-1
COMPARISON-2
YEAR TO YEAR % CHANGE-3
END4
DONE
```

For practice in reading the Year-to-Year Percent Change Report, use the report shown in Figure 5-18 and answer the following questions:

(a) By what percentage did enrollment in kindergarten decrease from 1971-72 to 1972-73?
(b) What is the projected percent change in kindergarten enrollment from 1975-76 to 1976-77?
(c) How does enrollment in grade 8 in 1973-74 compare to enrollment in grade 9 the following year? What percent change was there?

2. Run ENROLL using the same data as in the example above, except request 1977 as the first year for projections. Produce the Enrollment Projections Report and the Year-to-Year Percent Changes Report (you will not be able to produce the Comparison Report, since you will have no comparison year).

**Entering Your Own Data**

If you wish to enter your own data rather than using that in Figure 5-14, you respond "0" when the computer asks which type of data should be used. The computer will then ask if the data are already entered. If they are, respond "1" (yes), and the program will progress by asking for the first year of data just as it did when data from the example were used. If not, respond "2" (no), and the computer will give instructions for entering data. A sample follows:

IF YOU WISH TO USE STANDARD WEIGHTS (1,2,3,4) TO CALCULATE AVERAGE PERCENT CHANGE, TYPE I
TO ENTER OTHER WEIGHTS, TYPE 2
ENTER FOUR WEIGHTS, SEPARATED BY COMMAS, EARLIEST YEARS FIRST

Recall that the standard weights (1,2,3,4) give more emphasis to recent than to earlier enrollment data. Suppose we want to consider all years of data equally important in our projections. We would then use the weights 1,1,1,1 and would enter them as shown:

IF YOU WISH TO USE STANDARD WEIGHTS (1,2,3,4) TO CALCULATE AVERAGE PERCENT CHANGE, TYPE I
TO ENTER OTHER WEIGHTS, TYPE 2
ENTER FOUR WEIGHTS, SEPARATED BY COMMAS, EARLIEST YEARS FIRST
1,1,1,1

Suppose we wished to ignore some of our data. Specifically, suppose that the most recent school year showed atypical trends that we wish to leave out of consideration in making projections. If all other years are equally important, we would enter 1,1,1,0:

IF YOU WISH TO USE STANDARD WEIGHTS (1,2,3,4) TO CALCULATE AVERAGE PERCENT CHANGE, TYPE I
TO ENTER OTHER WEIGHTS, TYPE 2
ENTER FOUR WEIGHTS, SEPARATED BY COMMAS, EARLIEST YEARS FIRST
1,1,1,0

Figure 5-19, shows how different weights affect the calculation of percent changes. The data used is the same data for Grades 1 and 2 in the Year-to-Year Percent Change Report (Figure 5-18) on pages 153-154. Notice the variation in projections for Grade 2 for 1977-78 using the different weighting systems.

Using the ENROLL simulation as a Problem Solving Tool
You now know how the ENROLL enrollment
projections simulation operates. In this section, you will learn about some of the problems this simulation can help you solve.

Prediction simulation is particularly useful in determining the future needs of school districts. It can help you predict the future needs for teachers, classrooms, supplies, taxes, and the district budget. Let us consider the problem of determining future staff requirements.

We need to know how many teachers will be required each year for the next five years. To begin with, we can consult the Enrollment Projections Report (Figure 5-16, pages 149-150), showing the enrollment projections for the next five years. From there, it is possible to project staff requirements by dividing the projected enrollment for each grade by the average class size.

The table below illustrates the calculations involved, assuming an average kindergarten class size of 25 students, dividing each year's projected enrollment by this figure, and rounding to the next highest number. (The projected enrollment figures below are taken from the Enrollment Projection Report.) If our predictions are accurate, there will be a slow decline in the number of kindergarten teachers needed over the next five years. We should remember, however, that these figures are only approximate; they are estimates rather than accurate counts. We can get some idea of how much they may be in error by consulting the Comparison Report (Figure 5-17, page 151). The actual kindergarten enrollment for 1976-77 was 699 and the projected enrollment was 683, so that the projection was in error by 2.29 percent, or 16 students. An error of this size would make the error in the teacher estimate off by at most one teacher—probably an acceptable margin of error for such predictions.

Here is another example of the value of ENROLL as a problem-solving simulation. Suppose you have enrollment and population data entered for the last five years (1972-73 to 1976-77) shown in Figure 5-20. Suppose that during the last two years a large Ford plant in your district was phased out and most of the workers’ families were relocated in another state. The dramatic decreases in enrollment shown in Figure 5-20 for the last two years are therefore artificial in the sense of being influenced largely...
from an outside source rather than mainly by
the standard birth and transitory rates of the
district. Now that the plant is closed, assume
you can expect enrollment changes to more or
less resume in the pattern established before
the plant closed. We can use ENROLL to make
the needed projections for the coming years
(begining in 1977-78) by adjusting the weights
to allow for the added influence of the plant
closing.

Using the data from Figure 5-20, the following
DATA statements will be entered at the appro-
appropriate time into ENROLL:

Now it is necessary to decide what the new
weights will be. Clearly, the change in the last
two years should be weighted less heavily than
the change in the first three. Several plausible
alternatives are open to us. We could choose to
ignore the last two years completely and specify
weights of 1,2,0,0; or we could count the last
two years minimally and specify 4,3,2,1 or
3,4,1,1. For this example, let's choose 1,2,0,0.

We are now ready to run ENROLL using the
new data and weights. Figure 5-21 shows the
input to the program and Figure 5-22 shows the
resulting Enrollment Projection Report.

These examples are only a few of the many
possible uses of the simulation ENROLL.

To summarize, ENROLL is an enrollment
projection program which requires as input
census and enrollment data for at least five
previous years. The output is enrollment projec-
tions, based on percent changes between grades.
The prediction method used in ENROLL as-
sumes that past trends in enrollment in a district
will continue in the future. Changes can be made
in the simulation to make this assumption less
rigid—for example, the weights can be varied to
allow for unusual circumstances. As the author
of the original version cautions, however,
school districts experiencing marked changes in
their communities need to perform a much
deeper analysis of enrollment trends. Areas with
a great deal of open land and rapid development
of various types of dwelling units, for example,
could utilize a dwelling-yield type of enroll-
ment projection study. School districts with
neighborhoods experiencing abrupt changes
in social and/or economic characteristics should
study changes in birth rates and family size.
THE COMPUTER IN EDUCATIONAL DECISION MAKING

GET ENROLL
RUN
ENROLL

DO YOU WISH TO ENTER YOUR OWN ENROLLMENT DATA OR USE THE DATA FROM THE EXAMPLE?
ENTER OWN DATA = 0, USE EXAMPLE DATA = 1
TO
IS YOUR DATA ALREADY ENTERED?
YES = 1, NO = 2
IF
YOU MUST ENTER BETWEEN 5 AND 50 YEARS OF DATA.
EACH YEARRequires 3 DATA STATEMENTS
IN THE FOLLOWING FORMAT:
STATEMENT # DATA AGE 0, AGE 1, AGE 2, AGE 3, AGE 4
STATEMENT # DATA AGE 0, OR 3 OR 5 OR 6
DATA STATEMENTS ARE NUMBERED CONSECUTIVELY, STARTING AT 6000
HERE IS AN EXAMPLE OF THE FIRST YEAR'S DATA STATEMENTS:
6000 DATA 667, 311, 591, 600
6001 DATA 599, 486, 683, 705, 651, 749, 683
6006 DATA 667, 311, 591, 600
6007 DATA 667, 311, 591, 600
6008 DATA 667, 311, 591, 600
6009 DATA 667, 311, 591, 600
6010 DATA 667, 311, 591, 600
6011 DATA 667, 311, 591, 600
6012 DATA 667, 311, 591, 600
6013 DATA 667, 311, 591, 600
6014 DATA 667, 311, 591, 600
RUN
ENROLL

DO YOU WISH TO ENTER YOUR OWN ENROLLMENT DATA OR USE THE DATA FROM THE EXAMPLE?
ENTER OWN DATA = 0, USE EXAMPLE DATA = 1
TO
IS YOUR DATA ALREADY ENTERED?
YES = 1, NO = 2
IF
FIRST YEAR OF DATA (E.G., IF 1965-66, TYPE 1965)
LAST YEAR OF DATA
FIRST YEAR FOR PROJECTIONS
IF YOU WISH TO USE STANDARD WEIGHTS (1.2.3.4) TO CALCULATE AVERAGE PERCENT CHANGE, TYPE 1
TO ENTER OTHER WEIGHTS, TYPE 2
ENTER YOUR WEIGHTS, SEPARATED BY COMMAS, Earliest Years FIRST
REPORT TO BE PRINTED

ENROLLMENT PROJECTIONS
COMPARISON
YEAR TO YEAR CHANGE
END

Figure 5-21.
ENROLL Run for Plant Closing Problem.
<table>
<thead>
<tr>
<th>AGE QR</th>
<th>1974</th>
<th>1975</th>
<th>1976</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AGE 0</td>
<td>671</td>
<td>654</td>
<td>639</td>
</tr>
<tr>
<td>AGE 1</td>
<td>596</td>
<td>576</td>
<td>561</td>
</tr>
<tr>
<td>AGE 2</td>
<td>780</td>
<td>699</td>
<td>685</td>
</tr>
<tr>
<td>AGE 3</td>
<td>490</td>
<td>476</td>
<td>451</td>
</tr>
<tr>
<td>AGE 4</td>
<td>551</td>
<td>530</td>
<td>515</td>
</tr>
<tr>
<td>G - 6</td>
<td>8930</td>
<td>8935</td>
<td>8953</td>
</tr>
<tr>
<td>GR 1</td>
<td>615</td>
<td>610</td>
<td>603</td>
</tr>
<tr>
<td>GR 2</td>
<td>679</td>
<td>661</td>
<td>651</td>
</tr>
<tr>
<td>GR 3</td>
<td>580</td>
<td>569</td>
<td>560</td>
</tr>
<tr>
<td>I - 6</td>
<td>1874</td>
<td>1890</td>
<td>1898</td>
</tr>
<tr>
<td>GR 4</td>
<td>693</td>
<td>679</td>
<td>670</td>
</tr>
<tr>
<td>GR 5</td>
<td>553</td>
<td>576</td>
<td>560</td>
</tr>
<tr>
<td>GR 6</td>
<td>708</td>
<td>688</td>
<td>668</td>
</tr>
<tr>
<td>A - 6</td>
<td>1981</td>
<td>1943</td>
<td>1998</td>
</tr>
<tr>
<td>K - 6</td>
<td>4448</td>
<td>4248</td>
<td>4056</td>
</tr>
<tr>
<td>GR 7</td>
<td>674</td>
<td>664</td>
<td>664</td>
</tr>
<tr>
<td>GR 8</td>
<td>633</td>
<td>600</td>
<td>603</td>
</tr>
<tr>
<td>GR 9</td>
<td>648</td>
<td>633</td>
<td>628</td>
</tr>
<tr>
<td>T - 6</td>
<td>1955</td>
<td>1914</td>
<td>1876</td>
</tr>
<tr>
<td>GR 10</td>
<td>599</td>
<td>589</td>
<td>570</td>
</tr>
<tr>
<td>GR 11</td>
<td>638</td>
<td>620</td>
<td>604</td>
</tr>
<tr>
<td>GR 12</td>
<td>674</td>
<td>664</td>
<td>649</td>
</tr>
<tr>
<td>TD - 12</td>
<td>1898</td>
<td>1865</td>
<td>1593</td>
</tr>
<tr>
<td>7 - 12</td>
<td>3654</td>
<td>3782</td>
<td>3699</td>
</tr>
<tr>
<td>K - 18</td>
<td>8897</td>
<td>8130</td>
<td>7955</td>
</tr>
</tbody>
</table>

**PAST CENSUS-AND ENROLLMENT DATA**

**FUTURE ENROLLMENT PROJECTIONS**

Figure 5-22.
Enrollment Projection Report for Plant Closure Problem, Continued.
Caution is the word when accepting enrollment projections. A “good” enrollment projection depends on the input data and on whether the projection method truly fits a particular school district. A method that seems to give good projections for a few years could become inappropriate as conditions in the district change.10

REVIEW

Exercises

1. Rerun the plant closure problem (Produce an Enrollment Projection Report) using weights of 4,3,2,1 and 3,4,1,1. How do the results differ from each other? Which do you think is the “best” set of weights? What is the rationale for your choice? (Note: It is not necessary to enter the new DATA statements every time you want to rerun ENROLL with different weights. After they have been entered once, just respond “1” (yes) when the program asks if the DATA statements are already entered. Do not retypew GET-ENROLL between runs or the Data Statements will be lost.

2. Choose a combination of weights that you feel is “best” and rerun the plant closure problem. Are your results as good as you expected them to be?

AN EXAMPLE OF A STOCHASTIC PROBABILISTIC SIMULATION

The two previous examples of computer simulations presented in this chapter were both deterministic, that is, the input completely determines what the output will be. For example, no matter how many times BUSRTE is run using the same data, exactly the same bus routes...
will be produced as output. When constructing bus routes the model takes nothing into consideration other than the bus stop data, the location of the school, the average speed of the buses, the cost per mile, and the number and capacity of the buses (all of which are supplied by the user of the program and serve as input).

A great many facets of the real world, however, are not deterministic. Very seldom can we state with complete certainty that input A will always guarantee output B. The number of days per year that it rains and the amount of time it takes to get from home to work in the morning are two examples of situations that vary from year to year or from day to day. Normally, we cope with this kind of variance by establishing average figures as ways of estimating certain behaviors: meteorologists establish an average yearly rainfall for a given geographical area; and each of us develops his or her own average estimate of how long it takes to get to work. For many purposes these averages and estimates are sufficient. But we should not forget that these and many similar situations are basically stochastic or probabilistic in nature, and that knowing the average rainfall will not guarantee, for example, whether or not it will rain on a given day.

Educational administration has its share of probabilistic, or stochastic, situations, including several we have already discussed—queueing situations, enrollment projections, bus routing problems. While deterministic models can often be used, for ease of model-construction and computation, when simulating these situations, others will require models if we are to have realistic and practical results. Let’s look at an example of a probabilistic situation and an accompanying computer simulation based on a stochastic model.

Suppose you are studying the availability of substitute teachers for a certain school. You know that the school has 100 teachers and that they are absent an average of 5 percent of the time. You also know that there are 10 substitutes and each is available to work an average of 70 percent of the time. The question you wish to answer is, how much of the time will fewer substitutes be available than are needed?

On first examination, it would seem that there will always be enough substitutes to cover for the absent teachers. Since the teachers are absent an average of 5 percent of the time, we can figure that an average of 5 teachers (5 percent of 100) will be absent on any one day. Since the substitutes are available an average of 70 percent of the time, you can figure that an average of 7 substitutes (70 percent of 10) will be available on any one day. Therefore, each day will have two more substitutes available than are needed and so there will never be a problem of too few substitutes.

The fallacy in this conclusion is that it assumes the situation is deterministic. The average teacher absentee rate being 5 percent does not guarantee that five teachers or fewer will be absent every day. It is possible that 10 teachers will be absent on one day. Similarly, the substitute availability rate of 70 percent does not guarantee that at least 7 substitutes are available every day. The question remains: what are the chances of having a day with less than enough substitutes?

The Computer Simulation SUBST

SUBST is an example of a computer simulation of the stochastic situation posed above. It takes as input the number of teachers, the teacher absentee rate, the number of substitutes, the substitute availability rate, and the number of days to be simulated. It then simulates a day by generating a random number between 0 and 99 for each teacher and each substitute. Since in this example the teacher absence rate is 5 percent, each random teacher number under 5 represents an absent teacher. The computer then counts how many teachers are absent. Since in this example the substitute availability rate is 70 percent, each random substitute number under 70 represents a substitute available to teach on the day being simulated. The computer then counts up the available substitutes. And so on: each day is simulated in the same manner, and the program keeps track of the outcome for each day and sums it up in the form of the table shown in Figure 5-23.

- The first column lists the different values for the difference between the number of substitutes needed and the number available. If more are available than are needed (in which case there is no need to worry), the number in the first column is negative. If not enough are available, this number is positive. Consequently, the rows with positive numbers in the first column will be of particular interest to the administrator.

- The second column lists how many days each situation happens. For example, in the
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<table>
<thead>
<tr>
<th># SUBSTs NEEDED</th>
<th>LESS</th>
<th># SUBSTs AVAILABLE</th>
<th>LESS</th>
<th>DAYS</th>
<th>DAYS</th>
<th>CUMULATIVE</th>
<th>CUMULATIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.3</td>
<td>2</td>
<td>3.3</td>
<td>1</td>
<td>3.3</td>
<td>1</td>
<td>3.3</td>
<td>1.3</td>
</tr>
<tr>
<td>3.3</td>
<td>3.3</td>
<td>3.3</td>
<td>3</td>
<td>3.3</td>
<td>3</td>
<td>3.3</td>
<td>3.3</td>
</tr>
<tr>
<td>3.3</td>
<td>3.3</td>
<td>3.3</td>
<td>6</td>
<td>3.3</td>
<td>6</td>
<td>3.3</td>
<td>5.6</td>
</tr>
<tr>
<td>3.3</td>
<td>3.3</td>
<td>3.3</td>
<td>30</td>
<td>3.3</td>
<td>30</td>
<td>3.3</td>
<td>30.0</td>
</tr>
<tr>
<td>3.3</td>
<td>3.3</td>
<td>3.3</td>
<td>30</td>
<td>3.3</td>
<td>30</td>
<td>3.3</td>
<td>30.0</td>
</tr>
<tr>
<td>3.3</td>
<td>3.3</td>
<td>3.3</td>
<td>30</td>
<td>3.3</td>
<td>30</td>
<td>3.3</td>
<td>30.0</td>
</tr>
<tr>
<td>3.3</td>
<td>3.3</td>
<td>3.3</td>
<td>30</td>
<td>3.3</td>
<td>30</td>
<td>3.3</td>
<td>30.0</td>
</tr>
</tbody>
</table>

Figure 5-23, Sample Output of SUBST.

SUBST will now proceed with the simulation, informing you of its progress as it goes. The final output will be a table similar to the one in Figure 5-23. Figure 5-24 is a sample of an entire run of SUBST.

---

Note that the answer to the second question must be a percentage. The absentee rate in our example was 5 percent, so the correct response is “5.” The program will continue with three more questions.
EXERCISES

(a) How many days were simulated?

(b) How many days needed four more substitutes than were available?

(c) For what percentage of days were two extra substitutes available?

(d) What was the total number of days for which fewer substitutes were available than were needed?

(e) What percentage of total days simulated is this figure?
2. Run SUBST two times using the same input as in Figure 5-24.
   - (a) How do the tables compare with each other?
   - (b) Which of the three is the right table?

A SUBST Example

Suppose you are in charge of finding substitutes for your high school, and the district superintendent wants you to provide assurance that there will be a shortage of substitutes no more than three times during the year. Assuming there are 85 teachers in your school with an absentee rate of 7 percent, and substitutes in your area are available 65 percent of the time, what is the smallest reasonable number of substitutes you must have on call? (Use 180 days = 1 school year.)

This is essentially a trial-and-error problem. Our strategy will be to make educated guesses on the number of substitutes, test the hypothesis by running SUBST, and modify our guess according to the output. In light of the previous example, a logical starting place would be to run SUBST using 10 substitutes. This will give us a reference point. Figure 5-25 is a run of SUBST using this input.

In this try, there were 56 days when there were fewer substitutes available than were needed. This is very far from the goal of three days, so we must run the program again using a larger number of substitutes. Figure 5-26 shows a second run using 20.

We see from Figure 5-26 that if we use 20 substitutes, there is only one day when the number of substitutes needed exceeds the number

---

**Figure 5-25.**
Sample Run of SUBST Using 10 Substitutes.
COMPUTER SIMULATION

DO YOU WANT TO RUN THE SIMULATION AGAIN? (YES=1, NO=0)

HOW MANY TEACHERS? (MUST BE LESS THAN 500)

WHAT IS THE TEACHER ABSENTEE RATE? (%)

HOW MANY SUBSTITUTES? (MUST BE LESS THAN 500)

WHAT IS THE AVAILABILITY RATE FOR SUBSTITUTES? (%)

HOW MANY DAYS ARE TO BE SIMULATED? (MUST BE LESS THAN 190)

THE RESULTS OF YOUR INPUT WILL PROBABLY TAKE MORE THAN 5 MINUTES TO BE PROCESSED. ARE YOU WILLING TO WAIT OR WOULD YOU RATHER USE SMALLER NUMBERS FOR INPUT? (WILLING TO WAIT=1, NEW INPUT=0)

PLEASE WAIT. SIMULATION IS ON THE 10TH DAY... STILL CALCULATING. SIMULATION IS ON THE 30TH DAY...

SIMULATION FOR ALL DAYS COMPLETE. CALCULATION OF TABLE VALUES UNDER WAY...

DONE WITH CALCULATING % DAYS
DONE WITH CALCULATING CUMULATIVE % DAYS

# SUBSTS NEEDED
LESS
# SUBSTS AVAILABLE
# DAYS
CUMULATIVE DAYS
CUMULATIVE DAYS

<table>
<thead>
<tr>
<th># SUBSTS AVAILABLE</th>
<th># DAYS</th>
<th>CUMULATIVE % DAYS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>23</td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>30</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
<td>40</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>60</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>90</td>
</tr>
<tr>
<td>1</td>
<td>11</td>
<td>155</td>
</tr>
<tr>
<td>1</td>
<td>12</td>
<td>188</td>
</tr>
<tr>
<td>1</td>
<td>13</td>
<td>175</td>
</tr>
<tr>
<td>1</td>
<td>14</td>
<td>172</td>
</tr>
<tr>
<td>1</td>
<td>15</td>
<td>168</td>
</tr>
<tr>
<td>1</td>
<td>16</td>
<td>155</td>
</tr>
<tr>
<td>1</td>
<td>17</td>
<td>133</td>
</tr>
<tr>
<td>1</td>
<td>18</td>
<td>115</td>
</tr>
<tr>
<td>1</td>
<td>19</td>
<td>98</td>
</tr>
<tr>
<td>1</td>
<td>20</td>
<td>78</td>
</tr>
<tr>
<td>1</td>
<td>21</td>
<td>61</td>
</tr>
<tr>
<td>1</td>
<td>22</td>
<td>45</td>
</tr>
<tr>
<td>1</td>
<td>23</td>
<td>30</td>
</tr>
<tr>
<td>1</td>
<td>24</td>
<td>15</td>
</tr>
<tr>
<td>1</td>
<td>25</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>26</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>27</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>28</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>29</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5-26. Sample Run of SUBST Using 20 Substitutes.

available—and that will certainly please the superintendent. But before concluding that we have solved the problem, we must remember we are working with a stochastic model and the same input does not always yield the same results. For this reason we can never guarantee the result. It would be prudent to run SUBST again several times using 20 substitutes and leaving all the rest of the input the same. Figure 5-27 shows the result of one such rerun.

What can we conclude from the last three runs of SUBST? Nothing, absolutely. We have learned that 20 substitutes will probably be sufficient to meet the superintendent’s criterion. We cannot tell whether fewer than 20 would be likely to suffice.

DO YOU WANT TO RUN THE SIMULATION AGAIN? (YES=1, NO=0)

HOW MANY TEACHERS? (MUST BE LESS THAN 500)

WHAT IS THE TEACHER ABSENTEE RATE? (%)

HOW MANY SUBSTITUTES? (MUST BE LESS THAN 500)

WHAT IS THE AVAILABILITY RATE FOR SUBSTITUTES? (%)

HOW MANY DAYS ARE TO BE SIMULATED? (MUST BE LESS THAN 190)

THE RESULTS OF YOUR INPUT WILL PROBABLY TAKE MORE THAN 5 MINUTES TO BE PROCESSED. ARE YOU WILLING TO WAIT OR WOULD YOU RATHER USE SMALLER NUMBERS FOR INPUT? (WILLING TO WAIT=1, NEW INPUT=0)

Figure 5-27. Second Run of SUBST Using 20 Substitutes, Continued
OVERVIEW OF SIMULATION

ADVANTAGES AND DISADVANTAGES OF SIMULATION

Now that you have a feel for what is involved in actual simulations, the advantages and disadvantages of the techniques should be summarized. Simulation has these distinct advantages for the decision maker:

1. Simulation can be used in description, explanation, and prediction of the object system. It can also be used to teach about the subject system.

2. Simulation provides a framework for analyzing real-life situations into their components: we must identify the inputs to the system, the outputs from the system, and the rules by which inputs are related to outputs.

3. Simulation enables the decision maker to try out a variety of solutions on a model of a real-world situation without the time, danger, or expense of working with the real-world problem.

Some limitations of simulation are:

1. Make some runs of your own for the problem just discussed. Try 30 substitutes at least twice. Do the results meet the criterion set by the superintendent (not more than three days with less substitutes available than needed)? Investigate the possibility of fewer than 20 substitutes meeting the criterion. Can you find a lower limit for the number of substitutes needed to meet the criterion?
1. The object system under study must be expressable in the form of a model. This may result in an oversimplified version of the real-life problem.

2. Building models of real-life problem situations is often a complex and time-consuming task, requiring much technical expertise.

3. The predictions and solutions from a simulation problem are valuable only to the extent that the model for the real-life situation is valid.

4. Simulation provides guidelines for making decisions, but does not actually make decisions.

A FINAL WORD ABOUT
COMPUTER SIMULATIONS

Most of the computer programs used in this book are simulations. Computer simulations are particularly powerful tools for the educational administrator for a variety of specialized reasons:

- Computer simulations provide all the advantages of simulations in general.
- Computer simulations provide fast results at relatively little cost. The computer can generate solutions in minutes that would take people hours or even years to compute.
- There are usually programs available through computer centers and computer manufacturers. Hence, the time and technical expertise required to develop first a model and then a program can be shared by many users. This is an important factor in keeping the cost of computer simulation reasonable and affordable.

Before an administrator can use a computer simulation constructively, however, he must know something about the model used in the program. It is the user's responsibility to decide first whether the model is adequate for simulating the situation in question or whether it is too simplistic or unnecessarily complicated. To a large extent, the decision will depend on how the results are to be used. A model which yields adequate estimates for an administrator's personal projection figures, for example, may not be precise or comprehensive enough to provide figures on which to base a school bond initiative. If one is considering computer simulations as aids to decision making, then, the first thing he should decide is whether or not the model is adequate.
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