Numerous forms and meanings of validity have been developed to provide researchers with the opportunity to assess the many potential sources of ambiguity that exist in any research finding. A Validity Network Schema (VNS) developed by Brinberg & McGrath (1982) is extended and elaborated in order to describe the components of the research process and their interrelations, and draw out some implications of the schema for the acquisition of knowledge. VNS describes research as a three-stage process, whose outcome is some structural combination of concepts, methods, and substantive events. In stage 1, researchers develop, clarify, and select elements and relations from the three basic domains—conceptualization, methodological, and substantive. Stage 2, the research study proper, involves two steps: the researcher combines elements and relations from two of the three domains to form an intermediate structure; and the researcher integrates that structure with the elements and relations from the third domain. Stage 3 of the research process involves the reduction of uncertainty associated with the findings of Stage 2 by exploring the range of respondents, events, contexts, methods, and concepts over which the stage 2 results do and do not hold. In stage 3, validity takes on the meaning of robustness and generalizability. (PN)
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Abstract

The concept of validity has received a great deal of attention in the behavioral sciences. Numerous forms and meanings of validity have been developed to provide researchers with the opportunity to assess the many potential sources of ambiguity that exist in any research finding. A Validity Network Schema developed by Brinberg & McGrath (1982) is extended and elaborated in order to: (a) describe the components of the research process and their interrelations, and (b) draw out some implications of that schema for the acquisition of knowledge. A detailed discussion is presented on forms of uncertainty that influence what researchers generally describe as external validity.
The quest for validity is one way to describe systematic efforts to build research information and to establish confidence in it. In other words, to pursue validity is to try to reduce the uncertainty associated with a set of research findings. Considering the relatively strong emphasis that psychology and other behavioral sciences have given to empirical data, and how to acquire and process such data, those fields have given relatively little attention to understanding the processes by which research knowledge is acquired -- that is, to how we gain confidence that we "know" what the data we have gathered means.

We have had some help from philosophers of science (e.g., Ayer, 1959; Popper, 1959), who have clarified the epistemological bases for our research activities (e.g., logical positivism, the falsification approach). There also has been considerable discussion among behavioral scientists themselves, much of it relatively recently, on the methodological underpinnings of our work. This has included treatises on the nature and components of the research process; classification of types of research (e.g., lab vs. field vs. survey; basic vs. applied) and of their fundamental differences; and examination of conditions that threaten or limit the potential usefulness of a set of research findings. (See for example, Blalock, 1982; Campbell & Fiske, 1959; Campbell & Stanley, 1966; Cook & Campbell, 1979; Cronbach, 1982; Kaplan, 1964; McGrath, Martin & Kulka, 1982; Runkel & McGrath, 1972; Sjoberg & Nett, 1968; Wimsatt, 1981).

**Falsification, Triangulation, and Differentiation**

The works cited above share a number of underlying themes. One such theme underlying much of that work is Popper's (1959) view of how we acquire knowledge. In Popper's (1959) falsification approach, researchers
acquire knowledge either: (a) by failing to disconfirm some expectation or hypothesis; or (b) by confidently disconfirming such a hypothesis.

Another theme underlying these works is the idea of triangulation, or more generally, the idea of multiple operationalism. That idea is, we believe, an integral part of the Popperian position and much of the other methodological and epistemological work cited previously (e.g., Wimsatt, 1981; McGrath, Martin & Kulka, 1982; Runkel & McGrath, 1972). At its core, the triangulation position holds that we gain confidence in a research finding (i.e., we eliminate threats to the validity of that finding and reduce the uncertainty vis-à-vis that finding), only when we have convergence of substantive outcomes based on the use of different and independent models, methods, and occasions. Campbell and Fiske (1959) present the idea of triangulation when they discuss the convergent and discriminant validity of measures. Wimsatt (1981) also uses the triangulation ideas when discussing robustness analysis of research findings:

"1. To analyze a variety of independent derivation, identification or measurement processes; 2. to look for and analyze things which are invariant over or identical in the conclusions or the results of these processes; 3. to determine the scope of the processes across which they (the findings) are invariant and the conditions on which this invariance depends; and 4. to analyze and explain any relevant failures of invariance." (p. 126).

Wimsatt's (1981) idea of "failures of invariance" makes the very important point that the researcher is not only looking for the conditions under which the finding will fit the hypothesis, but also should be trying to identify and explain the conditions under which the findings are inconsistent with (i.e., disconfirm) the hypothesis. Lynch (1982) has talked about such non-confirmatory outcomes, such "failures of invariance," as the lack of construct validity. Our position is that both "invariance" and
"failures of invariance" can yield research information by identifying the scope and the limits of a set of research findings.

To anticipate some terminology we will use in later sections of this paper, the research process involves elements and relations from each of three domains: conceptual, methodological, and substantive. The need for triangulation is an important feature of many aspects of the research process and applies in each of those three domains.

In the conceptual domain, for example, Feyerabend (1970) draws upon the idea of triangulation when he discusses the need for researchers to develop competing conceptual models and argues that theoretical pluralism is assumed to be an essential feature of all knowledge that claims to be objective. Similarly, Garner, Hake, & Erikson (1956) apply the principle of triangulation within the conceptual domain when they argue that a research discipline is likely to advance only when it compares alternative theories.

The idea of triangulation is most often associated with the methodological domain. Campbell (1981) and colleagues have argued for triangulation across methods and regard triangulation as the method of choice for reducing certain sources of potential invalidity (i.e., for reducing uncertainty) in the measurement and manipulation of variables. Both Fiske (1982) and Campbell & O'Connell (1982) offer recent reviews of some work in that tradition. While these works are essentially concerned with the validity of measures, the triangulation approach also has been advocated with regard to validity of relations between measures. McGrath, Martin & Kulka (1982), for example, argue that successive studies of the same problem should make use of maximally different research strategies (e.g., laboratory experiments, field studies, sample surveys) and different
Such divergence of methods will increase our confidence in our findings (if the findings converge), because it will let us offset the weaknesses of any one strategy or design by using other strategies or designs that are equally, though differently, flawed.

The triangulation idea also applies in the substantive domain. The behavioral science community has long recognized that any interpretation of findings must be considered in terms of the limits of the samples (of subjects, events, and contexts) on which any set of studies is based. For example, some behavioral scientists have long been concerned that psychology relies too much on evidence gained from research on college students under artificial conditions. Such a concern implies a call for triangulation of research findings across different facets of the substantive domain (i.e., across subjects, events, and contexts). But the need for such exploration of the scope and limits of findings, with respect to facets of the substantive domain, is too often honored in the breech rather than in the observance. At times, the standard caveat that we insert near the end of our reports of empirical investigations (e.g., "Future research is needed using other samples and stimulus materials, to determine the robustness...") is juxtaposed with conclusions that violate that caveat.

Triangulation has a complement; the idea of differentiation. The dual concepts of triangulation and differentiation — of scope and limits — are expressed by Wimsatt (1981) as invariance and failures of invariance. Both are useful. Both are necessary strategies for the acquisition of knowledge. Both apply in each of the three domains. In the conceptual domain, we are concerned with determining whether some model is sufficient and adequate to account for the set of findings when compared to alterna-
native models. In the methodological domain, we seek both convergence and discrimination of our measures, our research designs, and our research strategies. In the substantive domain, too, we need to establish the range (of subjects, events, and contexts) over which our findings do and do not hold.

These dual concepts — triangulation and differentiation — are directly connected to the falsification principles. Triangulation is the acquisition of knowledge by the first falsification strategy; that is, failing to disconfirm that two things (e.g., two measures) are the same. Differentiation is the acquisition of knowledge by the second falsification strategy; that is, confidently disconfirming that two things are the same. To focus on only one of these strategies is to restrict our ability to reduce uncertainty in any set of research findings. In other words, it limits our ability to know what we know.

Recently, Brinberg and McGrath (1982) presented a conceptual framework called a Validity Network Schema. That presentation defines the components of the research process, lays out the interrelations among those components, traces certain characteristic patterns in the conduct of research, and draws out some implications of that view for various forms and meanings of validity. We will draw heavily upon that schema, here, placing special emphasis on forms of uncertainty that influence what researchers generally describe as external validity.

Validity Network Schema

Overview of Research Process

All types of research involve the combination of some set of concepts, some set of methods for making observations or comparing sets of observations, and some set of substantive events and phenomena that are to be the focus of the study. The validity network schema proposed by
Brinberg & McGrath (1982) describes the research process as the selection, combination and use of elements and relations from the conceptual, the methodological, and the substantive domains.

Brinberg & McGrath (1982) define the conceptual domain as containing concepts (element level) and conceptual models (relation level). The methodological domain contains instruments and techniques for making observations (element level) and structures or models for comparing and contrasting sets of observations (relation level). The substantive domain contains events (element level) and phenomena or processes (relation level).

The research process has three stages. Stage 1 involves development, clarification, and selection of elements and relations in each of three domains. Stage 1 is preparatory for later stages. Stage 2 involves two steps, and is usually what we consider a research study. In step 1, the researcher combines elements and relations from two of the domains to form an intermediate structure; in step 2, the researcher integrates the structure with elements and relations from the third domain. With three domains, there are three paths by which this two step process can be carried out. Stage 3 involves replicating the activities of Stage 2 as well as selecting elements and relations from each of the domains that are considered to be similar or different than previous work in order to estimate the scope and limits of Stage 2 results.

Associated with each stage of the research process is a different meaning of validity. In Stage 1, validity takes on the meaning of value. Elements and relations are developed, clarified and selected from each of the three domains if a researcher considers them to be "of value"--interesting or useful. In Stage 2, validity takes on the meaning of correspondence or fit; that is, validity is construed as the extent to which elements and relations from the different domains fit when paired together. In Stage 3, validity takes on the meaning of robustness; that is, validity is increased to the extent that Stage 3 activities increase
our confidence (i.e., reduce our uncertainty) concerning a (Stage 2) research finding. These concepts are summarized in graphic form in Figure 1. Because the primary aim of this paper is to elaborate on the validity issues associated with the third stage of the research process, i.e., issues typically associated with external validity, the role of values in the research process, and of forms of validity considered to be part of a research study proper (i.e., the internal validities) will not be presented. The reader interested in a more detailed discussion of the Stage 1 and Stage 2 validity issues should read Brinberg & McGrath (1982).

**Uncertainty Reduction: Stage 3 - Validity as Robustness**

As noted in an earlier section, researchers acquire knowledge by: (a) failing to disconfirm some hypothesis or (b) being confident some hypothesis has been disconfirmed. Both these forms of acquisition of knowledge are used to reduce the uncertainty associated with a research finding (from Stage 2). In Stage 3, a researcher can reduce uncertainty by addressing three issues. The first issue is: If the study were repeated, exactly, would the same findings occur? That is, would the study replicate. Within the Validity Network Schema, replication would imply that a researcher had selected concepts, methods, and substantive events that were assumed to be the same as the previous set and expected the findings to be the same as well. At an element level, researchers typically refer to this validity issue as the question of the reliability of a measure. At the relations level, the validity issue involved in replication is part of what Cook & Campbell (1979) call statistical conclusion validity.

The second issue of Stage 3 is: If the study were repeated and the researcher (a) selected elements or relations that were different from previous work with respect to some facet(s) of one of the domains and (b)
made those selections such that the findings were expected to be similar to those of the prior study, would the findings in fact turn out to be robust across these differences? Since there are three domains, there are three distinct areas of robustness that need to be examined.

The third issue to be addressed in Stage 3 is: Under what conditions will the findings not hold? In other words, what are the boundaries (limits) across which the findings do not hold? As for the robustness question, since there are three domains, there are three sets of boundaries that need to be determined—conceptual, methodological, and substantive.

Both the effort to replicate a finding as well as conduct a robustness analysis are attempts to reduce uncertainty by failing to disconfirm some hypothesis. When replicating a study, as well as conducting a robustness analysis, the desired (and anticipated) outcome is a failure to disconfirm that the original study and the replicate have similar findings (i.e., find no differences). When a researcher does not find differences, the uncertainty associated with the prior finding is reduced. When a replication is attempted and differences do occur between the original and subsequent study, however, there is increased uncertainty associated with the prior finding. On the other hand, when a robustness analysis finds differences (and when the researcher can be confident in the finding), this identifies one boundary of the prior finding. In other words, finding differences also can contribute to a reduction of uncertainty because it identifies conditions under which the findings do not hold. A boundary search study is an attempt to determine those conditions under which a finding does not hold; that is, it is an attempt to acquire knowledge by confidently disconfirming a prior finding.
These three approaches for reducing uncertainty about a research finding — replication, robustness analysis and boundary search — use the two falsificationist strategies for acquiring knowledge: (1) failing to disconfirm some prior finding and (2) confidently disconfirming some prior finding.

Typically, researchers focus their Stage 3 efforts on the first falsificationist strategy by attempting to replicate research findings and, perhaps, by determining their robustness with respect to one facet (e.g., respondents) of one domain (e.g., substantive). But, researchers seldom deliberately examine the boundaries associated with their findings, that is, they seldom use the second falsificationist strategy in their Stage 3 search for uncertainty reduction. When outcomes of such a study lead to non-confirmation of the robustness of a set of findings, these are usually regarded, pejoratively, as "negative results" — that is, failures of invariance in Wimsatt's terms. Our contention is that these so-called "negative results" can provide researchers with information just as useful as would "positive results" because those negative results also can reduce the uncertainty associated with a research finding. A more detailed discussion of these issues will be presented in later sections.

As noted earlier, there are three domains with respect to which a researcher needs to reduce uncertainty — conceptual, methodological and substantive. The replication question is not specialized by domain, nor is it particular to any given facet of any domain. When a replication is conducted, a researcher tries to reproduce the conditions of a previous study in all its particulars. In fact, replication can be considered a special case of robustness analysis. In the following parts of this section, therefore, we will examine aspects of uncertainty reduction associated with the other two questions of Stage 3: robustness analysis and boundary search for each of the three domains. Table 1 contains a summary of the facets to be examined in each of the domains.
Robustness analysis in the substantive domain has traditionally been referred to as external validity. Generally, researchers will explore the robustness (or external validity) of their findings by assessing the extent to which a particular research finding will "generalize across" (Cook & Campbell, 1979) some designated population. Much of the literature on the external validity of a research finding has focused on one of the three aspects typically examined in the substantive domain; that is, the type of subject used in the research studies (e.g., college students vs. "real" people). Sometimes this debate seems to hinge on the question of which type of sample is the proper kind on which research findings are to be built. What seems more cogent to us, is not which type of group is used in any one study, but rather that different samples are used in different studies so that we can examine the robustness of research findings across variations in that facet. When findings gathered on different types of respondents converge, the uncertainty associated with those research findings is reduced.

A second facet within the substantive domain on which robustness is frequently assessed is variations across sets of events or behaviors. Generally, researchers are interested in explaining some range of events. To do this, the researcher needs to examine the full range of events that are purported to be explained by sampling different sets of events from the substantive domain and determining the similarity of findings across the different studies. For instance, theories of decision making (e.g., Fishbein & Ajzen, 1975; Jaccard, Knox & Brinberg, 1979) purport to explain
a wide range of decisions. The robustness of each theory can be assessed by examining different classes of decisions. The uncertainty associated with a particular theory is reduced to the extent that similar findings occur across studies involving different classes of decisions.

A third facet within the substantive domain about which robustness is frequently explored concerns the spatial and temporal context surrounding the event. Researchers examining the person by situation interaction (e.g., Endler & Magnussen, 1976) suggest that the context within which an event occurs modifies its meaning. To reduce the uncertainty associated with a finding, the researcher can assess its robustness by sampling events and phenomena from the substantive domain such that they vary systematically with respect to the context in which the events occur.

In addition, the temporal context in which an event or phenomenon is observed may influence the empirical findings. For instance, researchers (e.g., Kahle & Berman, 1979) using cross-lagged analysis techniques to study the relation between attitudes and behaviors need to be concerned about the robustness of their findings across different time periods. If a similar causal direction of a relation (e.g., attitude X causes behavior Y) is found for a wide variety time periods, the researchers will have reduced some uncertainty concerning the nature of the empirical finding.

To summarize, research exploring the robustness of findings across the elements (i.e., events) and relations (i.e. phenomenon) from the substantive domain has focused mainly on three facets: (a) the sample of respondents in the study, (b) the range of events/phenomena to which the finding is applied and (c) the physical and temporal context surrounding the event/phenomenon. These are only three of the many facets relevant to ecological validity.
Boundary search is an alternative to robustness analysis and also can be used to reduce the uncertainty associated with a set of findings i.e., when the researcher is able to confidently disconfirm a finding by testing it under conditions for which it is expected not to hold. Runkel & McGrath (1972) point out that knowledge is a knowledge of differences. A finding that is unbounded provides no useful information since no distinctions are made. For a finding to be useful, a researcher needs to identify not only its scope but also its limits. Lynch (1982) discusses such boundary search as attempts to identify background factors that interact with a finding. By incorporating these background factors into a more complex statement of the empirical finding, a researcher reduces uncertainty by articulating both the scope and boundaries, (i.e., those conditions under which a finding should or should not occur). Only when all boundaries have been specified can a researcher be completely confident in the knowledge acquired (that is, have reduced uncertainty completely).

Regarding respondents, a researcher can try to identify those types of respondents for whom a particular finding does not hold. For instance, Jaccard, Knox & Brinberg (1979) used a subjective probability model to predict voting behavior of both highly educated and poorly educated respondents. The model predicted the behavior of the highly educated respondents more effectively than it did for the poorly educated group. Those authors, thereby, have identified one limit or boundary of the findings of their model, which suggests that future work should consider the influence of education level and related attributes on the models predictions.

Similarly, the researcher can try to identify the range of events (behaviors) over which a research finding does or does not hold. Consumer
behavior researchers, for instance, (e.g., Engel & Blackwell, 1982) have distinguished between low-involvement and high-involvement decisions. Apparently, different decision processes occur for these two types of decisions. Given this information, a researcher can now specify the type of decisions that can and cannot be accurately predicted from a given model; thus, reducing the uncertainty associated with the findings.

The researcher also needs to determine the boundaries of the spatial and temporal context beyond which a finding will not hold. Cronbach (1975) discussed such a boundary search of the context facet when he illustrated the influence of higher-order interactions. Specifically, he analyzed a situation in which a certain dose of a sedative was effective for 30 minutes in one context (i.e., certain type of wood chip was used for the animal's bedding) and only 15 minutes in another context (i.e., a different set of wood chips). Identifying such an interaction amounts to specifying a context boundary and, thereby, serves to reduce the uncertainty associated with the effect of drug dosage.

In the substantive domain, knowledge can be acquired by identifying the boundaries associated with variations along each of many facets (e.g., respondents, events and contexts). Simply determining the robustness or scope of a finding is not sufficient; the limits of the finding also must be identified. The ecological validity of a finding can be assessed by conducting robustness analysis and boundary search; that is, by establishing the scope and limits of the findings.

Searching for Validity in the Methodological Domain.

In the previous discussion of ecological validity, we assumed that both the methods and the concepts associated with a finding were held constant and that only elements and relations selected from the substantive
domain were allowed to vary. But in addition to determining the robustness and boundaries of findings with respect to the substantive domain, a researcher needs to assess the robustness and boundaries (the scope and limits) of the finding with respect to various facets of the methodological domain.

Robustness analysis in the methodological domain has traditionally been thought of as assessing "method variance." When examining this issue, researchers typically select different measurement techniques (e.g., different tests of the same trait) and use some variant of the multitrait-multimethod paradigm to determine the extent of method variance. That is, they attempt to assess the robustness of a research finding across different measures intended to measure the same constructs.

Robustness with regard to several aspects of measures need to be considered. One is obtrusiveness, i.e., the extent to which a measure interacts with an event. Another is the set of assumptions inherent in a measure. For instance, when using a non-disguised, self-report measure (e.g., a semantic differential scale), a researcher assumes the subject is both able and willing to report some cognitive or affective state. Several researchers, however, have questioned the ability of respondents to report cognitive states (e.g., Nisbett & Wilson, 1977) and whether a subject's response is equivalent to the psychological representation of this response (Anderson, 1974). Furthermore, subjects may be unwilling to provide an accurate response if they feel it is a socially undesirable (e.g., Crowne & Marlowe, 1964) or if they feel it would put them in an unfavorable light (e.g., Rosenberg, 1969).

The robustness of a research finding with regard to the features of measures can be assessed by comparing a set of findings that differ in
those features. For instance, if researchers are concerned that respondents may give socially desirable responses, they may want to use both a non-disguised (e.g., semantic differential) and a disguised (e.g., bogus pipeline) measurement method. If the different methods yield similar findings, the uncertainty associated with the finding is reduced.

Researchers also need to consider robustness with respect to research designs and research strategies. Runkel & McGrath (1972) describe eight classes of strategies that vary in terms of the degree to which they offer a mix of realism, precision and generalizability. If the evidence on a research problem all comes from only one strategy, there is uncertainty concerning the extent to which the findings are artifacts or features of that strategy. This uncertainty can be reduced if researchers use different strategies and their findings converge across those studies. As with the debate over what type of respondents would be "best" for research, there has been much debate as to the relative merits of laboratory vs. field studies. We would argue, instead, that no strategy is flawless and only through the use of multiple strategies will the uncertainty associated with a set of findings be reduced.

Robustness analysis also may be conducted with regard to research designs. For instance, between-subject vs. within-subject factorial designs may result in different findings because the two types of designs involve different assumptions. Greenwald (1976) has discussed the assumptions associated with these two types of designs and how these may influence results. For example, the findings associated with the just world (Lerner & Miller, 1978) have typically been examined by using a between-subject factorial design. The standard effect (i.e., denigration of positively evaluated victim) may simply be an artifact of the between-
subject design because the respondent does not view all levels of the
victim factor. To avoid this potential confound, a researcher could ex-
plore the robustness of the finding across different types of designs.

To summarize, research exploring the robustness of a set of findings
across the elements (i.e., measures) and relations (i.e., designs,
strategies) from the methodological domain has focused mainly on three
facets: (a) the measures, (b) the research strategy and (c) the research
design. These are only three of the many facets relevant to methodological
validity.

The other side of the robustness question here, as in the substantive
domain, is the attempt to identify the range of measures, strategies, and
designs beyond which a finding will not hold. Often, such information is
regarded as "negative information." We would argue, rather, that informa-
tion about limits is as "positive" as information about scope, in the
sense that it helps us reduce uncertainty about the research finding being
examined.

For the facet of measures (i.e., elements from the methodological
domain), a researcher can acquire knowledge by identifying those classes
of measures over which a finding does not hold. For instance, suppose a
finding does not hold for both disguised and non-disguised measurement
techniques. One possible reaction is to point out the limitations of the
particular method for which the finding did not hold. An alternative reac-
tion would be to explore what basic features differentiate these two mea-
urement instruments (e.g., the social desirability of the response) and
to incorporate that information as part of the (now elaborated) research
finding. To the extent that a researcher is confident with regard to the properties of the measures, differences in findings that do occur may provide insights concerning the limits or boundaries of that finding. To treat differences in findings merely as artifacts of the different measures is to ignore potentially useful (i.e., uncertainty reducing) information.

The same point of view concerning the boundary search of measures also applies to research strategies. For instance, if a finding from the lab does not replicate in a field setting, a researcher has acquired useful information about the limits (boundaries) of the findings. A good example of the use of this type of information is Hovland and his associates (1949) discussion of lab vs. field results for attitude change research.

For the facet of research design, uncertainty can be reduced when a researcher is able to specify the types of designs that will lead to a particular pattern of findings. If the findings from two different types of designs (e.g., between vs. within subject factorial design) are predictably different, the researcher can incorporate this as useful information that will modify the finding (e.g., carry-over effects, range effects). For instance, Grice & Hunter (1964) showed that quite different results were obtained in simple reaction time data for eyelid conditioning when within subject and between subject designs were used. These results specify one of the limits of the finding; thus, reducing uncertainty.

For these facets of the methodological domain -- measures, strategies, and research designs -- uncertainty is reduced when the researcher is able to specify the conditions under which a finding would not hold. Treating differences in the findings using different methods as
a methodological artifact ignores information that may potentially reduce uncertainty.

The methodological validity of a set of findings can be assessed by conducting robustness analyses and boundary search; that is, by establishing the scope and limits of the findings. This can be accomplished using many aspects of the methodological domain, including measures, designs, and strategies.

**Searching for Explanatory Validity in the Conceptual Domain**

As researchers, we are interested in conceptual models that uniquely and adequately account for some set of findings. A researcher needs to assess whether other concepts or models could account for the empirical findings equally or more effectively than do the original ones, and to explore what functional form of the relations (e.g., linear, non-linear, asymmetric, recursive) best describes the relations among the concepts.

The researcher can attack these questions by comparing the robustness and boundaries of different elements and relations selected from the conceptual domain. Specifically, a robustness analysis and boundary search will help indicate the extent to which the original model accurately and uniquely accounts for a set of findings, compared to alternative concepts and models, and the range of alternative concepts and models that would account for these findings equally well. Such an approach is consistent with Feyerabend's (1970) discussion of "theoretical pluralism;" that is, of the need to assess the meaningfulness of a model by competitively testing it against alternative models. In the case of robustness analysis in the conceptual domain, the researcher often wishes for the outcome to be a confident disconfirmation of the hypothesis that the original model is no more accurate than the alternatives.
Two facets are especially pertinent to assess the robustness of a set of findings with respect to the conceptual domain. One has to do with the form of the functional relations (linear, recursive, etc); the second has to do with whether the conceptual model is sufficient to account for the findings.

The robustness of the functional relations among a set of concepts may be assessed by contrasting the original relations (i.e., the model) with some specified set of alternatives. For instance, Campbell (1963) presented a model using a threshold function to relate attitudes and behavior, as an alternative to the linear relation typically tested. To the extent that the linear relation more accurately describes the attitude-behavior relationship, the threshold function may be rejected as an alternative model— or vice versa. Such an analysis reduces the uncertainty concerning the relationship between attitudes and behavior to the extent that it lets us eliminate one set of potential alternatives.

The sufficiency of a conceptual model may be assessed by comparing the original model with alternatives. Brinberg (1979) described this approach when comparing two models of decision making. Specifically, he compared the sufficiency of the Fishbein model relative to the Triandis model of decision making. In the prediction of behavior, Fishbein's model was found to be robust; that is, alternative formulations for predicting behavior were less accurate than the Fishbein model. In another research area, Birnbaum and Mellers (1979) postulated and found that a single factor model of stimulus recognition described more accurately the relations between affect and exposure than a two-factor model. In both examples, uncertainty was reduced because alternative models did not account for the findings as accurately as the original model.
To summarize, the robustness of a research finding across the elements (i.e., concepts) and relations (i.e., conceptual models) selected from the conceptual domain has focused mainly on two facets: (a) the functional relations among the elements and (b) the sufficiency of the conceptual model. The analysis of these facets is one aspect of explanatory validity, i.e., the extent to which the uncertainty concerning the elements and relations selected from the conceptual domain can be reduced.

The limits associated with the functional form among a set of concepts may be assessed by comparing the original formulation with alternative relations and determining which more accurately describes the set of finding. For instance, some researchers studying fear-arousing communications have postulated a linear relation between level of fear in the message and the amount of attitude change. An alternative formulation is an inverted U function relating the level of fear to the amount of attitude change. If the inverted U function more adequately describes the relations among the concepts, the limits associated with the linear function have been identified, i.e., the relationship between level of fear and attitude change is linear only under certain conditions. This finding reduces uncertainty because the researcher is better able to specify the conditions under which the particular functional forms will hold.

The limits associated with a conceptual model may be assessed by competitively testing this model against alternative formulations. For instance, Brinberg (1979) compared the Fishbein and Triandis model of decision making in their ability to predict a person's intention. The components of Fishbein's model were not sufficient to predict the particular intention (i.e., church attendance) suggesting some limits to the Fishbein theory. For instance, a researcher might infer from this finding that the
Triandis model is more effective in predicting decisions that have a moral component whereas the Fishbein model is more useful for "reasoned" actions. The limits identified by this model comparison do reduce the uncertainty associated with both Fishbein's and Triandis's models because the researcher can specify conditions under which each model will and will not predict better than some alternative.

In sum, the explanatory validity of a research finding can be assessed by conducting robustness analyses and boundary search; that is, by trying to establish the scope and limits of the findings. This assessment can be done with many aspects of the conceptual domain, including the functional relations among the concepts and the sufficiency of the conceptual model.

**Summary and Some Implications**

The goal of research in any scientific discipline is to acquire knowledge by the reduction of uncertainty in relation to the discipline's "findings." A Validity Network Schema, introduced by Brinberg & McGrath (1982) and elaborated and extended here, describes research as a three-stage process, whose outcome is some structured combinations of concepts, methods, and substantive events. In Stage 1, researchers develop, clarify, and select elements and relations from the three basic domains -- conceptual, methodological, and substantive. For this stage, the concept of validity takes on the meaning of value; only those elements and relations are used that are perceived by the researcher to be consistent with the prevailing norms of that scientific community and, therefore, as being worthwhile/useful/appropriate for use.
Stage 2, the research study proper, involves two steps. In step 1, the researcher combines elements and relations from two of the three domains to form an intermediate structure; in step 2, the researcher integrates that structure with the elements and relations from the third domain. With three domains, there are three paths by which this two step process can be carried out. For this stage, research takes on the meaning of correspondence or fit, i.e., the extent to which elements and relations from each of the domains correspond when combined.

Stage 3 of the research process involves the reduction of uncertainty associated with the findings of Stage 2 by exploring the range of respondents, events, contexts, methods, and concepts over which the Stage 2 results do and do not hold. It involves replication to determine whether the finding can be repeated when all conditions are intended to be the same. It also involves the exploration of the robustness and boundaries of the findings — that is, an attempt to establish the scope and limits of those findings — with respect to various facets of each of the three domains. In Stage 3, validity takes on the meaning of robustness and generalizability.

Our hope is that this paper will have contributed to the growing literature on validity issues and the research process in several specific ways. First, we hope this presentation of the Validity Network Schema, somewhat more elaborated with respect to Stage 3, will provide a useful framework for considering the very many terms and concepts within the general topic of validity. Second, we hope we have made the point, clearly and convincingly, that efforts to establish the external validity of a set of research findings always and necessarily involves both a search for the range/scope over which the findings do hold and a search for the boundary/
limits of conditions beyond which the findings do not hold. Finally, we hope we have intrigued some readers with some of our suggestions -- so that they will spend some time and thought on them and improve and extend what we have presented here.
References


Footnotes

1. The term researcher is used to refer to a particular scientific community. We do not mean to imply that a single researcher need conduct all types of research. For a discipline to reduce the uncertainty associated with a finding, however, the issues raised in this paper need to be considered.
Table 1
Summary of the Facets of Potential Sources of Ambiguity for a Research Finding

<table>
<thead>
<tr>
<th>Substantive</th>
<th>Methodological</th>
<th>Conceptual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respondents</td>
<td>Measures</td>
<td>Functional form</td>
</tr>
<tr>
<td>Events</td>
<td>Designs</td>
<td>among concepts</td>
</tr>
<tr>
<td>- Behaviors</td>
<td>Strategies</td>
<td>Sufficiency of</td>
</tr>
<tr>
<td>Contexts</td>
<td></td>
<td>model</td>
</tr>
<tr>
<td>- Spatial</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Temporal</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A. Implementing a design by using it on a set of substantive events
B. Testing a set of hypotheses by evaluating it with an appropriate set of methods
C. Explaining a set of observations by construing it in terms of a set of concepts

1. Ecological Validity
2. Methodological Validity
3. Explanatory Validity