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PREFACE

In spite of widespread interest in improving evaluation and policy analysis in the social sciences, there has been remarkably little study of the daily practice of these activities at state and federal levels. Further, much of the literature on evaluation and policy analysis has been written by university-based commentators who have an external perspective on governmental processes. The views by firing-line practitioners are often strikingly different from the descriptions provided by external observers. We believe it is crucial to understand the insiders' views of the daily practice of evaluation and policy analysis if they are to be improved.

In this volume we present discussions of the nature of evaluation and policy analysis in state departments of education. Eight of the ten chapters have been written by administrators and professional staff who worked in the research and evaluation units of state departments in California, Illinois, Michigan, Oregon, South Carolina, Virginia, Washington, and Wisconsin. Drawing from their own personal experiences, these authors describe the nature of evaluation and policy-making activities within state departments of education, focusing on the interaction between the two activities. They address such questions as:

- How does policy influence evaluation? For example: How does policy determine what is evaluated? Does policy somehow influence evaluation methods? How does policy influence the nature and organization of the evaluation unit? To what extent do policymakers call on evaluators to help them with their policy problems? What evaluation activities require policy information? What percentage of evaluators' time is devoted to policy questions?
How does evaluation influence policy? For example: To what extent is evaluation used in policymaking? In what ways do evaluation results influence policy deliberation? In what ways do evaluators initiate contact with policymakers? What policy problems require the use of evaluation information? How is evaluative information communicated to policymakers? What percentage of policymakers' time is devoted to addressing evaluation questions?

From these case reports there emerges a clearer picture of the programmatic, political, economic, and technological environment in which evaluation and policy analysis occur. The accounts included here portray evaluation and policy analysis as they are routinely performed rather than as external commentators think they ought to be conducted.

We hope that these insiders' views of state-level activities will increase understanding of actual practice and serve empirically to ground further attempts to improve the theory, methods, and practice of evaluation and policy analysis at the state level. This volume is timely because of the recent attempts by the new federal administration to re-position some of the resources and responsibility for evaluation, analysis, formation and implementation of policy at the state level. This volume is important because it (a) provides information on the critical interaction of evaluation and policy analysis at the state level, and (b) focuses on insiders' views of state level policy and evaluation rather than on external assessments. The volume is also noteworthy for its use of a novel self-portrayal in which practitioners prepare case reports which substantive specialists then analyze and comment upon.

Part I of this volume contains six reports by individuals who managed or worked within research and evaluation units in state departments of education in Virginia, Michigan, Washington, South Carolina, Wisconsin, and Oregon. Each author describes the nature and operation of his evaluation unit, emphasizing how policy influences evaluation and how evaluation influences policy within his setting. These reports provide inside views of the daily operation of policy and evaluation in state agencies as well as views of interagency and agency/public interactions.

In Part II, two substantive specialists provide integrative analyses and commentaries of the preceding six chapters. Thomas F. Green, a philosopher from Syracuse University who conducts federal-level policy analyses discusses the view of policy implicit in these state level reports. Nick L. Smith, an evaluation researcher from the Northwest Regional Educational Laboratory, integrates the six reports to describe the contextual forces which influence state level evaluation operations. These two chapters provide continuity and integrate the preceding reports, drawing the reader's attention to common elements and themes.

Having presented six intensive case descriptions of the interaction of policy and evaluation activities in Part I and then integrative analysis of these cases in Part II, the volume concludes in Part III with a look at the future of evaluation and policy analysis in state departments of education. Alex Law of the California State Department of Education summarizes his view of the nature of state agency operations and argues the need for innovative approaches to state level practice. In the final chapter, Norman
Stenzel of the Illinois Office of Education reports on a study of barriers to innovation in state-level policy and evaluation activities, summarizing the major impediments to the improvement of agency practice.

The material presented in this volume was developed as part of a programmatic effort to improve the conduct of evaluation through the study of practice and the development of new evaluation methods. The work was performed under the auspices of the Research on Evaluation Program of the Northwest Regional Educational Laboratory in Portland, Oregon. Supported by a multi-year contract from the National Institute of Education, the Research on Evaluation Program has been developing new evaluation methods for use principally in state education departments and local school districts. In order to improve evaluation methods, however, we need to understand the nature of the practice within which such methods are used. The papers included in this volume were therefore commissioned in order to learn more about evaluation and policy in state departments of education.

This volume brings together insiders’ views of the interaction of policy and evaluation at the state level, integrative analyses, and prospects for the future. We think it will be of use to evaluation practitioners, policy analysts, and administrators who interact with state-level operations as well as to students in these areas who are likely especially to value its portrayal and analysis of standard agency practice.

We happily acknowledge the support given the work in this volume. The program staff of the National Institute of Education which funded this work, especially Daniel Antonoplos and Charles Stalford, provided important encouragement and direction to our efforts. We also appreciate for the thoughtful guidance and suggestions provided by the Research on Evaluation Program’s National Advisory Panel:

Adrianne Bank, University of California, Los Angeles
Joan Bollenbacher, Cincinnati Public Schools (Retired)
Egon Guba, Indiana University
Vincent Madden, California State Department of Education
Jason Millman, Cornell University
Stacy Rockwood, New Orleans, Louisiana
Blaine Worthen, Utah State University

We gratefully acknowledge the excellent manuscript preparation skills of Vicky Kerr, who saw the volume through earlier revisions on our word processing system, and especially Judy Turnidge, who, as production manager for the book, supervised all phases of the book’s development and production. Her professional assistance was of immeasurable help. Our special thanks go to our wives, Denify and Karen, for their encouragement and support.

To these individuals and the many others who assisted in the successful completion of this work, we give our sincere thanks.

Nick L. Smith
Darrel N. Cavlley
Portland, Oregon
PART I.

The Interaction of Evaluation and Policy: Case Reports

The first six chapters of this volume were written by professional staff members of research and evaluation units within state departments of education in Virginia, Michigan, Washington, South Carolina, Wisconsin, and Oregon. Each author provides a short description of the administrative structure of his state department of education, including how the research and evaluation unit fits into this structure.

The major parts of the reports deal with how evaluation affects policy and how policy affects evaluation. Such questions as the following are addressed: How does policy determine what is evaluated? Does policy somehow influence evaluation methods? How does policy affect the nature and organization of an evaluation unit? To what extent is evaluation used in policy making? How is evaluative information communicated to policy makers?

The six chapters confirm that in many instances policy determines the course of evaluation and that evaluation affects policy. But there is not mutual impact—policy has a greater effect on evaluation than evaluation has on policy. Gerald Bracey (Virginia) mentions this in his paper: "Where (policy and evaluation) have been related, the relationship has generally been unidirectional, with policy having a significant bearing on evaluation, but not vice versa." The authors have used much more space in descriptions of the effect of policy on evaluation compared with their descriptions of the effect of evaluation on policy. From reading the chapters which follow, it is clear that the authors could readily give examples of policy affecting evaluation but not so readily give examples of evaluation affecting policy.

The six reports show that, as one might expect, evaluation is a politically inspired endeavor. Whenever an evaluation affects the future allocation of resources, hence a change in power relationships, it is a
political activity. The individual authors realize that the programs they evaluate are not only spawned by political forces but also have political consequences.

All authors have the problem of knowing what "policy" is. Gerald Bracey (Virginia) reviews the confusion surrounding the term "policy," searches for a definition of the term, but gives up the attempt. Green, whose paper appears in Part II, states that "there is probably no single definition of 'policy' adequate to capture the full range of ordinary usage." The reader should be aware that the use of the term "policy" is not consistent throughout the book.

All six chapters reflect the view of the state legislature as being an important policy-making body. The authors see the law as reflecting policy that affects the evaluation efforts of State Education Agency (SEA) evaluation units. The other strong policy-making body that has affected evaluation is the Federal government; most authors mention Title I legislation as significantly affecting evaluation in their state.

In describing their evaluation units and the functions of the units, the authors use a historical perspective, describing how legislation historically has influenced the nature of evaluation units and their work. What the research and evaluation units are today is largely a result of past legislation. Through the use of historical examples, these reports show that policy affects evaluation in two major ways. Policy determines not only what is to be evaluated, but it also shapes and dictates what evaluation methodology will be used.
CHAPTER 1
The Virginia Experience
Gerald W. Bracey

Judging from the literature I have read, evaluation and policy appear to have been only tangentially or occasionally related at either state, federal, or even local levels. Where they have been related, the relationship has generally been unidirectional with policy having a significant bearing on evaluation, but not vice versa. Explanations for this phenomenon vary. Fox (1977), reviewing 10 years of Teacher Corps evaluations, concluded that the problem lay primarily with the methods chosen. According to Fox the "standard experimental design" as defined by Astin and Panos (1971) was often used and was invariably inappropriate. Fox recommended to evaluators the "model" by Parlett and Hamilton (1976) described as "evaluation as illumination." Certainly evaluators have been misled by certain methods. However, in this case, I feel that a careful reading of Fox's paper leads one to conclude that the policy changes affecting the Teacher Corps would have taken place no matter what evaluation model had been chosen. Policy changes were determined by other factors and the outcomes of evaluations were simply irrelevant to such decisions. Indeed, House (1979), has argued that the Follow Through Program in particular and federal programs in general have been evaluated in such a way that the evaluations are bound to be narrow, trivial, and hence irrelevant. Many would argue, I among them, that the current Title I evaluations will be another case of a disfunction and disjunction between evaluation findings and policy changes.

All of this prologue is simply to document that the relationship between evaluation and policy has not been a happy one, at least as viewed from the perspective of the evaluators. Alkin and Daillak (1979) recently lamented:
There have been great hopes for evaluation, not only among evaluators themselves, but also among many other educators, elected officials and the public. Yet these hopes have dimmed. It was hoped that evaluation information would help planners, administrators and policy makers both by improving individual programs and by aiding in choices among programs. The reality we are told by almost all observers, is that evaluation has had little influence on educational decision making, and evaluation information is largely ignored (p. 41).

Although most evaluators (and even policy makers) reading that statement would probably give general assent, the statement by itself has several problems. It does not delineate types of evaluation or define policy. A necessary first step in understanding the role between "evaluation" and "policy" in the Virginia Department of Education or anywhere else is to define both evaluation and policy.

At one level any decision that determines policy is based in part on information that could be called evaluative. However, such information could be (and often is) derived largely from personal experience. Phippo (1978), reported that 80% of all legislation introduced with respect to Minimum Competency Testing Programs resulted from the immediate experience of a legislator with either his own family or that of neighbors or relatives. This datum alone should give some indication of the relative force of large evaluation projects on policy decisions. While these legislators are clearly evaluating information by using personal experiences as a source of evaluative information, such experiences do not constitute an adequate definition for evaluation for the purposes of this paper.2

For the purposes of this paper, "evaluation" or "evaluative information" will refer to any of the ten categories of studies classified by Webster and Stufflebeam (1978) as quasi-evaluation or true evaluation.3 While it would be fascinating to include a discussion of what those authors refer to as pseudo-evaluation—propagandistic studies designed to support predetermined policies—such discussion would be difficult as, by definition, the goals are predetermined and part of the relevant information is either not collected or deliberately concealed by the perpetrators of the study. Note that one of the ten categories itself is labeled "policy studies" which foreshadows what will become clear—that the relationship between the two concepts is sometimes intricate and simultaneously elusive.

If one can obtain a frame of reference for "evaluation" by noting a single synoptic paper, such is not the case with "policy." Attempts by the author to obtain concrete, short definitions of policy have failed. The general thrust of the answers has been "I can't define policy but I will know one when I see one." Dictionaries are no help and articles about policy provide little guidance because the word is used in so many contexts. It is endowed, as philosophers of science put it, with a great deal of "surplus meaning." Generally, people responding to the question, "What is Policy?" discuss an overall philosophy, ideology, or plan of action, sometimes with clear budgetary implications, sometimes without.

After a number of these discussions, I imagined a continuum running from broad-scoped statements of "policy" at one end to specific statements of administrative procedures at the other. I was, however, unable to determine any point along that continuum where policy clearly became
procedure or vice versa. Indeed, it will be seen during this chapter that one source of difficulty in relating policy and evaluation is a confusion among all the actors involved as to where policy ends and administration begins. A result of this confusion is that administrative procedures, best left as such, get elevated to the level of policy making, with a resultant territorial intrusion by one group on the other. Similarly, policies get enacted with no clear procedural implications. Almost any course of action can be restated as policy. "It is the policy of the United States to contain communism wherever it should appear." Few would argue that this is not a policy of the U. S. Government, but its procedural implications are by no means clear; the possible translatable strategies range from providing effective demonstrations of the superiority of a capitalist system, to providing assistance to any government promising to fight against communist activity in that country, to physical obliteration of all nations professing themselves to have communist governments.

In other cases to be discussed, it appears that policy statements often make an appearance to justify administrative procedures already in place. Unless, of course, those procedures themselves are under attack.

Finally, in some cases the policy statement is redundant with or a gratuitous addition to a procedure. The 1978-80 Standards of Quality for Public Schools in Virginia, to be discussed in detail below, illustrate such a case of redundancy. One part of one standard states, "It is the policy of the Commonwealth that the awarding of a high school diploma shall be based upon achievement." There follows the standard that puts into place Virginia's graduation competency testing program. The policy statement is unnecessary and is unattached in any causal way to the testing program. In recognition of this fact, some legislators unsuccessfully attempted to have the policy sentence removed before the standard was enacted into law.

It is comforting, if not illuminating, to note that others have struggled with definitions of policy issues and it is worthwhile to examine their struggles.

Berlak (1970) pointed out that evaluators needed to know whether they were operating in an area of programmatic impact or policy impact and act accordingly. For Berlak, a policy issue has four criterial attributes:

1. It directly or indirectly alters the power relationship between the citizens and the state.
2. It affects immediately or in the long run the status a person has and the power he can exercise within the social system.
3. It increases or decreases political or social tensions as a primary outcome.
4. It alters the self concept of the individual.

While not a model of clarity, nor in several instances easily amenable to empirical tests, these considerations are an improvement over the classical political definition of policy as the "application of reason and evidence to choose among program alternatives." Perhaps the best discussion of policy is by Mann (1975) who chooses, like Berlak, not to
define policy but to describe policy issues in education again in terms of criterial attributes. For Mann, policy issues have five characteristics.

1. Policy problems are public. This might at first seem unnecessary to state, as we are dealing with public education and hence all things are in public domain, but in fact they are not. Certain "policy" discussions revolve around what is the proper goal of public education. Which of the desired outcomes of childhood are the domain of the school and which are those of family and other institutions? Certainly much heat, if not light has been generated over where the responsibility of schools ends.

2. Policy problems have important consequences. They increase tensions among political groups and their resolution directly affects the lives of a large number of people or a small number of people in large ways.

3. Policy problems are complex. They have political, economic, moral dimensions which, of course, do not operate independently but interactively.

4. Policy problems involve large amounts of uncertainty. This almost follows from #3 above. If the state decides to allocate more funds to school districts with low scoring children in order to hire more teachers, what will be the outcome? Clearly this cannot be known in advance, although various "scenarios" can be depicted with greater or lesser sophistication.

5. Policy problems are viewed differently by those with different interests or ideologies. Again this appears trivial or at least axiomatic but it is important to state. If all people agree on what is to be done, then it is no longer a policy problem. And, in terms of this chapter, the fact that people disagree has direct bearing on how, when, or if evaluative information will be used.

Attribute five, even if axiomatic, is important to the thrust and tone of this chapter. I take it as axiomatic that readers will not be interested in the effect of evaluation on policy unless that evaluation contributes to the resolution of a policy issue.

THE STRUCTURAL CONTEXT

There are, fundamentally, three policy making agencies in Virginia in the area of education:

1. the Department of Education, a part of the executive branch of the government
2. the State Board of Education, appointed at the pleasure of the Governor and operating through the Department, but often quite independent of it

3. the legislature

Policy matters may originate with any of the three. Generally, any policy matter originated in the Department is brought before the Board for approval, and the Board, seeking to take a stance on a policy matter, may instruct the Department to provide the information necessary to make decisions.

I will show in some detail in the next section that most major policy issues either enter the arena via the constitutionally required "Standards of Quality for Public Schools," also to be discussed below, or such policy issues come to rest there. In general, the Standards of Quality (SOQ) are drafted each biennium by the Department staff, approved with revisions by the State Board and approved with further revisions by the legislature. The legislature enacts the SOQ into law. It is thus obvious that the legislature is the final arbiter of educational policies contained in the SOQ no matter where the policy originated (unless the entire act is vetoed by the Governor). Again, as I will discuss in both the Historical Context and the Case History sections of this chapter to follow, the legislature in recent years has been very active in resolving new policy issues and reacting to policy matters brought to them by the Board and the Department.

The Governor may, of course, independently formulate policy through his office or through those of the Secretary of Education or the Superintendent of Public Education. In recent years, where governors have acted independently, the target of their actions has been largely the domain of post-secondary education, not elementary or secondary public schooling. The Superintendent of Public Instruction and the members of the Board are all appointed by the Governor, subject to approval by the legislature. According to the constitution, the Superintendent's term is coincident with that of the appointing Governor. In fact, no Superintendent has gone out of office with the appointing Governor. It might be noted the Virginia governors may hold two four-year terms, but not successively. The nine members of the State Board are appointed for a four-year term and may succeed themselves once. Terms are staggered such that no more than one vacancy occurs at a time. In the several years that I have been with the Department, six of the nine members have been succeeded, although one of the six resigned due to the press of other duties as the mayor of a large city.

The entire current Board has been appointed by Republican Governors although approved by Democratically controlled legislatures. It is sometimes alleged that the differing views taken by the Board and the legislature on matters in recent years are a reflection of this differing partisanship affiliation. It is also alleged that the legislature fights some of its battles with Governors through the vehicle of overriding the Board. Not only is the truth of this statement not verifiable, the allegation is not readily apparent in public exchanges. I was told by several people in all seriousness that the differences produced by partisan affiliation would be obliterated by the communality engendered by Virginia's longstanding commitment to conservative tradition.
Finally, the media, especially the print media, have shown no reluctance to propose or react to policy issues relating to public education. This might be expected by the description of policy issues in the preceding section. As pertains to evaluation, the press has been particularly active in commenting on the results of state mandated testing programs and trends in test results both in the state and nation. As will be seen, testing has come to constitute the bulk of evaluative information about public schooling at the state level.

Figure 1 shows the structure of the Department of Education as of December 1979. Only those areas outside of the Director of Research, Evaluation and Testing which are also concerned in significant ways with evaluation are labelled. Both the components of the Division of Research, Evaluation and Testing (DRET) and the way in which information flows from it to other parts of the agency merit comment.

Figure 1. Structure of Virginia Department of Education as of December 1979 showing top echelons and location of programs concerned with evaluation.
It is an administrative regulation of the Superintendent that any information intended for the State Board must go through the Superintendent's office. While the previous Superintendent delegated much autonomy to the assistant superintendent for the flow of such information, the incumbent personally "signs off" on all such information. The importance of the quality of information flow from lower to upper levels in the hierarchy is manifest.

Similarly, it is a regulation that contacts between the Department, officially a part of the executive branch, and the legislature cannot be initiated by Department members. The Assistant Superintendent for Administrative Field Services serves as the official liaison between the Department and the legislature. Any information thought important to the legislature must be funneled through him. Legislators may contact members of the Department informally for information or request them to testify before the various committees and subcommittees of either house. A brief report of all such contacts initiated by legislators in this way must be filed with the Assistant Superintendent for Administrative Field Services.

Virginia's DRET contains several functions which might not be expected to be found in a so-named group and does not contain several other functions which one might expect it to have. Notably it has no responsibility for the evaluations of Title I, special education, or vocational education. While this leads to administrative awkwardness and some redundancy in efforts (children tested for Title I are retested under the state program, but the magnitude of any practice or regression effects is unknown) it has little real impact on policy at the state level. Most of the above mentioned programs are constrained in terms of evaluation by federal, not state policies. Virginia has a long history of discordant relations with Washington, D.C., and one often gets the impression that where federal funds are involved, the Department prefers that offices handling these tainted monies to be as autonomous as possible.

This general feeling does not hold true entirely, as witness the placement of the Title IV-C office with the DRET area. While arguments could be made for its being elsewhere (and until 1977 it was with the Special Assistant for Federal Programs), coupled with the Pilot Studies program, which is a state funded innovative R&D effort, its placement within the Program Development sphere and R&D unit also makes sense.

What is most noteworthy and important is that while there is a research staff designated as such and a testing staff designated as such, there is no evaluation staff designated as such. While accreditation falls into a valid category of evaluative information, the methods used in Virginia do not at the moment conform to the typical methods cited by Webster and Stufflebeam for these operations, notably self-study and team visits.

Accreditation is based largely on self-report on a questionnaire, augmented by site visits. There is a secondary school evaluation designation, with one person in this role who organizes those teams which make site visits following a period of self-study by the local agencies. There are recommendations made from these committees but there is no follow-up to determine if the recommendations have been acted on, and in
any case no sanctions are imposed if problems are noted but
recommendations are not followed. Virginia is one of few states which
separates the accreditation and evaluation process for schools; the
evaluation process is voluntary—it must be requested by the local
superintendent.

The structure of the DRET leaves little or no opportunity for what is
usually thought of a program evaluation. The research staff have skills
appropriate to such evaluation, but for the most part their energies are
devoted to either the periodic surveys that the department conducts or to
assisting the testing service with the myriad of programs which have been
mandated by the legislature in the past three years.

The lack of evaluation staff constrains the DRET in two ways: It must
either rely on the assistance of people from outside the division not well
trained in evaluative techniques or more likely, it must turn to an outside
agency such as a university, contracted for a particular task. While such
contracts have advantages as well as disadvantages, the chief
disadvantages are that university faculties are often not aware of the
information needs of the Department, try unsuccessfully to fit the problem
into the paradigm of academic research, and cannot be "on site" often
enough to render assistance at its most timely occasion.

THE HISTORICAL CONTEXT

As indicated in the previous section, the use of evaluation is affected
significantly by the structural context of policy making. It would be a
mistake, however, to view this context as static. Indeed the purpose of
this section is to treat that structural context as a dynamic, fluid one and
show how it has changed over the past decade. The primary means of
focusing on the historical changes will be by following the evolution of the
Standards of Quality for Public Schools in Virginia and the evolution of the
position of Director of Research, Evaluation and Testing as reflected, in
part, by changes in the job description for that position.

While any starting date for a "history" would be arbitrary, the year
1971 seems appropriate to demarcate a formal change in thinking about
education. By 1971, the policy of massive resistance to school integration
had in itself been largely abandoned. No issue had dominated public
education in Virginia quite the way that the ramifications from Brown vs.
The Board of Education had ("This will keep us in power for at least
twenty-five years," said one legislator in the 1950's, clearly seeing how
long the issue would be in the forefront), but in 1971 the debate revolved
not around whether, but how (i.e. through voluntary efforts or
court-ordered busing). More importantly, in 1971, the Commonwealth of
Virginia approved a new constitution for the state. A part of that
constitution reads as follows:

Standards of quality for the several school divisions shall be
determined and prescribed from time to time by the Board of
Education, subject to revision only by the General Assembly.
The General Assembly shall determine the manner in which funds are to be provided for the cost of maintaining an educational program meeting the prescribed standards of quality and shall provide for the apportionment of the cost of such program between the Commonwealth and the local units of government comprising such school divisions. Each unit of local government shall provide its portion of such costs by local taxes or from other available funds. ART/VIII #2.

The Standards of Quality (SOQ) have come in the last eight years to be the final resting place of all policy issues where some state agency is the initiator of policy. Almost all major policy matters have either begun with changes in the SOQ, or if begun elsewhere (as, say, a change in the standards for accrediting secondary schools), have eventually made their way into this document. Similarly, most of the debates over policy issues at the state level can be found reflected in the changes of the SOQ over time and in the manner in which they were changed by the respective bodies who write and rewrite them.

The original SOQ for 1972-74 were performance-oriented with a number of standards being expressed in quantified terms relating to outcomes for both schools and individuals. Most of these outcomes were countable and stated in terms of expected changes in the future. For example:

At least 45,000 five-year-old children in the State will be enrolled in kindergarten (26,500 in 1969-70).

Only one standard actually dealt with learner outcomes, and that standard, meaningless on its face, was to cause considerable controversy and lead to changes in the SOQ. This standard and the controversy it produced will be discussed as part of the illustrative case history presented below.

In 1973, the position of Director of Program Evaluation (later to become Director of Research, Evaluation and Testing), was created and carried, in part, the following job description:

1. to provide leadership in evaluating State objectives (purposes of education adopted by the State Board of Education), programs (including standards of quality), and student progress

2. to develop a training program for the State Department of Education staff and for school division personnel in translating state objectives into learner-oriented objectives, many of which should be measurable

3. to develop, with the assistance of consultants and a representative committee, the criteria needed by school divisions to evaluate their own programs, organization and procedures, reporting and progress—especially the progress in student learning
4. to assist schools and school divisions in making realistic evaluations and reports to the public

5. to encourage and assist institutions of higher learning to evaluate their programs for pre-service and in-service preparation of teachers

This broad, wide-ranging set of duties was never realized. The Program Evaluation staff consisted at first of only the Director and one other professional, and later a second professional staff member was added. One reason for this lack of support was that the Standards of Quality themselves were being revised substantially for the 1974-76 version in a way so as to downplay the need for evaluation. In this version, the performance standards which had led off the list of original standards were eliminated. The general goals of public education were stated and five modified performance standards were listed as "objectives" with the note that "school divisions may wish to establish additional specific objectives to receive priority during the biennium."

The bulk of the standards, listed as such, were ten prescriptive statements categorizable as "input" standards. They specified that schools were to provide kindergarten, special education, gifted and talented education, a certain number of professional staff for each certain number of students, etc.

This shift away from the outcomes of schooling back to the provision of goods and services—input—did not sit well with the legislature. According to persons I interviewed who were around at this time, the legislature felt that the intention of the SOQ section of the 1971 constitution had never been properly enacted by the State Board of Education. In any case, the 1974 session of the legislature, noting that there had been "discussion both within and without the General Assembly as to what is appropriate to be included in the Standards of Quality...", created a joint subcommittee to study the SOQ. Formed in September 1974, the committee delivered its final report in December, 1975, just before the General Assembly convened for its 1976 session.

The words of the report itself reveal as well as anything can, the scope and philosophy of the subcommittee's study:

Rather than confining its work only to the language of the standards, the joint subcommittee has sought to review comprehensively all aspects of publicly financed education in Virginia.

The outcome of this review, again in the words of the committee, was:

To a great extent, the Joint Subcommittee's revision [of the Standards of Quality] has been based on the concept that the quality of education is measured ultimately by what students have learned (output) rather than the quantity or quality of resources devoted to education (input). Whereas some standards must be oriented towards input, the greater emphasis should be, in the opinion of the Joint Subcommittee, on output.
Thus, very clearly and dramatically did the General Assembly, on adopting the SOQ, as revised by the Joint Subcommittee, change the thrust of educational policy away from the traditional goal of providing goods and services to measuring outcomes. In fact, many people outside of the General Assembly felt that the legislature had not revised the SOQ so much as they had actually rewritten them, thereby overstepping their constitutional powers. According to these same observers, the Board decided that any constitutional challenge could result, at best, in winning a battle but certainly losing the war; accordingly, no such challenge was made.

Two other quotes from the final report are worth noting because they set the stage for the introduction of two Standards which were indeed written, not revised, by the General Assembly. Continuing with its focus on outputs, the Joint Subcommittee concluded its introduction with a set of premises, the first two of which are as follows:

1. The basic purpose of the Standards of Quality is to establish minimum elementary and secondary educational goals that are to be met for each child (to the extent practicable) throughout the Commonwealth.

2. Standards established by the General Assembly should be oriented primarily towards products (objectives, outputs and goals) rather than processes (inputs and means), thereby creating a structure and environment for quality education.

To the best of my knowledge this is the first use of the word minimum in connection with the outcomes of public instruction in Virginia, and provides the basis for a wide ranging set of changes in the orientation of public education. With these premises in mind the General Assembly wrote the following standards:

Standard 1A. The General Assembly concludes that one of the fundamental goals of public education must be to enable each student to achieve, to the best of his or her ability, certain basic skills. Each school division shall, therefore, give the highest priority in its instructional program to developing the reading, communications and mathematics skills of all students, with concentrated effort in...grades one through...six. Remedial work shall begin for low achieving students upon identification of their needs.

Standard 1B. By September 1978, the Board of Education, in cooperation with the local school divisions, shall establish specific statewide minimum educational objectives in reading, communications and mathematics skills that should be achieved during the primary grades and during the intermediate grades.

And how was the General Assembly or the public to know if concentration was being focused on these basic learning skills and if individuals were to be receiving appropriate remedial work? By means of tests:
Standard 7A. By September 1978, each school division shall primarily utilize testing programs that will provide the individual teacher with information to help in assessing the educational needs of individual students.

Standard 7B. Beginning in September 1978, each school division shall annually administer uniform statewide tests developed by the Department of Education to measure the extent to which each student in that division has progressed during the last year in achieving the specific educational objectives that have been established under Standard 1B.

Standard 1 codifies a back-to-basics movement for Virginia. Standard 7 provides perhaps the most ambitious, comprehensive program of diagnostic testing in history. If, that is, the standards are to be taken at face value. And while certainly these standards, conceived entirely within the General Assembly, are not to be taken lightly—the objectives and commensurate testing program are at present in place—there is good reason to believe that the legislature was not fully aware of the implications of what it was doing. The committee had been advised primarily by one legislative aide, untrained in psychology or education. While that aide read a great deal of background research, and while the committee as a whole learned a great deal about testing, the final report of the Joint Subcommittee is a melange of the Zeitgeist, theory, errors and naivete. As paper after paper was delivered by the legislative aide to the committee, "We began," in the words of one committee member, "to conclude that he knew what he was talking about when in fact what was being created was legislation by inundation—we were simply inundated with papers about objectives and criterion-referenced tests and so forth."

The aide had indeed "discovered" criterion-referenced testing and proposed it as the only reasonable alternative to current testing practices. The following quote from the final report of the Joint Subcommittee is revealing of the errors and naivete alluded to above:

Far too much emphasis in testing has been placed on how a group of students (a classroom, school, division, or state) compares relative to a "norm" group. Relative rankings bear no direct relationship to an absolute level of academic competency.

Particularly with basic skills, knowledge is more absolute than relative. Thus, use of relative rankings or percentile scores masks any change in the absolute acquisition of skills or knowledge. The Educational Testing Service, which administers the College Entrance Examination has noted a steady decline over the last ten years in the absolute academic achievement of students taking its examination. "Norm referenced" tests do not show the decline that has actually taken place.

Such delightful confusion could be accepted if it did not accompany a document proposing a program that no one had yet accomplished—getting all or most teachers to use tests, and tests, as meaningful; not to say diagnostic, instruments!
The Department of Education’s involvement in this policy change was nearly nil. Indeed, the Department had been operating independently on its own initiative. The Director of Program Evaluation had convened in 1975 a State Testing Committee made up of Local Education Agency (LEA), State Education Agency (SEA), and Institutions of Higher Education (IHE) personnel to propose a comprehensive testing program for the state. Much, though not all, of their work was rendered moot by the actions of the legislature (the State Testing Committee did not make its final report until December 1976, some nine months after the action of the legislature). The Department apparently had no inkling of what the legislature was about to propose; the legislature, for its part, did not acknowledge the existence of the State Testing Committee.

The effect of the new SOQ for 1976-78 was to strengthen an equation that had been in the making for the preceding two years. That equation was simply evaluation = testing.

The new SOQ were passed in March of 1976, the Director of Program Evaluation resigned in August and the position remained vacant for nine months. When it was advertised again, the job description had changed considerably. Now called the Director of Program Evaluation and Testing, the new ad specified a person to provide:

Leadership in developing a program for measuring individual student attainment of basic skills; developing a program for assessing student achievement; coordinating the work of staff members in developing, administering, and interpreting the statewide testing program; and developing and administering the testing program budget.


It is quite possible that all testing except that prescribed by the new SOQ would have gone by the boards in 1976 had not Virginia’s intermittent policy making body, the press, jumped into the fray. In both articles and editorials, newspapers, particularly those in Richmond, the State Capitol, argued that the elimination of norm-referenced tests (NRTs) would lead to chaos as it had in other states. California was cited as a state which had changed tests so often that no one knew where the state was, what the anchor for scores was. The NRTs were kept.

A CASE STUDY: THE EVOLUTION OF VIRGINIA’S GRADUATION COMPETENCY TESTING PROGRAM

If the history of the Standards of Quality provides a general framework for the evolution of the equation "testing = evaluation," the history of Virginia’s movements in the area of "minimum competency testing" provides a concrete example of that equation in action as well as how policy decisions are made and how programmatic decisions get elevated to policy levels.

In a period of two and a half years, Virginia moved from having no competency requirements at all, through a stage of having an "Oregon plan" with localities having latitude, to having a uniform statewide graduation competency testing program.
In 1976, acting to head off a legislative mandate and in reaction to "the handwriting on the wall," the State Department through the State Board proposed that a set of competency requirements be added to the standards for accrediting secondary schools. While some evaluative information was considered—test score declines as reported by the Educational Testing Service (ETS) and the National Assessment of Educational Progress (NAEP) and fluctuations in the results of the State Assessment Program—there is no evidence that the decision to add competency requirements was significantly influenced by these results.

The requirements dealt with computation, communication, social studies and ability to successfully pursue post-secondary experiences either in the marketplace or in higher education. The first three were adopted almost verbatim from a publication of the National Association of Secondary School Principals (NASSP) entitled This We Believe. The fourth area was derived from the goals of public education as stated in the Standards of Quality.

In considering to whom this new requirement should apply first, the Department and the Board were guided largely by an intuitive sense of fair play. The Department and the Board felt that the children to be affected should have ample warning before hitting the barrier. In terms of the course of schooling, it made sense that the requirement could justly be imposed on those children who were about to enter the ninth grade. They would know about the requirement ahead of any high school years and have the full four years to meet the requirement.

The plan adopted was referred to as the "Oregon plan" although it differed significantly from the Oregon program in one respect: While Oregon allowed local divisions to establish the competency areas the State of Virginia specified them. However, as in Oregon, the determination of how to assess competency and how much of any competency constituted enough was left up to the localities.

The localities, with little input into this requirement, gave the action mixed reviews and treated it with mixed reactions. Some divisions already had a similar requirement and essentially ignored the Board's action. Other divisions took the new requirement seriously and began to plan in various ways to meet it. The most common form of planning was to develop or purchase a test.

Almost immediately a large number of local divisions began to lobby the Board, the Department, and various legislators to move the competency assessment program to a statewide level. Some lobbying efforts derived from legitimate concerns, some did not. Many divisions in Virginia are small and lack the staff or money to develop or even purchase assessment devices in four areas. Others, it appeared, simply did not want the bother of the development process and some, seeing a fertile lode of future litigation, preferred that the state and not they be hauled into court. The pressures for statewide assessment of the competency areas grew during the fall of 1977 while legislative committees were meeting.

When the legislature met in early 1978, an addition was proposed to the testing and measurement standard created by the legislature in 1976. As originally written, the 1978 standard would have required tests to be used both for graduation and for promotion from grade to grade. This standard was debated hotly over a period of two months, but no member of the Research, Evaluation and Testing staff was called on to provide any
kind of testimony about the wisdom of the standard. And, unlike the original testing and measurement standard which had been preceded by a year-long, if somewhat flawed study, no such study was conducted prior to the introduction of this new standard.

The addition of a standard calling for a statewide graduation test was really no surprise, as the local superintendents had gone on record as favoring it. Calling for the use of tests to determine promotion, however, was something of a shock. On what evaluative information was this statute proposed? One cannot be certain because of the lack of contact between the Testing Staff and the legislature, but it is reasonable to assume that the legislature was responding to what had become known as the "Greensville Experiment." To understand the Greensville Experiment and its power requires a digression, but it is an illuminative one.

The original Standards of Quality had called for a division's achievement level to match its ability level, both levels being determined by NRTs. While most divisions had close correspondences between the two tests, Greensville County did not—the achievement level was well below the "ability." Based on these results, the State board singled out for public censure the County of Greensville as failing to meet the Board's Standards. Greensville's response was to retain about 67 percent of the fourth graders and high percentages in grades 1, 2, and 3. All those who did not achieve at a certain level on the NRT were retained. While this caused a short-term furor within the county, the superintendent was able to build public support for the program which involved more than simple retention based on test scores. Greensville's superintendent presented the program as offering low achieving children "more time to learn" and was able to convince a substantial portion of the population that it had this benign intent, thereby removing most of the usual stigma associated with "flunking." The superintendent was able to convince the majority of his constituents that it would be unfair to promote the children who had not achieved a certain level on the tests; that it would in fact be more humane to allow them more time to learn these skills by repeating the grade than to go on and encounter even more difficult subject matters in higher grades. By 1977 favorable reports on Greensville had been written in various state newspapers, Time magazine, and shown in prime time on two of the three commercial television networks. Greensville's program is complex and difficult to evaluate partly because of inadequate baseline data and partly because the need for administrative decisions which outstrip researchers' ability to gather data. Greensville is a small division with essentially a three-person central office. One can scarcely fault them for not being research oriented, for operating with an administrative style of deciding what needs to be done on the basis of the collective wisdom of the office and the school board and doing it. However, the general public and some legislators had gotten a simplistic notion of the program that said essentially, if you fail kids, scores go up. The fact that those children with low scores were being retained and that this selectivity alone would make scores appear to increase was not a part of this simplistic conception. Part, but only part, of what Greensville County had done was to test third graders locally and retain those scoring below a certain level. Thus when the succeeding fourth graders took the state required test at that grade, the fourth grade scores appeared to rise dramatically. Other increases occurred in other grades.
By the school year of 1977, however, the children retained in the lower grades for one or more years were now 14 years old. They were also, in many cases, in ungraded classes. However, for purposes of funding by the state the children had to be declared as either eighth graders or special education students. By declaring them as eighth graders they would be eligible for inter mural athletics and they were so declared. But being now eighth graders, they came under the law that required all eighth graders to take the state NRT. The result was that the scores that were apparently high, took an equally apparent nose dive. A legislative resolution commending the superintendent of Greensville for his efforts was tabled and the promotion-by-test section of the proposed new standard was deleted. Such is the relationship between test data and policy. The standard calling for a graduation test was retained, however, and in its final form read as follows:

It is the policy of the Commonwealth that the awarding of a high school diploma shall be based upon achievement. In order to receive a high school diploma from an accredited secondary school after January 1, 1981, students shall earn the number of units of credit prescribed by the Board of Education and attain minimum competencies prescribed by the Board of Education. Attainment of such competencies shall be demonstrated by means of a test prescribed by the Board of Education.

Certain characteristics of this policy statement and its concomitant action requirement stand out. The policy is in one sense extremely prescriptive in that a test is required. In another sense, the policy is extremely liberal in that no areas are defined for the testing. Under the letter of the law, the State Board is free to prescribe a test in the basic postures of hatha yoga. In one sense the policy is extremely vague in that it does not define test. And a number of people were concerned that because the standard referred to "a test" the Board was not free to prescribe different tests in more than one area.

Needless to say, hatha yoga is not a requirement for graduation, and test has been interpreted as four-choice multiple choice. The Board decided that they could require more than one test—reading and mathematics—and no legislator has complained that this violates either the letter or the spirit of the standard. That such concerns about wording could be raised and discussed with a semblance of seriousness is indicative of the sometimes fragile relationship among policy making bodies.

While the legislature altered the policy of how competency was to be demonstrated, it left the year when the statute became effective unchanged. The class of 1981 was (and is) under the gun. Again, no one from the Testing Staff of the Department was asked to testify concerning the effect of these policy and action changes. At this point, no litigation had been resolved in Florida, and McClung had only recently (1978) suggested that the length of phase-in time for such a program could be a source of litigation. The Department felt strongly, however, that the children to be affected should be tested as early as possible. Early testing would allow for remediation and to prevent any feeling that the rules of the game for getting a diploma had undergone a sudden and capricious change in the eleventh hour (or the eleventh grade). Accordingly, the
Department convened two committees of reading and mathematics experts for the purpose of reviewing tests in these areas and recommending to the Board which should be used.

It should be noted in passing that the calling of these committees reflected a long-standing Department policy. Whenever changes in educational programs are likely to have significant impact on local school divisions, committees representing different regions or different levels of organizational status, or both, will likely be convened to "evaluate" the change and advise the Department and Board. In my experience, such committees function substantively, not as window dressing.

The two committees consisted of teachers, supervisory staff, university faculty and representatives of various special interest organizations. Their charge was to review all tests that had been developed in Virginia under the "Oregon plan" years, as well as those tests that were coming onto the market from commercial publishers. Two tests were recommended to the Board and accepted by it in June, 1978.

With the tests chosen, another question arose: How much competency on these tests is enough? Where is the cut-score? This issue might seem at first to be too minor to constitute policy. On the other hand, it certainly meets all of the criteria for a policy issue as described by Mann and cited in the introduction to this chapter. It is a public problem, with important consequences, with political, economic and moral dimensions, involving a goodly amount of uncertainty and viewed very differently by different interests. In any case, the amount of heat generated by the debate elevated the decision to the policy level.

Most of us directly concerned with testing were largely in agreement with Gene Glass (1977) that cut-score decisions could not be based solely on technical considerations. We were, likewise, in agreement with Glass that:

For most skills and performances, one can reasonably imagine a continuum stretching from "absence of skill" to "conspicuous excellence." But it does not follow from the ability to recognize absence of the skill that one can recognize the highest level of skill below which the person will not be able to succeed (in life, at the next level of schooling, or in his chosen trade). Imagine that someone would dare to specify the highest level of reading performance below which no person could succeed in life as a parent. Counter examples could be supplied in abundance of persons whose reading performance is below the "minimal" level yet who are regarded as successful parents (pp. 237-261).

On the other hand, a cut-score was necessary and thus the search had to be confined to methods that would reduce arbitrariness in its bad sense of being capricious. Several methods were considered and that which seemed most congenial to us was the method proposed by Jaeger (1978). While openly judgmental, the procedure allows for judgments by various audiences and a series of iterations before reaching a final decision, which allows judges to change their minds based on new information. However, one of the cycles of the model requires that data from item field tests be provided to judges that they may know how many children actually answered a given item correctly. This cycle seems particularly important
in view of other similar models which operate without actual data and often lead to unrealistically high scores (e.g. procedures for validating the National Teacher's Examinations).

However, with the legislation enacted in March and testing scheduled for November, clearly no field test data was going to be forthcoming, and the two tests chosen had limited field testing, and none in Virginia. In June of 1978, the testing staff recommended that the setting of the cut-score be delayed until actual test results were back and that the results from the first administration be used in the Jaeger model where data were called for.

No action one way or another was taken on this recommendation for some months. In late August or early September the press became cognizant that no cut-score would be established until results were in, and in several cities allowed as how such a procedure would permit the scores to be "tampered with" to make the results both politically and economically acceptable to the "educationist establishment." In reaction to these allegations in the press, the State Board attempted at its September meeting to set a cut-score in the absence of any procedures. "Let's set a score and let the chips fall where they may," said the President of the Board. "We can always change the score if we need to." I and two other members of the department argued vehemently against this approach, and after several heated exchanges, won a month's delay to conduct some kind of study only by promising to provide a recommended score at the next Board meeting. During the month, seven groups of about 15 people each were convened in various divisions of the state at the invitation of the local superintendent of the division. The instructions to the superintendents were to pick people representing professional educators of all levels, and parents and other interested community members. Each item was examined in terms of its importance and then a global rating was obtained as to what would be a fair passing score. The range of scores was 35 to 85. When analyzed according to a lay-educator dichotomy, lay persons wanted a score around 75, educators around 70. The Department recommended 70, which was accepted by the Board.

It is worth noting that feelings among the testing staff were so high in opposition to this haphazard approach that others in the Department administration "absolved" us from any responsibility in the conduct of the modified, less-than-rigorous cut-score study. In retrospect, I feel that this cut-score was predetermined, that it was not likely to have been anything other than 70 (the judgment of the groups actually favored a score of 75 and had the testing staff been in charge of the recommendation, that would no doubt have been the recommended score; if the testing staff had conducted the study it is not clear where the cut-score would have fallen).

Again, in retrospect, it was good that the cut-score was in fact established before the test was given. Even though in the actual procedure political considerations and public relations considerations weighed more heavily than conceptual soundness, a technically sound study conducted before the test administration might have led to more "disruption and dislocation" in Glass' phrase, and a cut-score set after the test administration certainly would have maximized disruption and dislocation. This unfortunate outcome would have been determined by events surrounding the test administration that could not have been foreseen prior to that administration.

The competency testing program had been good copy for the media.
Both print and electronic media representatives had been keeping close tabs on events surrounding the competency program. When the test was actually administered, schools were deluged with reporters interviewing students for their reactions. The tests, said the students without exception, were "a piece of cake" and "an insult to my intelligence," etc. Apparently no reporter questioned whether or not this sample might be biased—that children who experienced difficulty would either steer clear of the cameras or be loath to admit hardship in the presence of peers sneering at the ease of the test. In at least one instance we obtained reports that only the "right" students were being aimed in the direction of the cameras by the school staff.

In addition, approximately a month after the test administration and before any results were received, sample items of both tests were released at a news conference. These items did little to convince the press that the test had been difficult, and one paper published the items with the first of a series of vitriolic editorials attacking the test as a farce and public education as a sham, bilking the public by permitting children to graduate knowing so little.

One can only imagine what would have happened in this charged atmosphere if the cut-score had been set after all this publicity. It is likely that any group charged with establishing a passing score would have felt obligated to set the score higher than what had been established prior to the administration. With the score set at 70, 8% of all white students and 33% of all black students failed the reading test. If the score had been, say, 80, these figures would have risen to 25% and 63%, respectively.

Before leaving this particular topic, it should be noted that while the data preferred by the testing staff could not be gathered, some information was gathered for use in establishing a cut-score. Some 100 people did render judgments about the appropriate cut-score. The extent to which this data influenced the cut-score or which it "improved the decision making process" is undeterminable. What is clear is that this is the type of information that will often have to be used in informing policy makers. Because of time pressures, political, economic and public relations considerations, it is likely that the need for a decision will usually outstrip the professionally desirable methods for collecting information. If evaluators are not simply going to take their marbles and go home (thereby rendering their contributions nil), they must learn to cope with and use less than "pure" data. The techniques for such coping and use and the criteria for evaluating the power of such data are by no means clear, although the exponential increase in evaluation methodologies—everything now seems to be a metaphor for evaluation—is testimony that evaluators are at least aware of the problems.

With a cut-score set, the tests given, the question now arose as to how to release the data. For many years test scores were not released, but in 1971, the State Board, reacting to both public pressures for such scores on a division-by-division basis and an opinion of the Attorney General, decided to make such release a matter of course. In spite of an attempt to defuse invidious comparisons among the divisions by emphasizing the desired match between "ability" and "achievement" (noted earlier), this practice did not sit well with many legislators, as noted in the statements from the Joint Subcommittee report. Nevertheless, the Board's decision was not challenged and the Department planned a release in this fashion for the
Graduation Tests. In addition, because of results already reported in Florida and North Carolina showing marked racial differences, it was decided to report the data analyzed by these two categories. The results were accompanied by a brief summary-interpretation prepared by the testing staff.

The racial differences in passing rates made big headlines around the state. In addition, a number of divisions that do not traditionally do well on the norm-referenced tests did very well on the Graduation Test, much better than neighboring divisions with similar NRT scores. This led in some instances to phone calls to the Department questioning the validity of the results for the high scoring divisions and in a few cases to open charges that some divisions had somehow cheated—had taught to the test, withheld certain percentages of their kids who should have been tested, etc.

Such accusations place the Department in a difficult position. It lacks the resources to administer the tests and certainly cannot verify the challenges of impropriety. The best that the Department can do is to prepare a narrative to defuse these kinds of attributions. However, this course has its own dangers. If the narrative is too long and makes too many points, the media accuse the Department of managing the data and ignore the narrative.

If the narrative contains information which the Department feels is important but which is complex—which cannot be dealt with in a few paragraphs or during a 60-second segment on the evening news—such a narrative is also likely to be ignored. For example, while the failure rate for blacks was four times that of whites statewide, this rate did not prevail in all divisions. Indeed, in a few divisions, blacks passed at a higher rate than whites, and an examination of those divisions where blacks performed well indicated that the results could not be a simple function of demographic variables, socio-economic status (SES) or anything simple. In all likelihood they reflect subtle program and extra-school variables. But subtlety has no place in the face of deadlines and short on-camera reports, although the variations discussed above were reported in the narrative.

The point of this discussion is that evaluators in possession of "public information" often have a difficult time getting that information to the public in usable form. The Department is often forced to do a "data dump" and hope for the best. Presentation of what the Department considers important is often viewed with suspicion as being that which the Department considers to be in its best interest.

I would note in conclusion, however, that, in fact, there is never really a "data dump" but only a method and format of reporting certain information to which the press and others have become accustomed. It has been noted by numerous philosophers of science that "data" should really be called "capta"—that nothing is given but rather is taken, captured. The problem for evaluators is to obtain acceptance for the kinds of capta they consider relevant, not simply those which may be relevant to the press.

POSSIBLE FUTURES FOR EVALUATIVE INFORMATION

In the preceding sections of this paper, we have seen that the influence of evaluation on policy in Virginia has been a very limited one, having been constrained by the structural context, as well as historical
events. The structural constraints were two-fold: an absence of evaluation staff and strictures on the flow of information which would make it difficult to get relevant information to those making policy decisions. The Zeitgeist has also constrained the influence of evaluation in two ways. People have not seen evaluation as particularly relevant or important to policy except in a negative way. Secondly, the spirit of the times says that, in fact, the evaluation data are already in: Test scores are declining, costs are going up, teachers cannot teach and the whole structure needs revamping. This aspect of the Zeitgeist clearly includes the general public, as can be seen in the annual Gallup polls on public opinion of education, as well as the policy makers, as can be seen from the number of legislated educational programs.

In Virginia, one senses, though it is difficult to demonstrate with "hard" evidence, a punitive, Calvinistic attitude towards the schools. The schools have failed to control the natural depravation of mankind and must be punished for their shortcoming. It is never phrased that way, of course, but the behavior speaks louder than the words. I have often been asked by people outside of Virginia what remedial programs the state is providing for those who fail the Graduation Competency Test. My answer is none, there is no money for remedial programs. When the same enquirers have asked, "Isn't this not a little unfair," my reply is this: Many who could provide funding believe that if the schools were doing their job there wouldn't be anyone failing the test and so no additional money will be forthcoming to assist what should be done anyway. Not all policy makers feel this way, but enough do to prevent any sums being appropriated for such programs or for legislation being introduced to provide money.9

Similarly, the Standards of Quality can be assessed in terms of their per-pupil cost. That is, how much money on the average does it cost to provide the programs required by the Standards of Quality. According to data collected at the local level and state level, the standards have consistently required more money than the legislature has appropriated for them. This failure to appropriate actual costs for constitutionally required standards, largely written by the legislature, reflects again a certain attitude of punitiveness towards public education.

As another instance of constraints on the use of evaluation at the state level in Virginia, let us consider a situation in no way unique to Virginia, but rather symptomatic of certain organizational structures. Evaluation, to be used properly, must take place in an atmosphere where there is some freedom to fail. If one is not doing pseudo-evaluations where the results are determined beforehand, one cannot guarantee the outcome of an evaluation. Such freedom does not exist in education and such freedom does not usually exist in bureaucratic structures competing with other such structures for money and power. Rich (1979) distinguishes two different ways of "avoiding risk" in organizations. For scientifically oriented academic researchers, reduction of risk consists of, and in the ideal requires, new information which may contradict earlier information. The goal is truth and the new information reduces the risk of being wrong. While I think Rich's description of academia's open arms acceptance of new information is self-serving and overstated,10 certainly there is more freedom to fail in academic settings.

Rich is more on target when he speaks of the Manager's Perspective of Risk Avoidance. Here risk relates to competition for scarce resources.
The manager in a bureaucracy is likely to ask how new information might be used to embarrass him or to place another agency in a more favorable light. Evaluation in this context does not have a "truth" orientation but a political one. Evaluation will be well received if it helps the organization and manager meet goals, minimize costs, and maximize gain. This means that evaluation, as customarily defined, has an uphill fight—it takes place in a value-laden political context. Education is in an area of competition for scarce resources and in an era of negative opinion towards its achievements. In such an area in such an era the cost of looking bad is too high to permit a scientifically detached perspective on evaluation.

Finally, the role of evaluation in Virginia is constrained because it has been narrowly defined, namely by test scores. It is safe to say that until test scores cease to be an area of concern, such potentially fruitful sources of evaluation as affective variables or process variables will be ignored. Similarly, until test scores per se become a nonissue, little will be done in the way of process or formative evaluation.

It would be easy after reading the above paragraphs to conclude that evaluation is unlikely to ever be usefully applied in Virginia through the Department of Education. Easy, but wrong. While events do not augur well, there are areas where imaginative and energetic use of data and lobbying by those interested in evaluation can produce results.

The present press for accountability in education is likely to increase. The problem for evaluators is to eliminate the equation of accountability with test scores and write a set of equations including many variables. While there is no guarantee that such a conceptual broadening can occur or be used properly, there is at least one area of accountability where it might. The focus on competency in Virginia has moved from students to teachers and while there is, yet, a test required for new teachers, all concerned recognized that such a test will not guarantee anything except the screening out of near-illiterates. There is a recognition that knowledge and competence are different and that competence is related to behavior. This is not a recognition well articulated yet, but it is there and the necessity to move towards assessing teacher performance would seem to at least open the door to a broader conceptualization of evaluation.

Similarly, evaluations could take policy issues and relate them to empirical research in such a way as to broaden perspectives and hopefully open the way for better utilization of information. For example, class size has been a policy issue in Virginia for some years. There has been a mandated reduction in class size as a part of the SOQ for some years. The mandate occurred without data. Now, Glass and Smith and others have provided some widely accepted research findings relating class size to both achievement (Glass and Smith, 1979) and affective outcomes (Smith and Glass, 1979). The key, it would seem, would be to identify those policy areas that already are issues and try and provide as much evaluation evidence as possible even if the evidence cannot be collected by the state department.

The job description for my position has undergone considerable revision from that given earlier and puts emphasis on evaluation. As noted before, however, this titular emphasis has not been backed up with a staff adequate to the job responsibilities.

Evaluation related information has come into prominence in recent years—even if it has not always been used properly. A decade ago, no one
in Virginia was particularly concerned about assessment. Now tests are everywhere. A thorough history of how test use grew in kudzu-fashion is beyond the scope of this paper, but such a history might provide some clues about how to build interest both in other means of assessing outcomes and assessing other outcomes.

Finally, those interested in evaluation must just keep pushing evaluation as an important and useful activity. In the two and one half years that I have been with the Department, workshops have been held both for persons in the field and in the Department on techniques of evaluating projects and proposals. Each time a new program activity is proposed, the question is asked (by me) how are you going to evaluate it? The extent to which this awareness building activity has been productive is not fully known, but there are encouraging signs that evaluation is being considered more as an integral part of programs from their inception. This is particularly true in formative evaluation where the information is used more as a guideline for further action than as summative judgment, and hence maximizes the risk avoidance necessary in a bureaucracy.

In conclusion, it should be noted that "evaluation" is also changing. A decade ago, evaluation was conceived largely in terms of the laboratory model of research described by Fox (1977). The inadequacy of this model has been widely recognized and there are now a plethora of papers drawing from fields other than psychology and education to prescribe techniques for educational and psychological evaluation. There has been, similarly, a recognition by many that evaluation does occur in an environment where power, prestige, and economics often have a higher value than "scientific rationality." The degree to which changes in evaluation will produce models more relevant to more audiences is not clear. The degree to which evaluators will be willing to participate in "impure" research, the point at which they will feel that their hands are too politically dirty is also unclear. One must hope that the activities of evaluators will produce a better match between policy and results than now exists, and work to that end.
FOOTNOTES

1 Cautionary note: While readers may experience difficulty with this chapter for a number of reasons solely the fault of the author, readers addicted to the words "implement" and "impact" will experience additional difficulties as these words occur nowhere in the text in either noun, verb, or adjective form.

2 While personal experience does not constitute "evaluation," an evaluator with an interest in influencing policy would be well advised to see that his information became a part of the "personal experience" of the policy maker. Constraints on evaluators doing this will be discussed later.

3 These categories are: objectives based studies, accountability studies, experimental research studies, testing programs, management information systems, accreditation/certification studies, policy studies, decision-oriented studies, consumer oriented studies, client-oriented studies, and connoisseur based studies. Although Stufflebeam and Webster present them as "types," the author does not presume them to be mutually exclusive.

4 These are phrases from Berlak and do not violate the promise of Footnote No. 1.

5 The Superintendent from 1975-78 was previously a local superintendent of the only division in the State that did not have a Title I program.

6 Virginia operates most of its programs on the basis of biennial plans.

7 There is some anecdotal evidence that some people did not really take the requirement "seriously" until after the first results of the later statewide tests were released in early 1979.

8 In fact, as phrased, the standard did not have any meaning. The interpretation given to the standard was that the average percentile rank for a division in achievement should be equal to or above its average percentile rank for ability.

9 After the first draft of this paper was written, a part of the 1980-82 Standards of Quality was changed to permit the hiring of extra personnel for eighth-graders scoring three or more years below grade level on the eighth-grade norm-referenced tests given annually. These children are known to be at some risk in terms of passing the Graduation Competency Test. The change thus has the effect of providing remedial assistance although it is not phrased that way. This kind of indirect use of evaluation information is becoming more common in Virginia.
The case of acupuncture vs. the American Medical Establishment comes immediately to mind. Rich's statement might be better phrased to the effect that new information is welcome in direct proportion to its potential for getting grants and publications for the receiver of the information. Resistance to change in the scientific community has been beautifully and amply documented in Thomas Kuhn's *The Structure of Scientific Revolutions.*
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The last fifteen years have been a period of transition in Michigan education. Historically, the governance of education was delegated to local boards of education. The State Constitution, statutes, and regulations tended to provide wide parameters for local programs and policy making. The Department of Education initiated little policy and was often criticized as a "do nothing" agency.

The early 1960s set the stage for change. Prior to 1964 the State Board of Education consisted of three members, plus the Superintendent of Public Instruction. The members, including the Superintendent, were elected at a biennial spring election. Since voter turnout at the spring election was usually small, educator organizations found it easy to influence the election of persons friendly to the concept of local control of education. The constitutional authority of the Superintendent was stated as "...shall have general supervision of public instruction in the state..." and, "...duties and compensation shall be prescribed by law." The explicit authority of the Board was, "...shall have general supervision of the state normal college and state normal schools, and the duties shall be prescribed by law." The State Superintendent and Board gave direction to a relatively small Department of about one hundred thirty professional and clerical employees. The authority was weak and the resources needed to govern a state educational system of over 700 school districts providing instruction to nearly two million students were inadequate. Thus, few policy initiatives emanated from the state to give direction to Michigan education.

The mid-sixties brought together several changes in thought, and several events in Michigan and the nation, to produce a different State Board and Department. The basic change was incorporated in a new State
Constitution adopted in 1964. It redefined the role of the State Board of Education, and changed the election process.

The 1964 Constitution established an eight-member board with candidates nominated at party conventions and elected at the regular fall biennial elections. Terms of office were made eight years. The membership of the Board was completely changed. A more subtle change than the election process and membership was the attitudes of the new members. They tended to have constituencies beyond education, to have social concerns beyond education, and to have political ambitions beyond the State Board of Education.

The new Constitution expanded the role and authority of the State Board of Education: The State Board duties to be, "leadership and general supervision over all public education, including adult education and instructional programs in state institutions, except as to institutions of higher education granting baccalaureate degrees, is vested in a state board of education. It shall serve as the general planning and coordinating body for all public education, including higher education, and shall advise the legislature as to the financial requirements in connection therewith." The persuasion of the Board was to develop a program of overall supervision of education and to initiate policies in keeping with their leadership mandate. The State Board was the policy board for the Department of Education. The State Superintendent was both the Chairperson of the Board and the Chief Administrative Officer of the Department. The Department of the past had to be changed to be responsive to the active role the Board wanted, and to the new world of education.

THE DEPARTMENT OF EDUCATION

The events of the time provided a setting. A collective bargaining statute was enacted, and old power structures were being altered. The courts increasingly entered into educational matters. Educational issues were often being identified and defined outside the educational community; there was a need for strong leadership in Michigan education.

The passage of the Elementary and Secondary Education Act in 1965 (ESEA) not only increased the Federal presence in education, it increased the role of state agencies in education. Most of the federal ESEA programs flowed program money through the state and provided administrative funds to the state. The resources available to the State Board and Superintendent were increasing and with it their ability to initiate policy was increasing.

As State Board members began to address their new responsibilities, an obvious question was posed, how "healthy" is Michigan education? Answering the question was more difficult than expected. Although the Department collected some financial and staffing data and issued a few statistical reports, virtually no evaluation activities existed. No effort was made to gather and analyze a broad range of information about the schools and districts of the state. Certainly there was no effort to identify inadequacies, inefficiencies, and inequities in the system. This paucity of information presented the policy makers a dilemma, a desire to provide the leadership for educational improvement, but no base of information about
what changes were needed most. There were beliefs that some districts supported education at a much higher level than others, that learning levels were disparate, and that the conditions for educating were vastly different throughout the state.

Members of the State Board were anxious to perform in their leadership role and were not willing to wait until the Department could develop an evaluation capability and produce the information they needed. Rather, the State Board, with support from the Legislature, contracted with Dr. J. Allan Thomas of the University of Chicago to do a thorough study of Michigan education. His charge was to gather together information on the system, to describe the system, and to offer recommendations for improvement. The study took eighteen months and culminated with a report issued in the fall, 1967. The report drew several conclusions, among them:

1. There is a great variation in the educational opportunities available to students in the State of Michigan (Thomas, 1968, p. 321) and


The report was well accepted and thoroughly read by those interested in Michigan education. The report was a good base from which to set a direction. The goals of the 1970s were to be greater equity and equality in Michigan education, and evaluation, in the broadest sense, was to provide the leverage for the changes.

INITIATING STATE ASSESSMENT

Acting on the recommendations of the "Thomas Study," the State Superintendent, Dr. Ira Polley, reorganized and enhanced the evaluation capabilities of the Department by creating the Bureau of Research within the Department. Staff for the new Bureau was hired from bright, recent Ph.D. graduates of universities like Chicago, Columbia, Illinois, Oregon, and Michigan. These persons not only brought new and different skills to the Department, but also the commitment to use these skills for educational improvement. Nearly as soon as the small staff of four or five were hired, they began to discuss the lack of reliable information about the status and progress of educational achievement in Michigan. This small group was familiar with, and intrigued by, the research and writings of such men as Benson, Fox, Holland, Coleman, Thomas, Levin, Bowles, and others (Kearney, 1970, p. 5). The group generally embraced the input-process-output research model used by many of these investigators and saw as important to the state agency the answer to the question: "What are the correlates of educational success?" (Wilbur, 1970). Thus, staff discussions led to the development of a paper which suggested a statewide assessment effort to determine the status and progress of basic skills achievement and factors related to it. The paper was shared with the State Superintendent who was very positive and asked for alternative strategies for implementing the idea.
As the Superintendent and staff were considering the statewide assessment of achievement, the State Board was looking for ways to get information on the quality of education in Michigan. They were interested in the accreditation function then being fulfilled by the University of Michigan. At its meeting of January 15, 1969, the Board discussed the accreditation process. It was obvious from information which came to the Board that taking over accreditation could not be easily accomplished... the University wanted to keep it. More importantly, the lack of any demonstrated relationship between accreditation and achievement was a major concern. Thus, when Dr. Polley introduced the assessment idea as an alternative, it was well accepted. Staff were asked to provide plans for a statewide assessment for the State Board's review. Proposals were placed before the Board in January, February, and April and were thoroughly discussed and revised. In April the Board passed a resolution which directed the State Superintendent to seek legislation that would provide the authority and funding needed to carry out an assessment in 1969-70, and to do long-range planning for a more comprehensive program. The Board emphasized that the basic skills assessment should also include information about the conditions under which the schools operated.

The legislature during the session had three other evaluation, assessment, or statewide testing bills introduced. In addition, the Governor's "Blue Ribbon" panel was about to recommend some kind of state assessment as part of the education reform package. While the task of getting the authority and funding for the assessment was not easy, the timing was right for approval. The State Superintendent was successful in gaining legislative support, and the assessment program was added to the Department appropriation bill for 1969.

The Governor signed the bill in August, 1969. The mandate was to administer a statewide assessment of the basic skills prior to January 31, 1970. Staff began immediately to plan for an assessment which would yield reliable data on reading, English usage, and mathematics skill levels for Michigan school districts and provide an indicator of the level of basic skills achievement among the districts so that the disparities could be described and policies considered to address the problem areas. For the first time the state agency would be gathering information about the levels of achievement in the school districts of the state. The State Board would have information about the system it was to supervise.

IMPLEMENTING STATE ASSESSMENT

The State Board in cooperation with the Legislature and Governor, had taken a major step by obtaining approval for a state assessment of the basic skills. However, before the first assessment was done in January, 1970, there was a changing of the guard. Ira Polley resigned as State Superintendent and was replaced by John W. Porter. In making this choice the Board made a commitment to a pro-active and highly visible role for evaluation. Porter brought a philosophical commitment to use of data in the management of the educational enterprise at both the state and local levels. To Porter, evaluation was critical to managers. He was to define educational evaluation as, "a process of obtaining, for decision making..."
purposes, information concerning educational activities," (Porter, 1972, p. 3) and emphasized his commitment by saying, "... we are committed to developing educational evaluation into a fruitful and productive exercise. We, in Michigan, are not content to treat evaluation as that useless exercise required from on high that takes time and pain to produce but which has very little significance for action." (Porter, 1972, p. 3) Porter, as State Superintendent during the 1970s, was to be the driving force behind state efforts in evaluation, and personally used the data provided to him.

Porter took office in October, 1969. The first state assessment was conducted the following January, 1970. The 1970 administration included the collection of data on student achievement as previously noted, but also included data on the socio-economic levels of the schools and district and general pupil attitudes. This was accomplished by administering a "General Information" questionnaire which contained twenty-six questions. Students responded to the questions anonymously. The purpose of the questionnaire was to provide the information needed to estimate the group socio-economic status, and the pupil attitudes toward self and school for each school and district. This was seen as necessary information to describe the conditions of education for the State Board, and for comparing group test results from year to year.

Some groups saw the questions in the "General Information" part of the assessment as unrelated to the purpose of assessment of the basic skills, and even worse, an invasion of personal privacy because of the questions asked as proxies for socio-economic status. The press picked up the complaints of educators and parents, and then legislators got into the debate. Department staff spent considerable time and effort explaining the need for these data, and defending their collection. Finally, as time passed and other issues arose, the controversy abated, but was to re-appear each year until the State Board in 1973 directed the State Superintendent to eliminate the socio-economic status (SES) feature. It was recognized that these data were valuable for the proper analysis of the basic skills assessment data, but it was just not politically viable to keep this instrument as part of the program. The policy decision to eliminate it was made on political rather than on technical grounds. At the same time the SES feature was eliminated, the questions used for constructing the attitude scales were eliminated because of technical deficiencies. Although these were corrected a year later, 1974, they were never reintroduced to the program.

Another controversy the first year was raised by legislators at the request of their constituents. They attacked one of the reading passages in the test because it was "a blatant attempt to inculcate anti-American and anti-free enterprise values in school children." The Department staff discussed these issues with the legislators and were able to avoid serious action against the assessment program. The compromise solution included changing the reading passage for the next year.

The time between passage of the assessment legislation and its first administration was only four months. The short timeline did not allow the development of the long-range plan for assessment. The lack of a plan produced uncertainty and distrust among local educators over the ultimate purposes and uses of the tests and the data they would yield. This opposition was further stimulated because the program was new, it was
championed by a new State Superintendent with whom they had little prior experience, and it was an intrusion by the state into local educational autonomy. The State Board and Department were seen as pushing out to exercise new authority and were using the assessment program as a vehicle. The program became the focal point of opposition.

The results of the first assessment were sent to local school districts without fanfare. There was some interest from the press in reporting "scores" of local districts, but the Department deferred requests to local districts, or were able to convince the media people not to report them.

The Department used the results for two major purposes, (1) analysis of the correlates of educational success, and (2) as one of the criteria to determine school district eligibility for state compensatory education funds. The analyses to identify correlates of school success confirmed other such studies; the correlations between mean achievement as measured by the test and percent minority students were about .50\textsuperscript{10} and achievement and mean socio-economic status of students were about .60.\textsuperscript{11} The analyses were disappointing because all other correlations between composite achievement and expenditures, staff training, salaries, size of district, etc., were less than .20.\textsuperscript{12} Again, the variables in control of the school managers were disappointing. The Department was to repeat the studies the next year with the same results, and then dropped such analyses from the program.

The second major state use of the results was as one of the criteria for determining school district eligibility for funds under the state compensatory education program. Eligibility for funds had previously been determined on the basis of socio-economic indicators (e.g., similar to the ESEA Title I use of aid to dependent children, family income, etc., as indicators). There was a strong feeling among Department staff led by John Porter that eligibility should be more directly determined by a measure of "educational deprivation," i.e., low basic skills achievement. A position paper which advocated the use of mean district scores on the state assessment as one of the criteria for eligibility was developed and was adopted by the State Board of Education. The idea was well received in the legislature, and the state compensatory education program (Chapter 3 of the State School Aid Act) was amended for 1971. The policy makers strongly believed the direct achievement measure was a better criterion for directing funds to alleviate low achievement problems. Later, Chapter 3 was amended to make results on the state assessment the sole criterion for district eligibility. Chapter 3 will be more thoroughly discussed in a later section of this chapter.

**STATE ASSESSMENT: LOCAL EDUCATOR REACTION**

The state assessment the first year had been authorized and funded through the Department budget bill. This was an expedient method, but only a temporary one. The "Governor's Task Force on Educational Reform" had reported the need for a continuing measure of pupil achievement. The Department staff developed a draft bill which provided continuing authority for the program. Staff were concurrently working on revisions to the state compensatory education legislation to include educational deprivation in the criteria. It was natural that the draft bill to authorize
state assessment as a permanent program would tie in compensatory programs. The draft bill with some minor changes was enacted as Act 38 of the Public Acts of 1970, and remains as the legal base for the program today. The legislation broadly states: "A statewide program of assessment of educational progress and remedial assistance in the basic skills of students in reading, mathematics, language arts and/or other general subject areas is established in the department of education..."13

The provisions then go on to give various elements of the program. Included are: establish achievement goals, provide information useful for allocation of state funds to equalize education opportunity, provide incentives to introduce programs to improve basic skills or attainments, and provide the public information on the school system. With this legislation, the state assessment had a definite mandate.

The assessment tests from 1970 were revised for use in the 1971 assessment. The tests were lengthened so that each fourth and seventh grade pupil would take a full test battery for reading, mechanics of written English, and mathematics. The tests would now yield scores reliable enough for reporting individual pupil scores, as well as aggregate scores at the school building and district levels, and a state report. The tests were administered throughout the state in January, 1971, along with the still controversial socio-economic status and attitude scales.

Before the test administration period was over, a group of local superintendents met to review this "new" state program of assessment. These discussions led to action by some thirty-eight of them. They ordered that the test answer sheets be held in the district and not sent to the scoring service. The press picked up the story and the state assessment became a big story...the program had visibility!

After two weeks of unsuccessful discussions where state officials tried to convince the superintendents to send in the answer sheets for scoring, the State Superintendent and the President of the State Board of Education sent a joint letter to local superintendents and board presidents.14 The letter cited "Act 38" authority for the assessments, directed the submission of answer sheets, threatened court action and offered to discuss the superintendents' concerns. The superintendents, though reluctant to comply, chose not to challenge the state authority further.

In the ensuing discussions, local superintendents raised several issues. The major issue was, of course, the intrusion of the state into local school affairs. Each of the seven or eight meetings between Department staff and superintendents began with this issue and required a rejustification of state assessment and the state authority. Other charges were made, such as, (1) the tests were invalid and did not correspond to the "Michigan Curriculum," much less the "unique" curricula of the many local districts; (2) the tests were ill constructed and unreliable; (3) the test information was no different than that already known from local testing; (4) local educators had no opportunity to participate in the planning of the state assessment program; and (5) reports of results would be made to the public. The criticisms were in part acknowledged by the staff and promises were made to be more responsive to the involvement and data needs of local educators. The technical issues, i.e., reliability and validity of the tests, were defended and final disposition of the charges were left to the publication of the technical reports.
After nearly seven months of monthly meetings, the superintendents, though still not satisfied, decided further discussions, were unnecessary. They would cooperate in the future, and the Department would form an advisory council to help form the future of state assessment.

**PUBLIC RELEASE OF RESULTS**

The promise had been made by Department officials in the first year of the program that the state would not release the "scores" of individual school districts. With this promise, local school officials felt secure with the new program and cooperated in the administration with a minimum of objection. Scores were reported directly to local school superintendents and to state officials.

In the second year, the press, and eventually legislators, made inquiry about the "scores" and were told they could not be released. This led to a confrontation. An influential legislator threatened to introduce legislation which would mandate the release of the state assessment data for schools and districts and would provide guidelines for the release. After discussions with the legislator, the Department policy on release of these data was changed and the basic skills assessment data were provided to the press and legislators. Even today, ten years later, the promise which couldn't be delivered, i.e., no public release of school or district results, is remembered by some superintendents.

The first release of results was made in response to individual requests. However, the interest was great and the State Superintendent decided to publish the results for all districts. The first to be published were the 1971 results. A compilation of data (assessment test results, staffing, financial, dropout, etc.) was made. A book was put together and released about a year after the test administration; ironically, the book had a red cover and the press conference for its release was on Valentine's Day, 1972.15 Superintendents had no love of the assessment, and saw no humor in this. The 1972 results were published in like form, the book being brown and the release was at Thanksgiving.16 The "thanks" of local school people was that this was the last book of all district results published by the state. The "heat" was too much and the Superintendent decided results from 1973 were to be released on request, but no compilation of all districts was released.

After 1973, rank ordering of school districts was not done. The tests were changed from norm referenced, which could be reported succinctly in standard scores and percentiles, to objective referenced, which were reported in proportion of pupils mastering each objective. Since there were over sixty objectives, the publication of even district level data for all districts was too burdensome. Assessment results were made available on request, and often were listed in the newspapers.

The public release of results was made even more necessary in 1977 when the State of Michigan enacted the Freedom of Information Act which required public agencies to make information available upon request.

The policies on release of assessment scores have been influenced by educators, legislators, public advocacy groups, and assessment technicians. The "pull and tug" to derive a policy involved the desire for widespread public disclosure on the one hand, and the fear of misinterpretation and misuse on the other. School people feared invidious comparisons of
schools, and judgments of school effectiveness based on a narrow set of measures. Public advocacy groups pressured for full disclosure and specialized reporting for subpopulations, e.g., racial-ethnic groups. Assessment technicians counseled caution in generalizing from the data and sought ways to provide better interpretive reports. Legislators, at first, wanted full disclosure, but have more recently pressed for recognition of the limitations of the data. In fact, the Legislature inserted a statement into the Department budget bill which prohibits the use of assessment as an evaluation of schools. The current policy of disclosure is to make results for a school or district available upon request, but to provide explanatory and interpretive materials along with it. The State Board in 1979 sponsored several workshops for local educators and the press. The Board's purpose was to assist local educators to work with the press to achieve full disclosure with responsible reporting. Also, the State Board adopted a policy which stated that assessment results were not appropriate to use in the evaluation of an individual teacher.

EVALUATION OF SCHOOLS

Tied closely to the public reporting issue are the issues of use of assessment results in making decisions. "How good is my school and district?" has always been the prime question of interest to citizens. Before state assessment, the judgments undoubtedly were made on criteria ranging from hearsay, to athletic teams, to the number of graduates getting scholarships, to any of numerous other factors. State assessment was of interest as a criterion for judging the worth of a school or district because it was reporting on how well pupils were learning. After all, schools existed to teach the basic skills and should be rated on how well this was accomplished. Newspapers reported scores and pointed to high scoring districts (mean of pupil scores in the district was used, and later the proportion of pupils who mastered more than 75% of the objectives tested) as "good," and the low scoring as "poor." Real estate agents, too, tried to use the scores, if it suited their purpose, to steer customers to buy in "good" districts.

The comparison of schools and districts on assessment scores alone concerned school administrators. They carried their dissatisfaction to key legislators as well as State Board members. Under pressure from the legislators, the Department initiated a large campaign to assist local educators in the proper and full reporting of results. Advocated were early reporting, and reporting in the context of other information about education, i.e., the financial, staffing, and other conditions of education. The idea was to put the assessment scores in a larger context to provide for a fuller understanding and a better "evaluation" of the schools than a simple judgment made on one set of test scores.

MAXIMIZE POLICY USE OR INSTRUCTIONAL USE

Initially (i.e., 1970-73) the state assessment program used norm referenced tests developed to Department specifications by a testing company using existing items. The primary purpose of the program was to
measure the status and progress of basic skills achievement in the state and its districts. These tests in reading, mathematics and mechanics of written English provided data for these purposes with a minimum of expense and testing time. An aggregate achievement "score" for the state in each area was computed, as was a "score" for each district in the state. Districts were easily ranked by percentiles, and districts in need of assistance were easily identified. State policy purposes were well served by the use of norm referenced tests.

Politically, though, there was discontent with the program. The discontent involved: (1) the use of the results to compare school districts, (2) the tests did not provide information useful to schools in instruction, and (3) the tests were not "Michigan tests" and Michigan educators had not been involved in creating them.

After the furor created by the superintendents in 1971, the State Superintendent decided to both be responsive to the issues raised about the norm tests, and to exercise state leadership in basic skills curricula for the state. It was decided to change from norm referenced to objective referenced tests for the state assessments. The decision would switch the emphasis to maximize the instructional and curriculum uses of the results, at the local level, rather than the policy use at the state level.

The State Superintendent met with each of the statewide curriculum organizations (i.e., mathematics, reading, science, social studies, health education, physical education, art, music) and challenged them to specify the basic expectations for their area. The basic expectations were, in general, defined as what every pupil should be able to do and should know at the end of grade 3, grade 6, and grade 9. These were to be "minimal expectations" for all pupils in Michigan schools and would be strongly advocated as the minimum curricula for all schools in the state. The curriculum organizations, after much discussion, all chose to respond and work with Department curriculum specialists to specify the "minimal expectations."

During late 1971 and early 1972 the curriculum specialists drafted the expectations. These were reviewed and, in some cases, revised by committees of generalists (i.e., teachers, principals, school board members, school administrators and parents). Finally, in 1972 the State Board adopted the first two sets of expectations or objectives. These were the reading and mathematics objectives which were to be used in the new state assessments.

The tests were constructed from the objectives. The Department engaged some local school districts to provide: (1) teachers to write test items, and (2) classrooms for test tryouts. The tests were to be written primarily by Michigan teachers based on Michigan produced objectives ... these were to be "Michigan tests." The Department also contracted with a testing company for support services to insure that the new tests would meet high technical standards.

The tests were completed and ready for use in the fall 1973. The test administration time was changed from January to September-October with the initiation of the objective referenced program. This was done because of the emphasis on instructional uses. The early administration allowed the return of results early so that individual pupil needs could be identified and teachers would have time during the school year to provide remediation, if needed. The reports would identify the objectives mastered, and those not
mastered. Mastery was defined as answering correctly at least four of the five test items for each of the forty mathematics and twenty-three of the reading objectives. The reports contained detailed information compared to the general information contained in the norm test reports. The detail of many scores made it more difficult to compare schools and districts on the basis of state assessment, but made the information more valuable to principals and teachers.

The State Board had used the state assessment program to exercise leadership in Michigan education. For the first time a common curriculum had been specified, albeit it was only a minimal level and was suggested rather than mandated. The minimum expectations, though, were to become useful in promoting equal educational opportunity initiatives in schools of the state.

**STATE LEVEL USES**

The change to objective referenced tests and the more detailed reports was responsive to local education criticisms. However, when the first reports were released, the press and state officials were confused by the many figures. They wanted to be able to tell whether or not schools were doing better than last year, and which were "good" and which were "poor" achieving schools. There was a demand for a simple summary type report. The State Superintendent asked for a single score.

The political pressure from State officials led to the development of a summary type report. The report was added in 1974 and was called the "proportions report." The report gave the percent of pupils mastering objectives in each of four categories (i.e., 0-24, 25-49, 50-74, 75-100 percent). The reports were in reading and mathematics and were produced for schools, districts, and the state. The fewer figures were more understandable and useful to laypersons and for state purposes.

The proportions reports were used to set criteria for identifying levels of needs in Michigan schools (e.g., schools with fewer than 50 percent of the pupils mastering 75 percent or more of the objectives were defined as high needs schools). The State Superintendent and staff directed special assistance to these schools in an effort to assist them to improve.

The assessment program reflected an action policy of the Department of Education to seek and use information to develop a concerted program for educational improvement. However, it was too general to provide information to assist in determining the success or effectiveness of specific program efforts. Thus, concurrent with the development of the assessment program, the evaluation program was also being developed.

**INITIATING PROGRAM EVALUATION**

As noted in an earlier section, the advent of extensive federal involvement in education, in particular, the Elementary and Secondary Education Act of 1965 (ESEA), provided a new impetus for State Education Agencies across the nation. In addition to creating an expanded role for State Education Agencies in educational program development and administration, ESEA demanded a more active role for State Education Agencies in evaluating those programs.
ESEA caught most state and local education agencies unprepared to undertake sophisticated and technically sound program evaluation. Federal officials were vague in providing direction and frequently suggested summative questions which needed response. These questions were usually descriptive as well as summative in nature. Beyond these basic descriptive questions, State Education Agencies were encouraged to develop evaluation capabilities and design evaluations to best meet the needs of state and local constituents.

In Michigan, as in most states, early evaluation efforts were aimed at meeting the summative evaluation requirements. The prevailing philosophy was that evaluation was a federal reporting requirement which had to be done in order to maintain eligibility for funds. These "reporting" activities were decentralized in the state agency as part of the overall responsibility of the persons who administered the programs. The evaluation results were seldom used (nor thought to be useful) in program administration or policy development.

The decentralized approach and the "required reporting" philosophy toward evaluation began to change in Michigan in 1969 with the creation of a Bureau of Research. With the establishment of a new Bureau came the direction for the new staff to begin conducting evaluation of the new federal programs, and to use some of the federal money to support these evaluations. This new commitment was further strengthened by the appointment of a new superintendent who, as noted earlier, believed that information provided by technically sound evaluations would lead to improved decisions regarding educational programs.

The early and active support by the State Superintendent resulted in a decision to begin recruitment and employment of a small number of specialized staff and to begin centralizing the function of evaluation. Evaluation staff were to be administratively independent of the personnel who were responsible for management of the programs to be evaluated. The new staff were asked to develop and implement a systematic approach to program evaluation.

In 1974, the State Superintendent emphasized his support of evaluation and put the full weight of his office behind the centralization of the evaluation functions in the evaluation program. A supportive policy statement was issued; portions of the statement follow.

It is my intent that all evaluation activities sponsored by the Department of Education be coordinated by staff with expertise in evaluation so as to maintain consistency in the evaluation efforts.17

After citing several negative aspects associated with decentralized evaluation efforts, the Superintendent's statement continued:

If evaluation is worth doing, it is worth doing well. Furthermore, program administrators should never evaluate their own programs. Therefore, effective immediately, I am asking each of you to ensure that the evaluations of your programs are coordinated through (the Evaluation Program) which is ... responsible for evaluation.18
The statement concluded by indicating actions which should be taken to receive approval for evaluation activities.

In 1977, the State Superintendent repeated his statement verbatim and added that he expected any items which included plans for evaluation, such as programmatic state plans, to include a statement of support from the evaluation staff before being submitted to the State Board of Education for approval.19

THE EVALUATION PROCESS

The goal of evaluation was to provide information to educational decision-makers so program improvements could be made. Staff were committed to the task of demonstrating that well-designed, carefully implemented and properly supported evaluation "provides objective information for planning, administering and improving educational services at all levels of educational governance, from federal and state to school district, to school building and to classroom levels."20

In an enterprise so large and encompassing as education with so many factors beyond the control of the evaluation specialist, it is impossible to employ the same experimental rigor which might be found in a scientific laboratory. In the social sciences and education it is often impossible to control conditions and set up experimental designs as in the natural sciences. Therefore, the evaluation model employed by the Department had three stages: (1) descriptive evaluation, (2) evaluation to determine success, and (3) evaluation to determine effectiveness. Descriptive evaluation refers principally to the quantitative description of resources (human, financial and material) and purposes associated with educational services. Evaluation of success refers to quantitative and qualitative judgments regarding whether or not objectives of an educational delivery system have been met. Evaluation of effectiveness refers primarily to identification of factors associated with success and the relative costs of assuring that those factors exist.

While these stages are sequential in nature, they are also fluid and overlapping. For example, it will take some evaluations a year or more to pass through the descriptive evaluation stage while others will pass through this stage much more quickly. Also, work may be occurring in more than one stage simultaneously; for example, evaluation of success may begin before the descriptive evaluation is complete. Furthermore, the implementation of each successive stage does not mean that the prior stages are terminated. Rather, each successive stage builds upon the information provided by the preceding stages.

In the last half of the 1970s, several evaluations were able to identify factors which are related to success. Based, in large part, on these evaluations the Department is now exploring means by which, through a state-local partnership, strategies can be developed which will lead to more predictable program improvement.

As part of the State Superintendent's policy statement,21, 22 he asked program administrators to enter into "Agreements for Services" with the evaluation staff for the conduct of evaluations. The "Agreements for Services" reached between program administration staff and evaluation staff specify services and responsibilities of both staff and formalize
expectations of both parties. The agreement commits the administrative unit to provide a mutually agreed amount of funds to conduct the evaluation. The agreement commits the evaluation unit to provide information to answer specified program and policy questions. Staff employed for the evaluation are administratively and programmatically independent of the program administration staff.

While administrative independence is desirable, daily substantive interaction among the evaluation and program administration staff is essential. Evaluators must be aware of, and sensitive to, the subtleties of the program they are evaluating. Also, informal substantive contact decreases the threat often associated with evaluation.

Much emphasis is placed on communication among staff and the appropriate use of evaluation results. In addition to the day-to-day contact among staff, more formal mechanisms are used for presenting findings and recommendations. Formal "exit conferences" are attended by evaluation staff, program administration staff, and, frequently, one or more high-level officials of the Department. At these "exit conferences," findings of the evaluation and action-oriented recommendations are formally presented by evaluation staff. Program administration staff respond, either at the "exit conference," or soon after, regarding actions they plan to take on each recommendation. The "exit conference" reduces the likelihood that evaluation findings and recommendations will be ignored. The administrator in charge of both the program and evaluation responsibilities is present, supportive, and can direct actions and policy responsive to the evaluation findings.

The State Board of Education has, historically, been very interested in the work of the evaluation staff. Great care is taken to prepare and present evaluation reports to the State Board which will be meaningful as a tool to guide in establishing policy. Frequently, major segments of time are set aside by the State Board of Education at Committee of the Whole meetings to discuss evaluation reports, recommendations and implications for administrative and State Board action.

In addition to formal and informal communication efforts with Department staff and the State Board of Education, evaluation staff are actively involved in a program of technical assistance and dissemination to local education agencies. These activities cross a broad range from distribution of executive summaries of evaluation reports to formal inservice or technical training sessions.

THE CONFLICT BETWEEN EXPECTATIONS AND METHODS

There has been a strong policy and programmatic commitment to evaluation in the Michigan Department. An environment has been created to promote the development of a strong organization for conducting evaluation. The commitment to use evaluation findings and act on evaluation recommendations has been high on the part of the staff of the Department and the State Board of Education. But even in an organization with this high level of commitment conflicts between expectations and methods can and do occur.

One of the most common areas of conflict is a conflict among program priorities. These conflicts are primarily of two types. One type of conflict
is a result of a lack of clear enunciation of the purposes and priorities of a given program. Evaluation staff, during the "descriptive stage" of evaluation, work with program administrative staff to clarify the purposes and objectives of the program to be evaluated. This process can be a particularly frustrating one, if there are external pressures to provide information quickly. The lack of clear enunciation of purposes and priorities becomes acute when the evaluation effort begins a lengthy period of time after the program begins.

The examination of program purposes and priorities frequently leads to a second type of conflict among program priorities. This occurs when the programs have a mixture of social action and education priorities. For many reasons, categorically funded programs often have a multiplicity of apparent purposes; some establish primarily education priorities while others establish primarily social action priorities. For example, legislation may contain language which seems to equate civil rights and basic skills education.

It is not uncommon for these social action and education priorities to be so closely intertwined that it becomes virtually impossible to distinguish among them. The "descriptive" stage of evaluation is used to deal with this problem (as a part of enunciation of purposes and priorities). However, even if the social action and education priorities can be identified and separated, these programs are especially difficult to evaluate. In some cases, program administrative staff have preconceived expectations regarding the outcomes of an evaluation. Additionally, they often do not fully understand that social action objectives cannot be measured by educational performance measures. This combination of preconceptions and misunderstandings can lead to great disappointment upon the completion of the evaluation.

Evaluation staff must be especially careful to develop mutual understanding about purposes, priorities and expectations of the program to be evaluated. Of equal importance is the development of mutual understanding regarding expectations for the evaluation effort. Evaluation staff of the Michigan Department of Education use the "descriptive" stage of evaluation to develop these understandings. However, the affirmation of these understandings must be continuous.

A second area of common conflict between expectations and methods is the conflict in requirements. This type of conflict is the conflict between program funding mechanisms and expected results, and most often occurs when programs are funded on one set of criteria and the program success is judged on a different set of criteria. For example, the funds are provided for reimbursement of program staff salaries, but the evaluation focus is on how much the participants achieve. This particular type of conflict may create hostility among local education agency staff who feel that it is unfair to conduct a state-level evaluation of those parts of the program funded locally.

This type of conflict often establishes a negative political environment within which it is very difficult to conduct an evaluation. Evaluations fraught with this type of conflict usually will not advance past the "evaluation of success stage." The evaluators can use the earlier stages of the evaluation to establish reasonable measurement criteria and data collection procedures. However, there are likely to be so many negative factors beyond the control of the evaluators, that some such evaluations will never leave the "descriptive evaluation" stage.
Another area of conflict occurs between federal constraints and state-local policy and program needs. Historically, the requirements of federal programs have focused on summary reporting and are of little use in state or local program or instructional decision making. This is not a problem so long as state and local education agencies are able to exceed these requirements. In fact, if the burden of federal reporting is minimal and federal funds can legitimately be used to expand the evaluation of that program to yield results meaningful to state and local educators, a positive state of affairs exists. The conflict occurs when federal requirements, even though summative in nature, are so burdensome that all of the resources available must be used in meeting the federal requirements. A review of the history of evaluation of ESEA Title I in Michigan suggests that this pattern has occurred. ESEA Title I will be discussed in more detail in a later section of this paper.

Recently, a second type of conflict between federal program requirements and state-local policy and program needs for evaluation has become common. Federal programs are becoming more and more prescriptive with regard to mandating specific information which must be gathered and the specific evaluation procedures which must be used by state and local evaluation staffs. These procedures are frequently insensitive to state and local policy and program needs. Further, the constraints are such that states can do little to design evaluations to meet both federal requirements and state and local needs. An example of this "federal prescription service" is the rules and regulations dealing with data collection and evaluation of programs funded under PL 94-482 (Vocational Education Amendments of 1976).

PL 94-482 and its associated rules and regulations require both evaluation and reporting of management data (the Vocational Education Data System—VEDS) on every vocational program. The evaluation requirements, by themselves, are manageable and considered by many to be useful. However, the reporting requirements of VEDS are so prescriptive and burdensome that the Council of Chief State School Officers (CCSSO) has officially opposed them and threatened to refuse to comply. This enormous data collection burden imposed by the federal government has made it very difficult for evaluators to collect and analyze data needed for meaningful evaluations.

A third general area of conflict is a conflict in commitment. Frequently, top level policy makers do not provide adequate support for evaluation activities because they have an incorrect impression of what evaluators do. This is especially true if the only visible product of the evaluation effort is an annual summary report which has little perceived usefulness. Evaluators need to do a much better job of helping policy makers understand what evaluators do. Formal and informal communications must not stop with program administrators.

Another problem is that commitment from top level policy makers, as evidenced by resource availability, is inconsistent. Ironically, in periods of economic difficulty, resources for evaluation may actually increase as decision makers seek data to help with the management of decline. In economically good times, evaluation may not seem as necessary and resources for evaluation may become less plentiful. This inconsistency, even in a state with a generally high level of commitment, makes long-range planning for evaluation somewhat more difficult than desirable.
A CASE OF THE INFLUENCE OF EVALUATION ON POLICY

Michigan has had a state compensatory education program since 1967. In the first years of the program, funds were distributed to school districts as formula grants. The formula used economic, cultural and social factors for defining educational need. However, beginning in 1970 Michigan began to define educational need in terms of pupil achievement, i.e., a direct measure of educational need rather than a proxy measure. The state compensatory education program makes use of the state educational assessment results for this purpose. The procedure for determining school district eligibility, beginning in 1971, for the compensatory funds was:

1. Pupils scoring below the 15th percentile on the 4th and 7th grade state assessment test were defined as pupils to be counted as "eligible."

2. The proportion of all 4th grade pupils deemed "eligible" was computed; likewise, the proportion of the 7th grade pupils.

3. Applying the proportion of "eligibles" in grades 4 to grades K-3, an estimate of "eligibles" in those grades was computed; likewise, the grade 7 proportion was used to estimate grade 5-6 "eligibles."

4. The school districts were ranked (high first) according to the proportion of "eligibles" in the district.

5. The district allocation was computed by multiplying the number of "eligibles" in grades K-6 (the State program was limited to these grades) times $200 (the funding level). Districts were funded in rank order until the total State appropriation was used.

It was determined that the state could afford $22.5 million for the program before the formula for the program was written into legislation. Legislators used several computer simulations, each with different eligibility and/or fund level criteria, in the process of setting criteria. Basically, the data were used in making political-policy decisions. Legislators wanted to know which districts would be funded, or not funded, and at what level, before agreeing on the formula. The final formula was a compromise made by members of the appropriations and education committees of the legislature.

The use of an achievement test indicator for determining the level of educational need was but one of several different features of the Michigan program. Others were:

1. assurance of three years of funding once a district was deemed eligible

2. provision for funding adjustments based on program success
3. provision for annual evaluation of each pupil's progress to
determine level of attainment

4. provision of considerable local discretion vested in local
districts in the use of funds

Department staff worked together with local educators to design the
program. The local educators were interested in three things in the new
compensatory education program: (1) more money, (2) more discretion in
the use of the money, and (3) greater assurance that the money would be
available for more than one year. Each of these was attained in the new
legislation (Rumbaugh and Donovan, 1976).

The State, in this program, was interested in two important
propositions: (1) could schools be held accountable for educating the
lowest achieving pupils in the schools, and (2) could additional money for
basic skills instruction result in higher pupil achievement?

The program has changed over the years since 1971. When the State
assessment changed to objective referenced tests in 1973, the criterion for
eligibility was changed from students below the 15th percentile to students
achieving fewer than 40% of the objectives tested. Again the legislature
used several simulations of data to set the formula so that the funded
districts and the funding level remained comparable to the previous years.

The three years funding feature was later changed to an annual
redetermination of district eligibility and funding level. Non-funded
districts lobbied for the change so they would have a chance for funds
before the three-year cycle was completed.

It was believed that all pupils, regardless of race, geographical
location, economic status, etc., could attain basic reading and mathematics
skills. Thus, a feature to reduce funding if pupils did not achieve was
included. The adjustments were to be made annually on the basis of pupil
achievement. Pupils who achieved at least 7.5 months' gain, as measured
in grade equivalent units on a standardized test, received a full $200
allocation for the next year. However, if achievement was lower than 7.5
months, the district received a lesser amount (the proportion being the gain
in months to 7.5 times $200). Local districts accepted this feature initially
to get the money. After the first year they lobbied to retain the money
which was going to be "lost" because "the kids still need the help." The
money was reallocated to the district provided they filed a plan to meet
the needs of the students who were still low achievers. After two years,
and threats of losing more money, the districts succeeded in getting the
legislature to delete this "accountability" feature from the program.

The evaluation of the compensatory education program was linked
very closely with the "accountability" feature. Since the funding was
determined on a per pupil basis and that was tied to level of attainment, it
was necessary to evaluate on an individual pupil basis. State guidelines
called for a pre and post test (either spring to spring, or fall to spring
administration) using approved standardized tests. Scores for each pupil
were submitted to the State and were used both for program evaluation and
for the determination of funding. The verification and processing of over
112,000 pupil records was quite a challenge for State evaluators.
The evaluations of the program showed the program to be a success. The districts committed themselves to developing quality basic skills programs based on specific performance objectives. Strategies were developed to provide services to low achieving children regardless of the school attended, thus moving away from the "target" school concept. Most important of all, the program resulted in improved achievement for pupils in the program.

The State evaluators not only analyzed data from the school districts to determine program success, made recommendations for program improvement, and provided funding allocations, they also used the program to improve evaluation techniques across the State. The evaluation of individual achievement, as well as program evaluation, presented many local school educators a challenge beyond their knowledge and skill level. State staff were able to seize this opportunity to provide inservice training to improve evaluation methodology and data use in many school districts. Particular emphasis was placed on working with local district staffs to develop objective referenced tests for evaluation purposes.

Unfortunately, the elimination of the funding adjustments based on the success feature made some people believe there was little need to continue program evaluation. Thus, funding to maintain the State evaluation staff was deleted from the Department budget, even though for another three years the mandate to provide the legislature with an evaluation report remained in the act. Local schools, in most cases, continued the program evaluation and used the results locally; however, State activities stopped with the withdrawal of funding.

At the time evaluation funds were deleted, it was suggested that State assessment results be used to evaluate the program. The belief was, since State assessment was used to determine eligibility for compensatory education funds, the same test, over the same objectives, should be used for evaluation. Very simply, it was thought the fourth grade results would show success through the first four years, and seventh the last three years of the program. There was a certain logic to the proposal; however, there were many fallacies: (1) State assessment results were reported for the total pupil population, not compensatory pupils as a subpopulation; (2) pupils moved in and out of compensatory programs and treatments varied; (3) one measure was not sufficient to evaluate program success and would tell nothing about why some programs succeeded more than others.

The proposal was hotly debated in the Department, and an attempt was made to implement this "evaluation" by identifying individual pupil assessment data with the compensatory services the pupil received. Local school administrators and evaluators strongly opposed such "evaluation."

The local staffs refused to cooperate in the coding and the attempt failed. After negotiations it was decided to use State assessment as a vehicle for collecting some data about the compensatory program. Local evaluators agreed to code pupils on the fall assessment as enrolled in the various compensatory programs, i.e., ESEA Title I, State, Bilingual. This allowed the State to address some questions with policy implications: (1) were the lowest achievers in compensatory programs? and (2) were pupils enrolled in more than one compensatory program? In case the lowest achievers were not in the program, more stringent guidelines for pupil selection could be imposed. Data for the second question would be used to address whether or not the greater benefit was to continue multiple
funding or spread money to new pupils. The coding project is now in its first year and data are being analyzed. As for the more indepth questions of evaluation, local districts and the Department are cooperating in special case studies. These studies will address the reasons some programs are successful and others are not.

The State Compensatory Program is a good example of using data to direct policy based on a philosophical belief, i.e., low achievers should be benefited by funds. Also, it is a good example of evaluation being used in the management of a program and its improvement. Unfortunately, the evaluation efforts were not appreciated and resources were withdrawn prior to the potential benefits being attained. The program continues, but there is no way of systematically judging its effectiveness.

**TITLE I EVALUATION - A CASE OF CATEGORICAL CONSTRAINTS**

The preceding discussion of Article 3 evaluation has presented a case study of evaluation's impact on policy. The evaluation of ESEA Title I is a case study of the categorical constraints on the usefulness of evaluation in policy development.

Title I evaluation development paralleled, in many respects, the evaluation of Article 3. In fact, this federal program, more than any other single program, provided impetus for evaluation in the Michigan Department of Education.

In the late 1960's and early 1970's, the federal reporting requirements for ESEA Title I were quite minimal. Summative information of a descriptive nature was expected and achievement data were desired by federal officials. However, it was recognized that many state and local education agencies did not have the capability to conduct more sophisticated evaluations. Federal officials encouraged state and local officials to develop capability to do evaluations that exceeded the minimal expectations.

Thus, during the late and early 1970's the evaluations of Title I conducted by the Michigan Department of Education were almost entirely descriptive, consisting initially of baseline information such as number of students, number of teachers, and amount of money spent. Beginning in 1972, the evaluation started to yield accurate and useful information regarding success (in terms of achievement of students) of the program across the State. This information was based on district level information. Through the 1974-75 school year the design remained relatively constant so as to verify findings of success.

State and federal officials were able to say with considerable confidence that Title I in Michigan was successful. However, the "success evaluation" did not provide sufficient information to enable state and local officials to identify or select specific strategies associated with success. These might be used for improving local projects which were not successful. Consequently, since 1975-76, the evaluation of ESEA Title I in Michigan has focused on the building as the level for data collection and analysis.

In the evaluation of Title I, the Department of Education evaluation staff have been successful in identifying a number of variables related to success. Further, these variables have been verified by other studies.
Thus, evaluation of ESEA Title I in Michigan has advanced into the "evaluation of effectiveness" stage discussed earlier in this paper.

In addition to the progress in increasing the sophistication of the state level evaluation, evaluation staff have worked with local education agencies to make local evaluation efforts more useful. For many of the same reasons, the assessment program switched to objective referenced tests, local districts were encouraged to develop objectives and objective referenced tests for evaluation purposes. Together, state and local officials worked to make the objective referenced tests useful both for instruction and evaluation. In order to assure high standards of quality for locally developed objective referenced tests, Department staff produced a quality control system for objective referenced tests which was generally followed by local districts (Schooley, et al., 1977). Locally developed tests had to meet the standards of this quality control system before they were approved by the Department for use in evaluation of ESEA, Title I.

The development and planned use of objective referenced tests for Title I evaluation peaked in 1974-75 and 1975-76 at about the same time that the state level evaluation was reaching the "evaluation of effectiveness" stage. Thus, the Michigan Department of Education was able to take advantage of the impetus provided by Title I to develop sound evaluation procedures which yielded meaningful results for policy development and program improvement at both the state and local levels. Additionally, the data provided to the U. S. Office of Education about Title I in Michigan were of high quality. However, not all states had developed a high degree of sophistication and those which had done so had used different methods and procedures. In short, the federal policy of encouraging development of evaluations which were useful at state and local levels had resulted in data at the national level which were not comparable and of varying degrees of quality.

In testimony during the debate leading to reauthorization of ESEA Title I in 1974, Congress expressed considerable dissatisfaction with the lack of comparable data to guide its deliberations. This dissatisfaction was specifically exhibited in the Education Amendments of 1974 and the Education Amendments of 1978.

The legislation required the U. S. Office of Education to develop and provide to state education agencies "models for evaluation of all programs" to be utilized by local educational agencies, as well as by the state agency in the evaluation of such programs. The law further stipulated that the models should yield data which are comparable on a state and national basis.

At the time that U. S. Office of Education began initial development of these evaluation models, Michigan Department of Education staff were struggling to develop procedures for aggregating data from locally developed objective referenced tests. It was hoped that the new models would recognize the value of objective referenced tests and that a sound model for their use would be developed. It was soon learned, however, that such was not to be the case.

It became obvious that the models being developed would be of limited usefulness to the Michigan Department of Education. Consequently, while supporting the need for nationally comparable data, the evaluation staff of the Department actively advocated the development of more flexible
models aimed at identifying variables associated with achievement and greater utility at the state and local levels (Donovan and Schooley, 1977).

In October, 1979, the final rules and regulations were passed mandating the use of three evaluation models. The models are much more restrictive and less useful at the state and local levels than hoped for by evaluation staff of the Michigan Department of Education.

The immediate effect has been a retrenchment. Resources are not being spent to develop procedures to comply with the mandated federal reporting requirements. "Evaluation of effectiveness" has been sidetracked and extensive new development of objective referenced tests has come to a virtual halt in the evaluation of Title I in Michigan. It remains to be seen whether new state and local uses of the mandated evaluation models can be developed, thereby reducing the conflict between federal constraints and state-local policy and program needs.

**SUMMARY**

The role of the State Board of Education in Michigan changed dramatically in the last ten years. The transition was from a rather passive presence in Michigan education to an assertive leadership role. The leverage for the change was in large part because better data about the educational system became available to them.

The statewide educational assessment program was initiated in 1970. The data from the assessments were used as indicators of the weaknesses and strengths in basic skills education, and to monitor progress of the schools and districts of the state. The State Board based policy initiatives in compensatory education, accountability, equal education opportunities, and Department services to districts on information produced by the state assessments. The program became the "center piece" of elementary and secondary education in the state.

The assessment data were good indicators of needs, but were of very limited use in providing direction in dealing with the needs. A more indepth evaluation of programs was needed to identify "what works" to produce a better educational system and higher achievement for children, youth and adults. The State Superintendent, in recognition of this, centralized the evaluation function in the Department of Education, and over the years was most supportive of their work. The evaluations went through three phases: descriptive, success and effectiveness. Especially in compensatory education, the evaluation data were important in decisions of resource allocations, program management, and policy development. Whereas, the assessment data provided an indicator of problems, the evaluation data provided the data for addressing the problems.

Michigan education has come to appreciate the power of data in decision making. The State Board and State Superintendent appreciate the power of data and use it in forming policy. They have been better able to justify policy initiatives, and have been more assertive in taking initiatives to change and improve the educational system. Information from evaluations of the Michigan educational system has been used to form policies, and in turn, the policies have influenced the direction of the evaluation.
The proactive State Board and State Superintendent in Michigan used evaluation activities and data to establish a state presence in education during the 1970's. The tenor of the times was an "outcomes" orientation and a promotion of equity and equality for all children in education. The state accepted a responsibility for setting standards, for measuring impact, and for assisting schools toward improvement. This was a middle road between the policies in other states of setting statewide graduation standards based on competency tests, and leaving standard setting completely to local initiative.
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CHAPTER 3

The Washington Experience

Alfred F. Rasp, Jr.

BACKGROUND

On January 11, 1973, a program evaluation section was officially established in the office of the Washington State Superintendent of Public Instruction; and for the first time, at least in modern history, an emphasis was placed on the measurement of program impact. This does not mean that previous superintendents lacked interest in the success of programs, but it did express a new concern for generating evaluative data as a basis for policy making. This paper will attempt to describe both the organization changes that have taken place and the interface between evaluation and decision making in Washington state.

To make sure there are no misunderstandings about intent, names or geography, three ground rules will be established. First, this description of events will be neither an expose' of agency practices nor a positive self-serving statement lauding the efforts of the evaluation section. In the words of Howard Cosell, the goal is to "tell it like it is." Second, in addition to the use of the standard educational acronyms such as LEA (Local Education Agency), SEA (State Education Agency), and USOE (U.S. Office of Education), the Washington State Superintendent of Public Instruction will simply be abbreviated to SPI in the name of economy. Third, to avoid misunderstanding whenever the word Washington appears singularly, it will mean "State of" not "D.C." People in Washington just prefer it that way.

Dr. Frank B. Brouillet was elected SPI in the fall of 1972 and officially launched his administration January 11, 1973. His professional career represents an interesting blend of education and politics. He has professional experience from both the school and college levels. He is a former teacher, counselor, coach and administrator. He has degrees in economics and education and an earned doctorate. Perhaps most unique in...
this background blend—he served 16 consecutive years in the Washington House of Representatives and consistently provided legislative leadership in educational affairs.

This combination of experiences has led Superintendent Brouillet to a three-part educational philosophy. He professes a firm belief in the importance of local control, a commitment to providing the resources necessary for a quality education, and a dedication to the basic tenets of educational accountability.

It is the third element that is of special significance to this discussion of evaluation and decision making. Being an insider to the workings of the legislature, Brouillet knew long before being sworn in as SPI that perhaps the only way to expand the amount of state resources for education, and at the same time protect and strengthen local control, required close attention to accountability. He knew that maintaining or increasing the financial support for programs in existence and initiating new programs depended in large part on providing the legislature assurance of the following: first, that the program is necessary—that the need really exists; second, that the impact of the program can be measured, and, of course, that the results are positive. The methodology of evaluation plays a central role. The key question, however, is not whether one alternative or treatment is more efficient or effective than another, but in a more basic sense, does the alternative selected make a difference? Is there an impact? Assuring need and effectiveness become prime concerns for evaluation in the political accountability system. The influence of an elected superintendent with an educational and legislative perspective clearly makes an impact on evaluation practices.

ESTABLISHING AN EVALUATION SECTION

The rhetoric of the campaign trail—increasing programs, and protecting local control by establishing need and measuring impact—became criteria for establishing a new section within the office of the Superintendent of Public Instruction. This program evaluation section gave concrete, visible proof that the new superintendent meant what he said—there was clearly a place to point to on the organizational chart. (An organizational chart appears as Figure 1 at the end of this chapter.)

It should be noted that in many respects the development of the evaluation section was a process of putting "new wine in old bottles." Because at the same time the superintendent took office, the legislature in the name of efficiency placed a limit on the staff size of state agencies, and no trained evaluators were hired. The evaluation section was formed with personnel on hand, only the responsibilities were new.

As time passed, the deputy superintendent was instrumental in shaping the section into an effective work unit and expanding the emphasis on program evaluation. He recognized early that in the name of objectivity program managers should not evaluate their own programs and that outside contractors could not interact favorably with the legislature. With his leadership, several programs were designated as priorities and small amounts of their administrative funds were used to establish project employment positions in the evaluation section and to hire staff to carry on the evaluation activities. This move gained both objectivity and credibility, as well as the required evaluation data.
The title of the section has changed during the years to reflect new emphases and to better reassure the legislature and the public that the accountability charge is being carried out. In the beginning, the name Program Evaluation seemed to be the answer. It soon became apparent that not having a "research" descriptor appear in the organizational roster was causing the agency to miss important contacts. Thus the section title was expanded to Program Evaluation and Research.

By the mid-seventies, however, evaluation in the SEA setting had generally subsumed research activities and, with the advent of "golden fleece" awards and other indicators of the public's low esteem for educational research, the title was changed to Testing and Evaluation. This choice dropped "research" and added emphasis to the more popular notion of "testing." At a time when legislative debate on questions of testing was long and loud, the reference to testing in the section title reflected the SPI's intent to meet issues head-on.

A broadening of the accountability concept took place in the mid-seventies when the Seattle School District successfully sued the state for not meeting the constitutionally mandated duties "to make ample provision for the education of all children ... and provide for a general and uniform system of public schools." This legal battle led directly to the passing of the Basic Education Act (BEA) in 1977 and to the need for "evaluating" LEA compliance with the provisions of the law. At the same time, the State Board of Education renewed its interest in expanding the concept of school accreditation to focus on faculty self-evaluation, that is, on improvement through evaluation. How better could the SPI meet these accountability challenges than by adding the responsibilities to the Testing and Evaluation section and changing the title to Testing, Evaluation and Accountability? The routine compliance checking activity of the Basic Education Act is to move out of the evaluation sphere to a more appropriate long-range setting. Perhaps the section title will then stabilize as Testing and Evaluation.

This discussion of names may sound superficial, but it is important to note that the activities of the section have always received the necessary financial support. Hopefully, the major reason for this fortunate circumstance is that the section staff has discharged its assigned responsibilities with professional competence. The changing of titles, however, does reflect an attempt to match the "mood of the times," certainly that of the legislature, and to build confidence in the SPI's intent to establish program need and to measure impact as a decision making base.

CURRENT RESPONSIBILITIES IN TESTING, EVALUATION AND ACCOUNTABILITY

Testing

Currently, the major testing responsibility is to carry out the mandates of the state testing law passed in 1976. This law, titled Student Achievement Surveys and Tests, requires state testing and reporting at three grade levels. The SPI must annually administer a standardized achievement test in the basic skills of reading, language arts and
mathematics to all fourth grade students. The results of the testing, along with the relationship of achievement to appropriate input variables, are to be reported to the legislature, LEAs, and subsequently to the parents of children tested so that parents can compare the achievement levels of their children with others in the district, state and nation. In grades eight and eleven, samples of students sufficiently large for generalizing to the entire state, approximately 2,000 at each grade level, must be tested in reading, language arts and mathematics and the results reported to the legislature at least once every four years. The law also encourages local school districts to conduct diagnostic testing in grade two but does not assign that responsibility to the SPI.

The main intentions of the legislature in passing the law are clear. There was first an interest in ascertaining the impact of basic skills instruction. This was typified by the questions: What are the achievement levels of Washington students? How does Washington performance compare with the national? Do areas of weakness requiring special attention exist? A second purpose led to the display of district summaries of fourth grade test results. The interest being two-fold—to spotlight high achieving districts in order to learn from their success and to isolate low achieving districts for special assistance. A third purpose was to provide parents and the public with information about the impact of schooling, that is, to encourage educators to more fully share information related to program outcomes.

The law is implemented through heavy reliance on contracted services. To accomplish major tasks such as the printing and scoring of tests, logistical services and analysis, requests for proposals are prepared and sent to interested bidders. The technical proposals submitted are reviewed by outside panels of experts working independently. The recommendations of the technical review panels are supplemented by the SPI staff analysis of bid amounts; the superintendent makes the final decisions, and contracts are written with successful bidders. In Washington, contracts for $2,500 or more require that a competitive bidding process be used. Single source contracts for larger amounts must be justified and defended. In the case of contracting with other state agencies, for example, universities, educational service districts and LEAs, waiving the competitive bidding process is not difficult; however, when agencies other than those of the state are involved, great care is taken to explicitly follow the rules.

Since the total professional staff responsible for the testing activity is less than one full-time equivalent, contracted services are necessary and play a crucial role. The typical pattern is one in which large contracts for specialized services are awarded on the basis of technical merit and competitive bid. The assistance of additional personnel is gained through contracts with the other state agencies or school districts. Specific tasks are completed occasionally through the use of single source personnel service contracts under the $2,500 amount. Developing work plans and time schedules, preparing requests for proposals, reviewing bids, writing and managing contracts are necessary skills for administering the Washington testing program.

The testing results are reported in several forms and through several channels. In the case of grade four, individual student, classroom, school, and district level reports, including summary data and item analyses are
delivered to the LEAs as soon as possible after the October testing. In December, the state's performance is publicly released to the LEAs and media. By the end of February the State General Report and District Level Summaries is disseminated to the legislature, LEAs and media. With the sample studies at grades eight and eleven, there is less information to report. Since a sample is used, no-classroom, school or district reports exist. When possible, individual student results are returned to the schools, but the reporting consists primarily of a news release of the state's results followed by a general report sent to the legislature, district superintendents, principals of schools with the grades tested and the media.

An additional thrust of the testing program aims at helping personnel in local districts to improve their skills in selecting, administering, interpreting and reporting test results. This effort usually takes the form of workshops conducted throughout the state. The first series, timed before the October testing of fourth grade students, focuses primarily on test administration. A second series, conducted after the state's fourth grade test results have been returned to the districts, emphasizes interpretation, reporting, and use of test results for instructional improvement.

Evaluation

Major evaluation efforts revolve around the evaluation of selected, priority programs. These are the programs in which the SPI has a special interest because they involve large sums of money and/or are compensatory or categorical in nature and/or are politically sensitive.

For the past two years, evaluation priority has been placed on six programs: Title I, Title I-Migrant, federal programs for the handicapped, the Washington Urban, Rural, Racial Disadvantaged program, educational clinics for dropouts, and the Title IV, Part B learning resources program. Although these are all designated as important, the evaluation responsibilities vary from program to program, with greatest efforts in Title I and Migrant, and least in the areas of Title IV, Part B.

In both Title I and Migrant, full annual evaluation reports are prepared for USOE. These reports are based on the computerized aggregation of data from applications, monitoring forms, interim reports, and year-end reports, as well as fiscal files and program office files. The annual evaluation reports describe how the program resources were used, what outcomes resulted, what trends developed, and what special problem areas existed. The annual reports also show the extent to which the state plan goals and objectives were met.

In addition to the preparation of the evaluation report, the computer data files are summarized and printed to provide periodical management information for the program staffs. During the course of the year, the evaluators also assist in training LEA personnel to use program forms and procedures.

There are two points of emphasis related to the evaluation of federally sponsored activities for handicapped students. For several years, the main responsibility was for evaluating the special state projects provided by federal discretionary funds. This was accomplished through year-end report data and on-site reviews. More recently, with the impact of P.L. 94-142 and the mandated individualized educational programs for
handicapped students, the evaluation staff has been working primarily to assist in the development of a computer processing system for management information, including an emphasis on organizing, monitoring and evaluating data.

The Washington Urban, Rural, Racial, Disadvantaged (URRD) program was expanded in 1979 to include Remediation Assistance (RAP). Whereas the regular URRD program has provided money for a wide range of crisis oriented projects for the past decade, the RAP addition is strictly a compensatory program modeled sufficiently after Title I to qualify Washington for the Title I incentive grants when the federal funding becomes available. The evaluation section involvement with URRD takes many forms, including: the review of the evaluation plans specified in the grant applications, onsite project evaluations, the computer aggregation of compliance monitoring data, the follow-up study of students served, and a computer summary of application data. In the case of the new RAP component, assistance has been given in the development of program guidelines for LEAs and in the preparation of the reporting documents. The year-end evaluation activity will include the preparation of a statement on achievement gain in the style of Title I.

Evaluation assistance to the manager of the Title IV, Part B learning resources program typically has taken three forms. The application and financial data are stored, aggregated and tabulated by computer for both interim management information and year-end reporting purposes. The results of LEA compliance monitoring by learning resources program staff are entered into the computer and aggregated. Three to five case studies involving onsite reviews of LEA activity were prepared by the evaluation staff during each of the past three years. At the end of the year, computer printouts of updated program information and monitoring reports, along with draft copies of the case studies, are delivered to the program manager, who is responsible for preparing the annual report for USOE.

For the past two years, the State Board of Education has been required by legislation to certify education clinics organized to provide programs for school dropouts, and the SPI has been required to manage the funding process and to evaluate the programs. Because of the special legislative interest, the activities are politically sensitive beyond the small amount of money involved. The law itself calls for the evaluation of superior performance based on educational gain as related to the difficulty of educating the students and efficiency in terms of per pupil expenditures. The demands for evaluative precision outstrip the current state of the art. An achievement and superior performance report is prepared annually based on data aggregated from individual student record forms that are submitted by the clinics for each student entering and exiting the program. From this information, a description of each clinic is prepared showing a difficulty to educate factor, an achievement factor, and an efficiency factor.

Accountability and Other Responsibilities

Since the Basic Education Act went into effect in September of 1978, school districts must be judged in compliance, or have certain regulations waived, by the State Board of Education before the SPI can distribute the funds provided by the legislature to them. With 100 percent of the funds
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for the basic program moving to districts through these channels, the
determination of district compliance is of crucial importance. For the past
two years, this responsibility has been fulfilled by the Testing, Evaluation
and Accountability section. Forms are developed and distributed, and
reports are reviewed. Recommendations based on the district input are
presented to the State Board of Education for action. As the board judges
districts to be in compliance, the SPI's Division of Financial Services
manages the apportionment of funds. Approximately one billion dollars
flow to Washington's 300 school districts through this process each year.

The school accreditation programs are also administered by the
Testing, Evaluation and Accountability section. In Washington, two
accrediting programs interface. The State Board of Education by law must
provide an accreditation process to any school that applies. The program is
voluntary, not a basis for funding, and available to all schools. Although
the State Board has accredited secondary schools for years, in 1979 the law
was amended to add elementary schools. The accreditation program is
currently in the developmental, field test stage. The second accreditation
program is that of the Northwest Association of Schools and Colleges. The
Northwest secondary school accreditation process has operated in
Washington since 1917 and currently involves approximately 180 member
schools. Management has been a responsibility of the director since he
joined the SPI staff in 1970 and a responsibility of testing and evaluation
since the section was formed. Educational improvement is the goal of both
programs. The central elements of each revolve around determining that
the resources required for a quality educational program are present and
conducting an indepth self-study with external verification. The state
board activity as part of the SEA activities may move to another section in
the near future.

Section personnel are responsible for a number of other
activities—some of which are closely related to testing and evaluation and
others related only by a great stretch of the imagination. For example,
liaison is provided with a number of organizations, including: American
Association, Northwest Evaluation Association, National Assessment of
Educational Progress, Northwest Directors of Assessment, Committee on
Evaluation and Information Systems, Region X-Title I Technical Assistance
Center, Northwest Association of Schools and Colleges, National Study of
High/Middle School Principals Association, Washington Association of
Secondary School Principals, High School-College Relations Committee,
Washington Pre-College Testing Program, and the Washington Alternative
Learning Association.

Questions dealing with correspondence schools and high school
graduation requirements are also answered by section personnel. In
addition, the section is the clearinghouse for many research activities in
areas related to testing and evaluation. A current example is the "High
School and Beyond" study being conducted by the National Opinion
Research Center for the National Center for Educational Statistics. A
project just concluded provides another example. From July 1977, to the
fall of 1979, the Northwest Reading Consortium, a four-state Research and
Development Utilization Program established by the National Institute of
Education, was coordinated by the section. Section staff also provide technical assistance in planning, testing, evaluation and research as requested within the state agency and outside.

STAFFING

During fiscal year 1980, several staffing patterns are being used to provide the human resources necessary to complete the assigned responsibilities. At this time there are eleven people regularly on the section's payroll. Seven of these are professional educators and four are secretaries.

The seven professional staff members have all been teachers, but their backgrounds vary greatly. Five have earned doctorates, and they bring great diversity to the section because each studied a different specialty. For example, one received a doctoral degree in curriculum and instruction, another in educational psychology, a third in counseling and guidance, a fourth in reading, and the last in the administration of higher education. Of the seven, two are former principals, one a school counselor, one a school psychologist, one a reading specialist, and one a former state education association president.

As a result of experience and graduate study, all have backgrounds in educational research, but none have extensive formal training in evaluation. This is not to say that there is a lack of expertness. Since the section was launched in 1973, steps have been taken to develop the required skills. Through individual initiative, section staff development activities and on-the-job training, the staff has gained a high professional level of competence. In the areas of large scale assessment, program evaluation and the use of the computer to facilitate the aggregation of evaluation data, the professional strength of the section is noteworthy. It should also be noted that the section has earned a good reputation—a high level of credibility even though it frequently deals with tough topics that are not always viewed favorably by LEAs or by others in the SEA.

The seven professional staff members represent two hiring patterns and three funding sources. Six of the seven are regular civil servants. The seventh is hired on the basis of special project need, and the employment must be renewed and approved at the beginning of each project year, depending on the availability of funding. The section budget is based on three sources of funds: state money provided by the legislature for the testing program and for general SPI activities, such as administering the Basic Education Act and State Board of Education's accreditation program, federal dollars for state leadership in education and small amounts from the administrative money of Title I, federal handicapped, state compensatory and federal learning resources.

The regular secretarial staff consists of four people. There are two full-time secretaries, one part-time secretary working on program evaluation reports, and one part-time secretary assisting in the computer processing of data. As overload situations arise, temporary help is added as required with a minimum of bureaucratic strain.

Eleven people cannot attain all of the objectives flowing from the many assigned responsibilities, but with the size limitations imposed by the legislature, there are not staff years available for hiring additional
permanent personnel. Steps are taken to augment the staff through the use of personal service contracts. In some instances, the contracts call for another agency to provide personnel who will work under the direction of the section. In other cases, the accomplishment of specific tasks forms the prime objective of the contract. Occasionally when the need for assistance is short in duration or the specific task is small in scope, a personal service contract may be negotiated directly with an individual.

Using contracts has both advantages and disadvantages. Certainly control over the size of the permanent staff is maintained, and there is an efficient flexibility for peak load staffing. However, the negotiating, writing, defending, and managing of contracts is time-consuming and frequently calls for efforts over and above the time normally spent on the supervision of personnel. There is also a potential problem in the lack of staff continuity and commitment to long-range goals. Because of the different types of contractual arrangements used, it is difficult to estimate the number of full-time equivalent staff members that serve the section during any given year.

RELATIONSHIPS WITHIN THE AGENCY

There are a number of relationships with the SEA that help to define the roles, the responsibilities, and, in a sense, the location of the evaluation unit.

Success in fulfilling the evaluation responsibilities depends on close and positive working relationships with program managers. The evaluation staff and program staff negotiate a work plan specifying the activities, timelines and staff responsibilities that will guide the evaluation effort throughout the year. The cycle of involvement typically begins with a review of a program's state plan. Placing emphasis in two areas, the objectives are analyzed to ensure that they reflect the major intended outcomes of the program, and the evaluation plan itself is elaborated and brought up-to-date. Application and reporting forms are examined to make sure that they will provide the information required and provide it in a condition compatible with computer data processing. With the assistance of the computer, information is aggregated and reported to managers on the predetermined schedule. The outline for the final report is discussed with the program staff, and draft copies reviewed before final printing. This review is conducted to provide program staff an opportunity to point out possible data errors and to provide a first-hand knowledge of the contents before the report is disseminated.

In order to promote objectivity, the evaluation and program activities are clearly separated by housing each in different divisions of the SEA. None of the programs for which an annual evaluation report is prepared are located in the Division of Instructional and Professional Services—the home of the evaluation unit. This separation solves two problems. Since the program staff is not evaluating itself, there is an appearance of greater objectivity. At the same time, since the evaluation is being conducted within the agency, there are evaluators who do know program strengths and weaknesses—needs and outcomes—and who can provide credible data and testimony to legislative bodies and funding sources. This is an attribute or advantage that outside contractors typically do not have in Washington.
The relationship between evaluating and agency policy making is less clear than that at the program level. The assistant superintendent heading that division which operates the programs approves the evaluation work plan, and the director of testing and evaluation briefly discusses the planned activities with the deputy superintendent and the SPI. These interactions, however, are frequently routine, resulting in statements like, "Sounds good, let's do it." The attitude is not negative or disinterested, rather it reflects confidence in the negotiated evaluation plan and the evaluation procedures being used. Simply stated, the position of the SPI policymakers seems to be: the job is getting done, there have been no great problems, funding sources are happy enough—why make changes? Why disrupt the process?

There are additional relationships. A computer playing a central role in the processing of evaluation data generates another set of interactions; and good working relationships between "man" and machine are crucial to the smooth implementation of the evaluation process. In 1976 a mini-computer was acquired to help solve the problems brought about by an abundance of work and a shortage of staff. Although the machinery and programming have become more sophisticated and the amount of data processed has grown, the basic human tasks have remained the same. Efforts go into the streamlining of application and reporting forms to make them more efficient for the entry of data into the computer and the aggregation of essential decision making information. The items on the forms are coded, if necessary, and entered into the machine. The reports of LEAs are printed out and returned to them for correction. The data are aggregated to match with the requests of program management, and the final updated computer files are used as the basis for preparing the annual evaluation report. Learning to work with the computer has been difficult for some program managers, but the system is expanding and providing a broader range of evaluation services each year.

USING EVALUATION

Definition and Purpose

In a recent roundtable discussion, members of the evaluation staff were asked to define "evaluation," and in every instance the responses represented a variation on two themes. First, evaluation was described as an objective process of collecting and organizing data, of judging impact and ascertaining value. Second, everyone agreed that the definition was not complete without a statement of purpose; for example, recognizing that evaluation is conducted to assist managers in making decisions.

Although this definition is broad enough to encompass the generally used strategies, two additional elements were described as necessary in a successful evaluation. These revolve first around the clear delineation of what data are required; that is, what questions are to be answered and, second, around the effective displaying and reporting of evaluative information.

Following this definition, the state evaluation effort includes: deciding what data are needed to answer the key evaluation questions,
collecting and organizing the data, providing the necessary comparisons and judgments, and reporting the information in a way useful for decision making.

Ideally, the purpose of evaluation is to provide sufficient information about program alternatives so that managers can easily see the comparative value and make decisions that promote effectiveness and efficiency. The ideal situation generates information which reinforces the need for the program treatment and shows its impact. The evaluation activities ideally would follow a linear sequence in which needs were determined, objectives set, programs implemented, outcomes measured and information required to guide the next program cycle. In real life, however, the process is often abridged and seldom on the time schedule implied by the planning model. In most cases, the data generated are more important as formative information for program managers than as summary data for high-level policymakers, and certainly the data are more descriptive than judgmental.

Data collection is the easiest phase of evaluation, but it must be clearly established what decisions are going to be made, what data are needed, and when the analysis and report must be ready. In general, data are collected about the program targets, about the actual "performance" or outcomes and about the resources used. More specifically, several questions must be answered to guide data collection in the Washington evaluation process: What needs are addressed by the program? What objectives are included in the state plan? What implementation strategies are suggested? What outcomes are expected? What resources are provided? What groups are involved? Who is served? What are the treatments? How are the resources used? What are the program outcomes? What comparisons are appropriate?

Two additional questions influence the effort. Who is interested in the outcomes of the evaluation? Who ought to be interested? The answers are important for reporting purposes, but they also help to solve delineation problems in the future.

Five Uses of Data

1. Annual reports are prepared to meet the requirements of state and federal funding sources. These reports generally attempt to provide the answers to the previously mentioned questions guiding the data collection.

2. The data are also used to assist program managers in becoming more effective and efficient. Management memos are prepared as part of the annual reporting process, but the audience is the state's program managers and policymakers, not the funding sources. The goal is to help the state to better meet its obligations through improved practices and quality control. The content of a memo may vary from the comments related to the need for improved office practices (for example, better written documentation of program changes), to the highlighting of objectives not met, or questionable fiscal practices. Although the program managers are not always pleased with the content, this use of evaluation data is viewed as a constructive practice.

3. The deputy and the superintendent rely on the evaluation section to keep them informed of any special circumstance that could ultimately require their attention. A third major use of the evaluation data is to
make sure that policy makers are not suddenly confronted with an unpleasant surprise. They want to know in advance, for example, about the unpredicted concerns of special interest groups, anticipated major management problems, and possible audit exceptions.

4. An abundance of descriptive data is available in the computer files to provide information for decision making—a fourth major use. The files include, for example, numbers served, money spent, time in programs, delivery modes, staffing patterns, parent advisory committee activities, and program outcomes. The data are arranged by districts, by programs, and by funding source. The information is especially useful to program managers because it provides an up-to-date reflection on how resources are being used, that is, who is being served, in what ways, and at what costs. Through the aggregation of project monitoring input, the managers can also review which projects are out of compliance and which rules or regulations are causing problems in the field.

5. Policy makers working at a different level of decision making abstraction use the data in two special ways. First, by reviewing the information available, they can keep the impact measures promised to funding sources as part of the accountability process more reasonable and within the range of possibility. This sensitivity is critical if credibility is to be established and maintained. Second, the data are used to support decisions previously made. Since often the timing of policy making and the collection and analysis of evaluation data cannot happen in the preferred sequence, the required data are estimated on the basis of past experience and updated when the actual data become available, hopefully to confirm the decision.

Evaluation and Policy Making

The term "policy maker" refers to the actions of the top-level state managers as they develop the budget, the legislative thrust, and provide direction for the agency and the overall operation of the Washington common school system. This management level consists of the superintendent and his administrative staff, the deputy, and the five assistant superintendents who head the five agency divisions. The superintendent is an elected official, and the members of this policy group serve at his pleasure and are exempt from the state civil service rules.

As specific policy questions arise, section directors, who are tenured state employees and provide professional continuity, are frequently invited to join in the policy-making proceedings. For example, the director of testing and evaluation provides significant input into policy decisions regarding the state level activities in that area. Describing this interaction as "providing input," however, does not reflect the full range of the dynamics. Although the process is not formalized in State operating procedures, there is an active two-way exchange. The director does participate in policy making related to testing and evaluation, but perhaps, more importantly, policy makers rely on the section director to keep abreast of educational, legislative, and executive activities, both state and federal, and to take the initiative in providing them necessary information. The director, in a sense, is asked to be an advocate of sound professional practice and to also be able to discuss the impact that alternative decisions would have on various components of the educational
community, with interests in testing and evaluation. In addition, it should
be noted that just as open discussion and full input are expected before a
decision is made, once it is made, everyone is expected to fully support its
implementation.

The development of the state budget provides two examples of
evaluation's involvement in policy making. Along with the amount of funds
requested, each item in the budget must be defended with statements
demonstrating the existence of need and describing the measures that will
be used to show impact. The state testing program is a specific budget
entry, so there is a direct policy making interaction regarding the
activities planned for the biennium covered by the budget, the amount of
money that will be required for implementation, and how the need and
impact will be described in relation to the mandates of the state testing
law. Since there is a tendency in organizations supported by budget
allocations for sections or programs to attempt to show their value in
terms of the amount of resources they command, the budgeting process
frequently leads to a compromise. The demand for resources is greater
than the supply, and a compromise between what is desirable and what is
necessary by law and required for state leadership results. The series of
negotiations is active and positive, and reflects both the superintendent's
and legislature's priorities.

The testing and evaluation section is additionally involved in the
budget making process through a technical assistance role. To maintain a
solid reputation with the Governor's Office of Fiscal Management and the
legislature, the needs, impact measures, and outcome data specified in the
budget must be deliverable. Program managers and even the executive
staff are tempted occasionally to promise data that cannot be obtained.
They are especially tempted to promise the measurement and reporting of
achievement gain as an indicator of impact because this is the "hard" data
that funding sources prefer. The problem is that in most instances it is not
possible to deliver. Over the short run, the use of high sounding impact
measures may bring funding; in the long-run, the loss of credibility
outweighs the temporary advantage and causes major problems. The
section is called on to help guard against this happening.

The development of the Washington Remediation Assistance Program
provides another example of participation in policy making. In an effort to
gain more resources for the support of the schools, the superintendent,
with the advice of his administrative staff, decided to seek legislation and
funding to promote the remediation of basic skills deficiencies in the
intermediate grades. It was decided that results of the fourth grade
testing program as the most "believable" data available would serve as the
entitlement system for the allocation of the program's funds. The three
years of background data were used to establish the need and the
distribution mechanism, and the experience with Title I evaluation and the
USOE models became a key element in the evaluation design. This latter
connection was important, since the state remediation program was being
organized to qualify for the federal incentive grants under Title I.

As mentioned in the discussion of the URRD program, the section also
assisted in the development of RAP administrative guidelines and in the
preparation of reporting forms. The achievement or impact section of the
annual report will be prepared by testing and evaluation personnel.
AREAS OF FRUSTRATION

Like all evaluation units, the Washington unit has faced many frustrations. Some situations have been solved, others circumvented, but a number, however, remain consistently unresolved and irritating. The following 12 situations provide brief examples of problems, both philosophical and practical, which continue to frustrate members of the Washington evaluation staff.

1. A clear role differentiation between evaluation and research has not been established. As a result, there is a range of instructional activities which have never been verified as efficient or effective, and there are probably a number of teachers who work very hard to do things which may not promote learning. Typically, the evaluator's prime role is to collect and organize data which describe program inputs and outcomes. In most instances, the researcher is interested in developing generalizations which explain or predict events. Neither researchers nor evaluators generally develop instructional materials or procedures, nor do they spend time checking to see if instructional methods are faulty or misused. There is a depressingly large twilight zone resulting from the unchecked assumption that the instructional methods used in a project accurately reflect the research findings and are being used appropriately. In fact, there is almost no research or evaluation energy applied to the analysis of alternative intervention strategies in Washington.

2. The role of "describing" in evaluation also requires clarification. The growing use of case study and ethnographical approaches suggest several questions: Where does the description stop and evaluation begin? How can the comparative statements so frequently demanded of evaluation be made? The potential of using these data collection techniques to assist in the program evaluation has not yet been fully realized, and the frustration of trying to harness the rich data into an evaluation statement with utility for an audience not on site persists.

3. Another frustration on the order of a "pet peeve" is the inability or unwillingness of program managers to separate monitoring from evaluation. Evaluation is clearly distinguished by an emphasis on program impact or outcomes. The on-site reviewing of projects to ascertain compliance with rules, regulations, stated objectives, and negotiated budgets is an important management function, but it is not evaluation. To consider that the worth of a project can be determined by the degree to which it is in compliance is misleading. The responsibility for monitoring as a management function is moving more and more to the program staff, and the energy and resources of the evaluation section are focusing on the evaluation questions of impact and efficiency. The movement is not complete; and to the extent that it is not, the frustration remains.

4. A fourth disappointment stems from the fact that too many educators are willing to use evaluation as an end in itself and to limit program emphases and alternatives to those amenable to "good" evaluation designs. Frequently, evaluators are blamed for causing this practice when they probably speak most loudly against allowing the evaluation to determine the program parameters. The situation has developed, or degenerated, in some instances, to the point where greater pride is taken in
evaluation results than in the actual program outcomes, and this "Catch 22" scene appears to be growing.

5. A great frustration also results from aggregating impact and related data from 300 Washington school districts and watching important distinctions "wash out" in the averaging. There are successful projects and significant differences. However, implementing laws, for example, which call for the correlation of "appropriate input variables" with the achievement of grade four students tends to often obscure the situation rather than clarify it.

6. Using evaluation data inappropriately to respond to outside inquiry, or generalizing beyond the power of the data, is a persistent frustration. An example, once again from the fourth grade testing, illustrates the problem. Frequently, letters come to the agency from people moving to Washington asking for help in deciding where to locate. The usual response is to send a copy of the fourth grade assessment report with district-by-district achievement results. This report shows fourth grade achievement scores, district level per pupil expenditures (a .08 correlation with achievement in 1976) and an average family income figure based on 1974 estimates (a .47 correlation with achievement in 1976). The sending of the report by implication suggests that it contains reasonable data for deciding where to live. One might say that this information is better than nothing, but the frustration is—it is not sufficient information for judging the quality of a school district.

7. Computer processing of evaluation data causes a frustration of major proportion, or perhaps more clearly, four frustrations. First, the battle is still being waged against the mentality that views the computer as something magic, with the ability to aggregate errors into precision. Second, the time-consuming problems of moving data from report forms into the machine are not fully appreciated by program managers, and the problems have not been solved completely. Third, working with a single, "one-owner" machine as compared to a service center, gives control, but a minor machine breakdown causes a major disruption of service. Fourth, the greatest frustration results when, even after lengthy planning and negotiations, program managers demand answers to questions that are not compatible with the data collected, stored, and programmed.

8. The problem of gaining sufficient support service in the preparation of evaluation reports has not been solved. The desired editing, graphics, layout, and printing skills are not readily available in the agency, and going outside for assistance is difficult because of the rules regarding the role of the state printer.

9. The lack of congruence between the evaluator's "logic" and political decision making "logic" is also a keen source of frustration. The old and accepted political process of basing decisions on power relationships is effective in lining up support and getting certain jobs done. The fact that power politics works, however, does not detract from the frustration of presenting objective and overwhelmingly persuasive testimony based on accurate and logical evaluation data to a legislative committee and experiencing a contrary decision.

10. Another large source of frustration arises from the inability to gain a clear delineation from the policy makers regarding the decisions they will have to make, the information they will need, and when it will be needed. A major reason for the difficulty is that frequently evaluation
data play only a marginal role in policy-making. In the name of accountability, programs must be evaluated and the evaluation report must indicate what needs are being addressed and what outcomes are being obtained. Too often this information is treated as an end product, the report is made and filed, but the information is not used for planning purposes. Evaluators by default often carry on the delineation activities vicariously and hope for an accurate match with policy making needs. It is a difficult problem to solve, but repeatedly, clarification is lacking and the evaluation data are not on target and not useful for policy making.

11. An ultimate set of frustrations revolves around time. One problem is the nearly complete acceptance of the logical planning sequence which tends to mislead people into thinking that if they go through the steps they will automatically accomplish something. Evaluators move back and forth through the sequence in many different orders, and in most instances probably start by trying to establish what people with a stake in the program would be willing to accept as evidence that it is working.

A second time consideration that is frustrating could be labeled a continuity problem, and one specific example will elaborate the point. During a recent school year, representatives of the evaluation section joined with the university and educational service district staff to work closely with 12 small school districts on the Olympia Peninsula to help in planning and conducting assessments and evaluations aimed at clarifying priorities, and isolating problem areas in the curriculum. The effort was productive, and by the end of the school year all involved had gained professional satisfaction for a job well done. The teams were eager to start the next year's round of activities. In September, however, the excitement faded—half of the districts had new superintendents and one district no longer existed.

A third time element is the recognition that time, or more specifically, timeliness itself, is a critical variable in evaluation. Perhaps the supreme frustration is to conduct a sound evaluation, generate useful information, and deliver a well documented report—just after the crucial decision has been made. In the spring of 1974, the legislature mandated that the department conduct an evaluation consisting of pilot studies in LEA accountability and a statewide assessment of basic skills achievement. The law passed in April 1974, the funds became available July 1, and plans were developed in detail. Accountability projects were initiated involving a university, an educational service district, and several LEAs in the right geographic mix. An achievement test was developed using items from the National Assessment of Educational Progress, a scientific sample of students was drawn, and the testing scheduled for April 1975. All efforts were aimed at making best use of time and dollars and having the study's report completed by June 1975. Of course, the legislature met in January 1975, asked for the information, wondered what was taking so long, and nearly passed bad legislation.

12. A final frustration results from the fact that SPI staff and staff assignments are constantly changing. For example, over the past six years the Title I program staff has changed in some way every year, the management pattern for the migrant program has changed each of the past three years, and the assignments and personnel in the program for handicapped children have also changed dramatically. Federal legislation and reporting requirements in all of these areas have also undergone major
transformations. In addition, reorganization within the agency has become a way of life, and it seems as if the evaluation process always involves new people in one phase or another. Petronius Arbiter captured the idea when he reported his frustration in 60 AD:

We trained hard, but it seemed that every time we were beginning to form up into teams we would be reorganized. I was to learn later in life that we tend to meet any new situation by reorganizing; and a wonderful method it can be for creating the illusion of progress while producing confusion, inefficiency, and demoralization.

Of course, Washington evaluators do not have a corner on this frustration.

IN CONCLUSION

During the 1970s, the emphasis on program evaluation gained widespread public popularity, as well as the strong support of executive policy makers and law making bodies. In fact, few developments have made so thorough an intrusion into the operating practices of education. There has always been an emphasis on the precise measuring and accounting for resources, such as the number of books in the library, pupil-teacher ratios, and the number of hot lunches served; but the stress placed on the evaluation of program results has come as an intricate part of the accountability movement. Other professions have concerned themselves with various forms of input-output analysis for many years; the decade of the 70s, however, marked the general introduction of accountability and program evaluation into the educational setting. The concern for the analysis of resources used and results gained is real and growing. However, the fact that there is a lot of "program evaluating" going on should not be interpreted as an indication of educational progress or be confused with claims of program improvement.

Evaluation has come under criticism in recent times, especially from evaluators themselves. There has been a tendency, perhaps, to address too many of the tough problems related to the conduct of evaluation intellectually rather than practically—some of the most reputable evaluators are spending more time verbalizing about evaluation than practicing evaluation. One of the results is that new models, approaches, and strategies are developed and discussed, but the basic trouble spots plaguing "applied evaluation" remain unresolved. Crucial among these is the overestimation of the influence of evaluative information on management decisions and policy making. The intent of this paper was to provide background examples to use in thinking about evaluation issues and ways of improving practices.

As stated earlier, few ideas have spread more rapidly to permeate the field of education than the concepts of accountability and program evaluation. Making the movement pay off with improved practices and better education for those served is still the challenge.
Figure 1. Superintendent of Public Instruction Organization Plan as of August 25, 1979
CHAPTER 4

The South Carolina Experience
Paul D. Sandifer

The purpose of this chapter is to describe the interaction between policy and evaluation in the South Carolina Department of Education (SCDE). More specifically, how does policy influence evaluation and how, if at all, does evaluation affect policy within the agency?

A literal interpretation of the purpose leads one to attempt to view the SCDE in isolation from other state and federal agencies, as well as special interest groups. Although such an approach would have the advantage of resulting in a much briefer chapter, it would ignore the considerable influence of other agencies and groups in shaping the policies of the SCDE and in establishing external policies under which the agency must operate. Consequently, the focus of the chapter is not limited to the policy/evaluation interaction within the SCDE but also examines some of the ways in which various agencies and special interest groups affect policy and evaluation at the state and, consequently, at the local school district levels.

Although the chapter focuses primarily on the SCDE and the interactions between it and other agencies, my perceptions of those interactions are no doubt colored not only by my particular responsibilities in the agency, but also as a result of seven years as an administrator in the Wyoming Department of Education and nine years as a teacher in public schools in Mississippi and Wyoming. An external observer, or other staff of the SCDE, might have perceptions of the policy/evaluation interaction that are quite different from my own. Since such differing perceptions are the rule rather than the exception, I recognize that the thoughts expressed herein are but one version of the "truth."
Definitions

Although the terms "policy" and "evaluation" are widely used, and perhaps just as widely understood, it seems advisable to define the terms as they are used in the remainder of the chapter. Policy, as used herein, is defined as including all legislation, regulations, position statements and policy statements, e.g., "the expressed policy of the State Board of Education is . . .," the intended purpose of which is to determine a course of action, establish a program, or provide a framework within which decisions are to be made.

Evaluation, as used herein, is defined as the utilization of information, obtained through a systematic process of data collection, for any of the following purposes: assessing the impact of established policies or programs; comparing the effectiveness of two or more programs; assessing the degree of compliance with established policy; or influencing the establishment of new or revised policies or programs. This definition of evaluation deliberately avoids any attempt to draw the traditional academic distinctions between policy studies, research, evaluation, and assessment. This is done for two reasons. First, the common distinctions among these terms focus more on questions asked and procedures followed than on the use(s) made of the information collected, i.e., the distinctions are more semantic and academic than they are real, and second, the results of research, evaluation (in the traditional sense), assessment and policy studies are all used, to varying degrees, in efforts to formulate or modify policies and programs. Whether a particular data collection effort should legitimately be labeled an evaluation seems to be more appropriately determined by the use(s) made of the information collected than by the particular study design or the procedures used in collecting the data. Regardless of the complexity and/or degree of sophistication of an "evaluation" design, the act of collecting data does not constitute evaluation. Evaluation occurs only after the data are collected and then, only if the data are used as a basis for making judgments about worth, value, or effectiveness. Although they may not be acted upon by those in policy setting positions, the first place such judgments are normally identifiable is in the evaluation report.

Although they are consistent with the definition given here, many of the examples of evaluation used in this chapter will not be regarded by academicians as "true" evaluation. However, the broad definition of evaluation previously given is necessary in order to understand the policy/evaluation interaction.

Organization of the Paper

The remainder of the chapter is comprised of four major sections. The first, "South Carolina Public Education: State Organization and Administration," provides a description of the context within which my perceptions of the policy/evaluation interaction have been formulated. The second, "Policy: Influence on Evaluation," concerns the ways in which policy determines what is to be evaluated and the impact that policy has on evaluation methodology. The third, "Evaluation: Influence on Policy," represents my perception of the conditions under which evaluation does, and does not, influence policy. The final section, "Other Factors
Influencing Policy and Evaluation," examines the impact which special interest groups have on the formulation of policy, the design of evaluation, and the uses to which evaluation findings are put.

SOUTH CAROLINA: PUBLIC EDUCATION: STATE ORGANIZATION AND ADMINISTRATION

State Superintendent of Education

The Office of State Superintendent of Education was established by the Constitution of 1868. The Superintendent is elected on a partisan ballot for a four-year term and there is no limit on the number of consecutive terms which the Superintendent may serve. During the period from reconstruction until 1979, twelve superintendents were elected to office. The current Superintendent, Dr. Charlie G. Williams, began his first term in January, 1979.

The general duties of the State Superintendent, as prescribed in the School Laws of South Carolina (1976), include:

1. serving as secretary and administrative officer to the State Board of Education
2. supervising and managing all public school funds provided by the State and Federal Governments
3. organizing, staffing, and administering a State Department of Education
4. administering, through the State Department of Education, all policies and procedures adopted by the State Board of Education

State Board of Education

The State Board of Education is comprised of seventeen members, one from each of the sixteen judicial circuits and one member at large. The members from judicial circuits are elected by the legislative delegations representing the counties of each circuit. The "at large" member is appointed by the Governor. The terms of the members are four years and no member may serve consecutive terms except by the unanimous consent of all members of the county legislative delegations from his/her judicial circuit. The statute pertaining to the composition of the State Board contains no provisions excluding professional educators from service on the Board. The present chairman and five other members are professional educators. Although the members are elected by their legislative delegations, the practice of electing educators has received criticism from some members of the General Assembly. During the past several years, legislation has been introduced, but not enacted, to restrict State Board membership to the lay public.

The general powers of the Board include:
1. adopting policies, rules, and regulations not inconsistent with the laws of the State for its own government and for the government of the public schools

2. annually approving budget requests for the institutions, agencies, and services under the control of the Board

3. adopting minimum standards, for any phase of education, as are considered necessary to aid in providing adequate educational opportunities and facilities

4. prescribing and enforcing rules for the examination and certification of teachers

5. prescribing and enforcing courses of study for the public schools

State Department of Education

The administrative structure of the State Department of Education includes three divisions which are under the supervision of Deputy Superintendents who are directly responsible to the State Superintendent of Education. Each of the three divisions, Administration and Planning, Instruction, and Finance and Operations, includes several offices which, collectively, administer the programs for which the agency is responsible. Although most of the offices include two or more sections, the organizational chart (Figure 1) does not include detail below the office level. The organizational pattern of the Department has remained relatively stable during the five years in which I have been an employee. The only significant changes, the creation of the positions for associate superintendents and special assistant for legislative affairs, as well as placing the Office of Personnel under the direct supervision of the State Superintendent, have occurred since January, 1979.

The Department employs 1,079 individuals of whom approximately one-half are involved in the maintenance and operation of the state supported pupil transportation system. With the exception of the employees of the Office of Transportation, most of the staff are based in the agency offices in Columbia.

Evaluation functions within the agency are decentralized. Although no office title within the agency includes the word evaluation, several offices carry out activities which fall within the broad definition of evaluation which was presented earlier. There is, however, no State Board or agency-wide policy concerning evaluation responsibilities.

Each office which funds programs operated by school districts has, or assumes, the responsibility for evaluating, or monitoring the evaluation of, all programs which it administers. The determination of which programs are actually evaluated is, more often than not, a function of federal mandates. The offices most heavily impacted by federal mandates for evaluation are Federal Programs, Adult Education, Vocational Education, and Programs for the Handicapped.
Figure 1. South Carolina Public Education K-12 State Administration as of June 1, 1979
Two offices which do not administer funds for locally operated programs but which are involved in evaluation activities are Technical Assistance and Surveys, and Research. The Office of Technical Assistance and Surveys conducts, at the request of local school boards, studies to determine needs in the areas of administration, curriculum, personnel, and facilities. The results of these studies frequently provide the basis for district planning to meet the identified needs. Although in the traditional sense these studies might not be considered evaluations, they do provide information on which policy is based and actions are taken.

The office of Research is involved in evaluation activities in three ways. The first, and most time-consuming, is through the administration of the Statewide Testing and Basic Skills Assessment Programs. The second involves data collection to assess the financial impact of proposed or existing policies, e.g., "What is the projected cost for facilities required to implement a legislative mandate to reduce pupil/teacher ratios in grades one through three?" Finally, evaluations are occasionally conducted at the request of other offices within the agency or as a result of a decision of the State Superintendent.

POLICY: INFLUENCE ON EVALUATION

Organizational Influence

Whether the decentralization of evaluation responsibilities in the SCDE is more a function of default than conscious decision making is not known. However, evaluation as a recognized responsibility of state education agencies is still in its childhood, or at best early adolescence, and some agencies have not chosen to organize in a manner that concentrates that responsibility in one unit. Experience gained by serving in two state education agencies, one in which the evaluation function is centralized and one in which it is decentralized, indicates that both organizational patterns have their unique disadvantages.

The influence of agency structure on evaluation is evidenced in several ways. When the responsibilities for evaluation are decentralized there may be no common criteria which are uniformly applied either in the employment of staff or in the design of evaluations. This frequently results in:

1. considerable variation in the level of expertise of evaluation staff assigned to various offices within the agency
2. a greater than acceptable degree of variation in the quality of evaluations
3. a lack of consistency in the kinds of evaluation requirements which the various offices impose on local school districts

When evaluation responsibilities are decentralized, evaluators are frequently directly responsible to the administrators of the programs for which they have evaluative responsibility. Even if objectivity can be maintained in such situations, evaluation findings may lack credibility.
because of an apparent conflict of interest. This situation, however, is not automatically overcome by centralizing the evaluation function within the agency. Individuals or groups external to the agency may still consider findings with which they disagree to be merely a reflection of the agency's bias.

With centralization of the evaluation function, the disadvantages cited above are eliminated or at least alleviated. On the other hand, if evaluators are assigned to a unit that has no programmatic responsibility, they may well be viewed with suspicion and distrust by the administrators of those programs which are to be evaluated. Additionally, communications across or through administrative channels in a bureaucracy can be both slow and frustrating.

Whether responsibilities for evaluation are centralized or decentralized is probably less important than having an agency commitment to "good" evaluation for the purpose of addressing policy relevant issues. In the absence of such a commitment, it is unlikely that agencies will anticipate information needs and consequently will frequently be placed in a reactive rather than proactive role in the policy making process.

Federal Influence

Policy, regardless of the governmental level at which it is created, apparently influences evaluation in two major ways: first by determining what is to be evaluated, and second, by shaping or dictating the evaluation methodology.

Determining what is to be evaluated is, in many instances, not a matter of choice for any state department of education since state and federal statutes and regulations, e.g., ESEA Title I, may be very explicit in this regard. A major portion of the evaluation efforts of the SCDE are directed toward complying with federal mandates, although federal funds account for only approximately 14 percent of the annual expenditures for public elementary and secondary education in South Carolina. This is not to say that too many resources are expended in evaluating the effectiveness of federally funded programs. It does suggest, however, that in the past we have probably spent far too little time and money in evaluating state funded programs.

The impact that policy has on shaping or determining evaluation methodology is nowhere more easily identifiable than in the evaluation requirements for ESEA Title I. The federal regulations stipulate the only evaluation methodologies that may be used by state and local school districts. Any exceptions to the prescribed methodologies must be approved by the U. S. Commission of Education. The expressed Fationale for these models is that they will yield comparable data on pupil achievement that can be aggregated to the national level, i.e., across school districts and states. Various critics have raised questions about the validity of this assertion because of some unresolved technical issues surrounding the models. Assuming, however, that the models can and do yield reliable and valid data, another basic question is still unanswered. How can aggregated pupil achievement data be used in addressing a policy issue which, on the face of it, is more social and political than educational in nature? Would it not be sufficient, and perhaps more appropriate, to
determine: (1) whether the target population as defined in legislation is actually being served; and (2) what type of instructional programs or what organizational patterns are most effective in meeting the needs of the educationally disadvantaged?

As a member of the Evaluation Sub-Committee of the Committee on Evaluation and Information Systems (CEIS) of the Council of Chief State School Officers, I have been privileged to hear much of the debate concerning the Title I models. Apart from the questions which have been raised about the technical quality of the models and the policy relevance of the data, concerns have also been voiced about the "test only" approach to evaluation. Local district personnel are concerned that the use of Title I funds for evaluation will be restricted to the collection of data required by federal regulations and consequently, their efforts to examine the effectiveness of other program components will be severely hampered.

In addition to the Title I evaluation models which are already being used, the USOE is developing models for the evaluation of programs for migrants and for children in institutions for the neglected and delinquent (N and D). In the first draft stage, the models for programs for N and D are also pupil achievement based. The methodology to be used is certainly being determined by policy which will probably be promulgated in the form of regulations.

Beyond the impact that specific program policy, e.g., Title I, may have on evaluation methodology as applied to that program, the effects often carry over into other programs. For example, the comparability and non-supplanting requirements of Title I, coupled with the Office of Civil Rights regulations which prohibit grouping that results in the formation of racially identifiable classes, virtually prohibits the use of experimental or quasi-experimental design in evaluating programs that may have little, if any, relationship to the federal programs which have placed constraints on evaluation in general.

State Influence

Three recently enacted South Carolina statutes pertaining to education include explicit evaluation requirements. These are the "South Carolina Education Finance Act of 1977," the "Basic Skills Assessment Act of 1979," and the "Teacher Training, Evaluation and Certification Act of 1979."3

The Education Finance Act includes an "accountability" section which requires:

1. the establishment of school advisory councils
2. school and district based needs assessments
3. the development of annual plans to meet identified needs
4. district participation in the statewide testing program as prescribed by the State Board of Education
5. annual reporting of program effectiveness to the general public and the State Board
The Basic Skills Assessment Act, although not as explicit in its requirements as are the federal regulations concerning Title I, contains requirements which effectively shape methodology and instrumentation. The law requires:

1. the administration of a readiness test at the beginning of grade one
2. tests of reading and mathematics at the end of grades one, two, and three
3. tests of reading, mathematics, and writing at the end of grades six and eight
4. a test of "Adult Functional Competency" at the end of grade eleven

The law includes a time-table for the development and implementation of the program and stipulates that the tests shall be criterion-referenced. Further, the tests shall be used for the purpose of diagnosing student deficiencies and as a basis for remediation. The tests are not to be used as a basis for promotion or non-promotion. None of these stipulations are necessarily undesirable, but they do have considerable impact in shaping the assessment program.

The Teacher Training, Evaluation, and Certification Act mandates major changes in teacher training and certification procedures. The requirements of the legislation include:

1. all applicants for admission to teacher education programs in State supported institutions must successfully complete a basic skills examination in reading, writing, and mathematics
2. the development of an instrument to be used by colleges and universities in evaluating all student teachers
3. development of an instrument to be used by local school districts in evaluating teachers during their provisional year of certification
4. successful completion of a teaching area examination as one requirement for provisional certification
5. discontinuing the use, after July 1, 1981, of the Commons Examination of the National Teacher Examinations for the purpose of teacher certification

The legislation includes a number of other provisions, but those cited appear to be the ones which impact most significantly on evaluation procedures and methodology.

Not only does policy influence evaluation by determining what is to be evaluated and what methodology may be used, it also has impact on local
acceptance of programs. Local district personnel frequently perceive evaluation requirements as being somewhat arbitrary and infringing upon their rights to make decisions locally regarding curriculum and instruction. Questions that are of interest to funding agencies (state and federal) may be of little, if any, interest to local district administrators. For example, few district administrators are interested in or concerned with the external validity of a project or program which is operating within their school district. Whether the project or program works in their particular district is of more concern than whether it may be exportable to some other district similarly situated. Evaluation design, however, determined by the questions of interest to the funding agency and external validity is of interest if the agency is considering replication of the project. Although the funding agencies may ask legitimate questions, lack of sensitivity to local needs does little to gain the support and cooperation of local district personnel who are implementing the program.

All evaluations are not initiated as a direct result of statutes, rules, regulations, or other written policy statements which may require that evaluations be conducted. Occasionally, evaluations are requested long after a course of action has been determined and a program has been implemented. Such evaluations are usually sought as a means of either providing data to generate continued support for a decision that was initially based primarily on beliefs or for generating support for the expansion of the program. This always raises the question of whether what is being sought is really an evaluation or a "Good-Housekeeping seal of approval." There is no intended implication that those who seek such "legitimizing" evaluations are dishonest or unethical. To the contrary, they are almost always sincere, dedicated individuals who firmly believe that their program is working, has great merit, and should either be maintained or expanded. Seldom have these "stake-holders" entertained the possibility prior to conducting an evaluation, that the results may not support their biases.

Although the questions addressed by such "legitimizing" evaluations are not directly influenced by the policies or actions that established the programs being evaluated, the methodology is certainly influenced by their ex post facto nature.

EVALUATION: INFLUENCE ON POLICY

A common lament of evaluators is that the results of their efforts are not used by decision makers. Although this is not always the case, the situation occurs frequently enough to cause great concern among those who practice the art (or science) of evaluation. Assuming that decision makers are reasonably rational individuals who would prefer to make decisions on the basis of information rather than intuition, there must be reasons why evaluation findings are not used. Experience indicates several possibilities:

1. The conclusions of the evaluator are not germane to the decisions that must be made.

2. The evaluation findings are not reported in a manner that communicates to the policy makers.
3. The findings do not support the biases of those making policy decisions.

4. A lack of credibility results either from poorly conceived or conducted evaluations or the reporting agency not being credible to the potential users of the data.

Each of these possible reasons for ignoring the results of evaluation is expanded to some degree in the remainder of this section.

Conclusions Not Germane

Educational evaluators tend to function in the manner that the label implies, i.e., given freedom in designing evaluations they tend to focus only on the educational and cost aspects of program or policy and usually ignore, or fail to realize, that there are often social and political, as well as educational and financial issues involved. The evaluation of any program or policy may well be of interest to more than one group of decision makers and these various groups may legitimately be interested in answers to different questions. For example, the local district administrator of a federally funded program may be interested only in whether the program produces gains in student achievement beyond that which would be predicted without program intervention. The state level administrator's interest may extend to the question of external validity. Administrators at the federal level may share the interests of state and local administrators, but in addition they want data that can be aggregated across states, whereas, the funding body, Congress, may be more interested in the social and political aspects of the program, e.g., is the group for which the program was intended actually being served? Compensatory education programs are a case in point. There is serious doubt that Congress will ignore social and political issues and make significant changes in any compensatory education programs solely on the basis of pupil achievement data as a measure of program effectiveness.

Evaluations which are too narrowly focused yield results which may be viewed as not germane to the issue to be decided. An example is available as a result of an action by the South Carolina General Assembly which provided funding for a pilot program to reduce pupil/teacher ratio in the first grade from 26:1 to 20:1. The Office of Research in the SCDE was assigned the responsibility for evaluating the pilot program. Since the intent of the pilot program was "obviously" to determine the cost-effectiveness of a reduction in pupil/teacher ratio as a means of increasing student achievement, an evaluation focused on achievement gain was designed and conducted over a two-year period. The results of the evaluation were consistent with a large body of the literature on the subject and indicated that a reduction in pupil/teacher ratio of the magnitude involved was not a cost-effective means of increasing student achievement. Shortly after the evaluation results were released, the General Assembly enacted the Education Finance Act of 1977 and mandated a reduction of pupil/teacher ratio from 26:1 to 20:1 in grades one through three. Why? In retrospect, the evaluation was too narrowly focused and failed to take into consideration the political aspects of the
issue. The South Carolina Education Association, a rather effective lobbying group, was exerting pressure on the legislature; and as a means of gaining their support for the total finance bill, the proviso relating to pupil/teacher ratio was included. The question addressed in the evaluation certainly seems to be a legitimate one but perhaps the utility of the study could have been improved by including a survey of teachers to determine whether they preferred to have the available funds used to reduce pupil/teacher ratio or to provide an increase in salary. Additionally, taxpayers, especially those who are parents of school-age children, may be supportive of smaller classes because of their beliefs that children receive more individual attention in smaller classes. The point is, there were other questions, in addition to those related to gain scores, that probably would have been of interest to the policy-makers and, consequently, should have been included in the evaluation.

If we are really interested in increasing the use of evaluation findings in determining policy, more attention must be given to identifying the social and political, along with the educational and economic, issues involved. No one is so naive as to believe that all decisions affecting education are made by educators; however, the narrow focus of many evaluation designs is not consistent with our knowledge of the decision making process. The answer to the question, "By whom will the results be used?" is too often left until the final report is being written, in which case, a likely answer is "no one". If evaluations are to yield policy relevant results, the various stakeholders and the questions of interest to them must be identified before the fact.

Evaluation Reports That Do Not Communicate

The policy maker who has the technical background requisite to the interpretation of the typical evaluation report is about as rare a specimen as a 5-foot 2-inch professional basketball player. All too frequently, evaluators appear to be more interested in producing reports for journals or discussions with their colleagues than in communicating results to potential users of the data. The development of highly technical reports may work wonders for the evaluator's ego but the intended users may be left with two choices: (1) ignore the report, or (2) request assistance in interpreting it. A colleague once made a learned, but incomprehensible, presentation to a lay advisory committee. Following his one-hour monologue, during which the committee members were attentive and polite, two committee members made comments. The first, a newspaper editor, said, "I consider myself to be a reasonably intelligent man, but for the past hour you have insulted my intelligence by subjecting me to your jargon." The second, a wealthy rancher, commented, "As a former school board member, I made it a practice never to fund anything that I could not understand." Unfortunately, the message the committee members were trying to convey was lost on the speaker. The point is, that as long as we evaluators focus our communication efforts primarily on each other and the academic community, we have little room for complaint when the results of our efforts are not used by decision makers.

The Office of Research in the SCDE invested considerable time and effort in determining correlates of achievement test scores in order to
generate predicted school mean achievement scores for comparison with those obtained through the Statewide Testing Program. The intended use was to stimulate local school administrators to take a closer look at schools in which there were significant differences between the predicted and obtained scores. The Office prepared and disseminated to district superintendents a "non-technical" summary report on the project. One recipient of the report wrote to the State Superintendent of Education and commented that if he was really expected to understand the report, it was probably a good thing that he had only a short time left prior to retirement. For those of us involved in preparing the report, the easiest thing to do was to agree that it was probably good that his time of retirement was near. In reality, however, he was probably not the only one of the ninety-two superintendents with whom we failed to communicate. The reports have since been revised and are now being used as initially intended in many of the South Carolina school districts. Unfortunately, we do not know the extent to which the potential utility of the information was reduced by our initial failure to communicate.

Results That Do Not Support Stake-Holder Bias

Precedent to a decision to evaluate the impact of any program or policy is the decision that created the program or formulated the policy. This decision usually reflects some belief of the policy makers that the course of action being pursued is appropriate and therefore should yield beneficial results. In essence, the stake-holders have evaluated, with positive results, the course of action before pursuing it. Consequently when formal evaluations result in findings contrary to the policy makers' bias, the evaluator, and his/her findings, may encounter considerable resistance. The ego involvement of a policy maker may be so great that either revising an existing policy or formulating a new policy contrary to the previously selected position represents a cost which is too great to be paid. In this case the policy maker may simply disregard the evaluation results and proceed on the previously established course. On the other hand, the initial rejection of the findings may, with time, give way to a change in position. I have observed this shift occur so gradually that it was virtually impossible to determine the point at which the change was made. (This seems to have implications for studies of evaluation utilization. In what time-frame must the results be used in order to consider them "utilized"?)

For several years the SCDE supported the implementation of extended-day kindergarten programs in the belief that such programs were efficacious in developing "readiness" for first grade. When the results of a third-party evaluation indicated non-significant differences between half-day and extended-day programs in this regard, the findings met with considerable resistance and unjustifiable questions were raised about the technical quality of the study. Gradually, however, the program administrators have shifted their position on the issue. The point to be made is that it may be unreasonable to expect negative evaluation findings to be immediately and warmly embraced by those who are stake-holders in the program. Perhaps the best that can be hoped for is that when decision makers are given both information and time, reason will prevail.
Lack of Credibility

As stated earlier, non-utilization of evaluation findings due to lack of credibility may possibly be attributed to one of two reasons: (1) the evaluation was poorly conceived and/or conducted, or (2) the agency reporting the results lacks credibility with the potential users of the data. The only apparent defense against the first of these is to conduct other evaluations and not make the same mistake twice. Unless, however, the services of a different evaluator are utilized, the results may still be viewed with suspicion by the target audience.

In the second instance (lack of credibility) there, again, is little that can be done after the fact. Prior to engaging in any evaluation effort, the agency should carefully consider whether the potential users of the data are likely to consider the results to be objective and unbiased. When the evaluation function is centralized within a department of education and, consequently, evaluators are not answerable to program administrators, evaluation results may have credibility within the agency itself. On the other hand, when viewed externally, even a centralized evaluation function is still a part of the total agency and results may be suspect. Unless the results of the evaluation are solely for internal decision making, this probably argues against having any state department of education evaluate programs which it administers.

OTHER FACTORS INFLUENCING POLICY AND EVALUATION

Although the influence which special interest groups have upon the formulation of policy and, consequently, upon evaluation has been mentioned earlier, the magnitude of this influence is such that it seems to warrant some special attention. Policy is not formulated in a vacuum. Policy is formulated only in response to external influence or, more to the point, in response to some real or imagined need. In my opinion, any discussion of policy/evaluation interaction which does not consider those external influences ignores the force which drives the system. Regardless of whether a policy is developed by the Congress, the State Legislature, the State Board of Education, or the State Superintendent, it appears that the policy is always in response to the stated or inferred needs or desires of some group. For example, members of the legislature, as duly elected representatives of the public, enact statutes (educational and otherwise) which, at least in theory, reflect the desires and interests of the electors. The State Board of Education then translates the education-related statutes into rules and regulations which are administered by the State Superintendent of Education. In turn, local boards of education may develop their own policies designed to implement those imposed upon them.

Any of the policy-making groups, the legislature, the State Board of Education, or local school boards may generate policy in response to their own constituents, without being motivated to do so by one of the higher level policy-making bodies. In any case, however, the link between external influences and policy seems obvious.

This translates, then, to a system of interaction that might be portrayed as in Figure 2. The implications are that special interests
directly influence policy and, indirectly, evaluation; policy directly influences evaluation; and evaluation may influence policy either directly by feedback to the policy-makers or indirectly through feedback to special interests.

Unfortunately, the process is not nearly so straightforward as the preceding paragraphs and Figure 2 may imply. There seem to be at least two sources of "noise" in the system that have implications for evaluation and the use of evaluation findings. First, there are usually competing interests at work any time that policy (law, rule, or regulation) is established. Consequently, compromise may be made in framing the policy with the result that no one is completely satisfied with the outcome. If this is true, various "stake-holders" may seek quite different results from evaluations or at least may have different biases toward those results. Second, even if the policy is a precise statement of the expressed desires of the interest group, the underlying intent may not be reflected in the policy. This may lead evaluators down the primrose path to asking the wrong questions (or, at least not enough questions) if they mistakenly assume that a policy is addressing an educational issue when, in fact, the force behind the policy was more of a social, political, or economic nature. The earlier reference to the question of reducing pupil/teacher ratio provides an example of the pitfalls which can be encountered as a result of either ignoring or failing to recognize the motivation for a particular policy.

In concluding, it seems desirable to provide an example of the special interest/policy/evaluation interaction. In using the South Carolina Basic Skills Assessment Act of 1978 as an example, I am aware that my perceptions constitute only one version of the "truth."

The legislative history of the act began in 1977 when two representatives, both members of the Black Caucus, co-sponsored a bill calling for the implementation of a program of grade-by-grade promotion based on achievement test scores. The bill provided that the State Department of Education would select the tests and determine the required scores. The proposed program was to be implemented over a twelve-year period beginning with grade one and adding a grade each year until all grades were included. The bill did not receive favorable action in the
General Assembly but it did generate sufficient interest to result in a joint resolution creating a special committee to study the issue of minimum competency in the basic skills.

In its report to the General Assembly, the committee included a draft of proposed legislation. Although over eighty amendments were introduced during the passage of the bill in 1978, the law is essentially the same as the bill proposed by the committee. There is, however, one major difference. The committee's proposal that an eleventh grade test of "Adult Functional Competency" be required for a high school diploma was deleted prior to passage of the act. What began in 1977 as a move to require grade-by-grade promotion based on testing, culminated in 1978 with a required testing program to be used for the diagnosis of student deficiencies and as a basis for providing basic instruction to assist students in overcoming those deficiencies. Major compromises, the result of the interests of various groups, were reached along the way.

What motivated the introduction of the original bill in 1977? The most obvious answer is that it was simply an extension of the national trend towards competency testing. The prime sponsor of the bill says that such was not the case. According to the sponsor there were two factors which prompted him to introduce the legislation. First, his constituents were concerned that many of their children were only semi-literate upon graduation from high school and they were seeking a remedy for that situation. Second, the legislator had access to data collected through the SCDE-operated Statewide Testing Program which indicated that, on the average, the achievement scores of minority students were considerably below those of the majority. He attributed these differences to poor teaching and social promotion. He apparently perceived promotion as a function of testing to be a remedy for the situation.

The Basic Skills Assessment legislation is a rather significant policy statement concerning evaluation. Apparently it came into being as a result of the influence of special interests and the use of available evaluation data that supported the concern of the interest group.

Conclusion

This chapter was written for the purpose of providing a non-academic perspective of the policy/evaluation interaction in a state education agency. While I am confident (at the 99 percent level) that it is non-academic, I am not equally confident that it provides a "true" picture of the interaction which was the subject of the chapter. As stated earlier, others may, and probably do, have quite different perceptions of the ways in which policy and evaluation interact, or fail to do so, within the SCDE.
FOOTNOTES

1 Code of Laws of South Carolina, 1976, Chapters 3, 5, 20, and 30.

2 The State Superintendent recently initiated a management review of the agency for the purpose of determining whether some organizational changes may be desirable in order to more effectively and efficiently fulfill the responsibilities of leadership, service, and regulation. As a result of the study, the organizational chart (Figure 1) may be inaccurate by the time this chapter appears in print. With that possibility in mind, I have attempted to keep my observations specific to the agency (as requested) while at the same time keeping the interpretations general.


4 Among the common problems encountered by evaluators are those created by insufficient time and financing. If it had been possible to conduct a longitudinal study of the students involved in the program, the results might have been different. Although the educational system is generally concerned with long-term benefits, evaluation is frequently restricted to the examination of immediate outcomes.

5 Report of the Special Joint Education Committee to Study Minimal Competency in Basic Skills, 1977. The Special Joint Education Committee to Study Minimal Competency in Basic Skills created by Part II, Section 31, of Act 219 of 1977.
Although educational policy and evaluation have been a part of the American education system from its inception, the content, form, and relationship between them have changed throughout the years. Early school policy was governed by concentration on the 3 R's, and educational evaluation was based on the effectiveness of the individual teacher. In contrast, schools today have expanded programs far beyond the 3 R's in an effort to provide a more comprehensive education to greater numbers of students. The public has charged schools with the responsibility of addressing, and ameliorating, social problems. Accompanying this expansion of responsibility is an increase in public dollars from local, state, and federal sources. As costs have risen and resources have become less available, funding agencies such as private foundations, state education agencies, local education agencies, and the federal government have placed increased importance on promoting and funding educational activities that encourage desirable student behavior. Thus, program evaluation has become an increasingly important part of general school operations.

Specifically, the passage of the Elementary and Secondary Education Act of 1963 propelled the evaluation movement by requiring evaluation of State Educational Agency (SEA) and Local Educational Agency (LEA) programs supported by federal funds. This concept has grown horizontally to other federal programs and vertically to state and local programs. Subsequently, evaluation and policy making have become an integral part of management concepts such as PPBS, management by objectives, and the more generic concept of accountability. Although variations exist in evaluation philosophy and application, a common theme is that feedback about behavioral changes resulting from program evaluations should be the basis for both policy and operational decision making at the program level.
The binding of program evaluation to policy making is based on the notion that the scientific process which encompasses the evaluation process would solve the problems of educating American youth just as the same processes were able to put an American on the moon in the 1970's. Thus, the expectations were raised that a one-to-one relationship could be developed between evaluation and policy making.

Today, over a decade later, evaluators, educators, educational decision makers, and other interested parties are faced with the reality that the one-to-one anticipated relationship has simply not evolved between policy and evaluation. Too often evaluation results are ignored in light of political expediency. Consequently, we are faced with the problem of improving utilization of evaluation information in policy development. This chapter will detail some of the issues and present how one state, Wisconsin, is structured to relate evaluation to policy making.

CONTEXT AND MODEL FOR EVALUATION AND POLICY

Contextual Factors

Prior to discussing the relationship between educational policy making and evaluation, it is essential to understand some of the important contextual factors within which policy making and evaluation operate in education. These factors are not new but are a reminder that the educational enterprise is dynamic, conducted by humans who possess the strengths and frailties which determine the outcome of all human endeavors. Systems are made up of people who should be accountable for results rather than for the failure of the "system" itself. Thus, the following contextual factors are presented as a framework within which most policy making and evaluation take place.

Contextual Factor 1. Decisions in education are made by influencing those who have the final decision-making authority invested in them by state constitutions and laws.

Contextual Factor 2. Education is a political process which is strongly influenced by individuals and groups who are affected by the decisions. Their vested interest may conflict with the welfare of others.

Contextual Factor 3. Education is an enterprise in which people with diverse values must agree to live with a single set of policies and operations within an educational system.

Contextual Factor 4. Education is not an exacting science in which success or failure can be precisely predicted for any particular policy or program. Thus, a single best policy or program may fail to emerge.

Contextual Factor 5. Translation of programs and operations from policy may bear little resemblance to the intent of the original policy.
Contextual Factor 6. Both individuals and groups are often vying for limited resources, which often leads to conflict and competition rather than cooperation.

Contextual Factor 7. Evaluation conclusions are often contradicted and refuted by those desiring other outcomes. They may reinterpret data or present contradictory data which supports their viewpoint.

Because of these contextual factors we must begin with the assumption that educational decision-making regarding policy, programs, and evaluation is not always rational but is often based on influence and compromise. This political decision-making process is inefficient but successful in a multi-cultural democratic society in which public education is laid open, dissected, studied, and gradually reconstituted in an evolutionary process.

Within this context we can begin to fit together the dynamics of policy and evaluation, realizing each state is somewhat different in terms of the power structure, values, and traditions which influence the policy/evaluation relationship. The importance of this chapter is for the reader to gain insight into the dynamics of other states so that he may better utilize evaluation results in his policy development process.

A General Model

Educational policies are broad statements of intent which provide organizations with a basis for program design and implementation within a given State Education Agency (SEA). They provide a description of agency direction to those outside the organization. Characteristically, policies lack quantification, specific behavioral descriptions, and program specifications. However, they usually do reflect a desired standard. For instance, a policy may be to "promote equal educational opportunities for all children in the state." This statement reflects a standard but does not indicate how it will be achieved or how one knows when it is achieved. These specifics are accomplished through the development of goals, objectives, programs, and program evaluation.

The process of generating policies in an SEA is complex, and varies between SEAs. However, it does appear possible to develop a general model that reflects the dynamics of decision-making in most SEAs.

Figure 1 is such a model and is designed to be flexible in order to accommodate the variations which occur in SEAs. The general flow of the model shows that "data" raises policy issues, resulting in policy adoption, related programs, and evaluation. The evaluation results are then used in revising policy, programs and, even the evaluation itself.

The model begins with the disclosure of "data," which strongly suggests that either current policies be revised or new policies be developed. At the very minimum, the "data" raises serious questions as to certain unmet needs which must be addressed. "Data" in this model has two forms. First, people express their concerns based on their own experience as parents, educators, students, employers, and taxpayers. Although these data are neither systematically collected nor scientifically analyzed, they can have a powerful effect on educational policy if a
consensus of opinion is gained and the opinions are expressed in a loud and clear fashion. This type of data can be more powerful in bringing about change than even the best evaluation studies.

The second type of "data" is more systematic, consisting of test scores, surveys, and research. Sometimes these studies are carried out to reinforce or change policy, while at other times their influence on policy is accidental.

It is important to note that in most cases the two forms of "data" are used to complement each other. For instance, many people expressed concern over students not learning the basic skills. This notion was then reinforced by reports of declining test scores and other "hard" data. Thus, most state departments have developed a stronger and more visible policy concerning basic skills.

It is interesting to note that data has several points of entry into the policy development process. The Chief State School Officer (CSSO), governor, legislature, state board of education, and SEA staff are all viable candidates for influencing policy. Depending on the personal policies of each and their relationship to each other, the entry points used are based on receptivity to change and the power to change. If policy change is desired it is most important to analyze the actors and select those who are receptive and willing to work for the desired change.

Figure 1. General Decision-Making Model
Once the data is revealed, policy issues are determined by a number of different people. Professional groups, legislators, the governor, CSSO, and SEA staff offer various policy alternatives. Each of these groups may prepare papers on policy issues, appear at public hearings, or attempt to persuade others on an individual basis through rational analysis, emotional appeal, or political compromise. The end result is either no policy, or a policy which is agreed upon by either the SEA, legislature, governor, or any combination of the three.

Policies are then translated into programs through the development of goals, objectives, activities, and budgets. The legislature often goes beyond policy by determining some program specifications. Such activity can create conflict between SEA and legislators. It is at this point that lobby groups also work to insure that the funds are allocated and activities are designed to meet the needs of their constituency. Thus, these groups exert strong influence on both SEAs and legislatures during this phase of the process.

State programs are given varying degrees of autonomy in determining evaluation procedures. For some states program evaluations are required but the design is left up to the SEA. Other programs have the evaluation specifications spelled out either with general guidelines or specific activities. Regardless of the form, it appears that states are increasingly required to evaluate educational programs.

Evaluation results can influence virtually every phase of the model. People's perceptions could be changed through the new information, but the "data" base changes. The evaluation could cause a re-evaluation of policy or raise new policy issues. Certainly the management, organization, goals, objectives, activities, and budget of a program could be affected. Whether any of these changes take place depends on the processes developed for handling data and the desires of those who control the data.

FEDERAL INFLUENCES ON EVALUATION POLICY

Since the passage of the Elementary and Secondary Education Act of 1963, the federal government has had greater influence on the policies and evaluations of state and local education agencies. The federal government of the 1960's began to intervene directly to overcome some of the large-scale social problems of the decade. Education was among the many social programs affected. The major mechanism of change was the injection of massive amounts of funds onto state and local education agencies for the purpose of designing and implementing programs that met the needs of society.

In handing out money for specific programs, the federal government began to influence state and local district policies. For instance, acceptance of Title I funds increased state and local districts' commitment to improve the education of the disadvantaged. Although most states had some commitment to this policy, the Title I funds increased that commitment and made it very visible. Likewise, the original Title III greatly influenced policies for innovative programs and expanded the policy of publicly documenting educational needs at a statewide level. Still other programs were responsible for implementing new management concepts
and placing an emphasis on educational planning on a statewide level. At the SEA level, many, if not most, of the current central planning units had their origins established from ESEA funding. Thus, the federal government, through massive funding attached to specific programs, has had a great impact on educational policies at the state and local levels.

One of the key areas of influence is in evaluation of programs. A prime example is Title I, in which evaluations have gone from being locally designed to following more rigorous federally mandated requirements. At the outset, local districts were permitted great leeway in how their program evaluations were designed and implemented. The goals and objectives were strongly encouraged and the evaluation instruments were left up to the local district. As a result, evaluations ranged from excellent to totally inadequate. As the inconsistency in quality became more evident, the federal guidelines for Title I evaluations were restricted to make them more consistent with good evaluation practice.

In addition, Congress began to question seriously the effectiveness of Title I funds. This questioning led to changes in evaluation requirements and subsequently to evaluation practices. When faced with measuring the impact of Title I, educators were unable to aggregate Title I evaluation data from across the nation and gauge their effectiveness. Instead, case studies and anecdotal data were used to defend or attack the massive expenditure of funds. Subsequently, Congress mandated that a method be developed to report on the impact of Title I to Congress.

As a consequence, Title I developed four models for evaluation which generated data that could be aggregated at the state and federal levels. This strategy limited the evaluation instruments that were required (LEAs could supplement), the sequence of evaluation events, and, to a certain degree, the content required to be evaluated. In essence, the Title I requirements limit the required evaluation strategies, curricular content, and test instruments to those that it specifies.

LOCAL INFLUENCE ON POLICY DEVELOPMENT

Local individuals and groups can influence policy decision-making through several mechanisms. Lacking definitive data on how effectively these mechanisms influence policy, the reader must draw upon his own experiences to judge the value of each.

Individual Personal Contact

In this case the individuals may call, write, or meet with SEA management, legislators, or the governor and express their opinions. For people viewed by government as opinion leaders, this type of contact is valuable. Otherwise, a large quantity of responses is needed to influence policy decisions.

Specific Issue Groups

There are ad hoc groups which pool energy and resources to change specific policies or procedures. Their interest is in a single topic and
they use personal contacts, letter campaigns, and media as their major modes of operation.

Task Forces and Advisory Groups

Historically, the governor, legislature, and SEA have established task forces to review specific problems and make recommendations for policy and programs. These task forces are usually appointed by the governor and/or agency head, with the basis of selection not always clear. In most cases, the local constituency is represented. However, the individuals selected often hold views similar, or at least not incompatible with, the appointing authority. Thus many, but not all, task forces have a built-in bias.

Organizations

The local constituency is usually well represented by various professional organizations who have been increasingly involved in political lobbying efforts to serve the needs of their members. Teachers, administrators and business officials all have their representatives who monitor and influence educational policy and programs at the state level. In Wisconsin, some of these groups have formed an umbrella group with the SEA for the purpose of discussing major policy and program considerations. Although the group has no formal authority, an overwhelming consensus on an issue, policy, or program would have a great influence on those who made decisions.

In Wisconsin local influence has had a general effect of maintaining local control where the federal or state laws have not compromised it. In evaluation, most advisory groups opt for leaving the design and implementation up to LEAs and requiring as little extra work as possible to accomplish evaluation requirements. This position is partly due to the issue of control, but may very well reflect a feeling on the part of LEAs that evaluation data either are not, or cannot be, utilized enough to justify increased demands on the time, energy, and money of the local district's staff.

EFFECT OF STATE POLICIES ON EVALUATION

State educational policies affect evaluation in three ways. First, the policies may determine that no evaluation take place. This is usually accomplished by leaving the requirement for evaluation out of legislation and the budget. Thus, the programs are implemented and a general fiscal accounting is done, but no performance evaluation takes place.

Second, legislation and/or budget documentation may be very prescriptive in determining the evaluation policy and procedures. In such cases the evaluation requirements are often spelled out in detail regarding: (1) process, (2) instruments, (3) time-lines, and (4) reporting requirements. This situation places severe limitations on the SEA, but increases the probability that the legislature will have its evaluation policy carried out.
Third, the legislature/budget requires that the SEA evaluate specific programs that are being supported by state funds. The directive to evaluate is often vague, sometimes ambiguous, and always open to interpretation as to legislative intent. Procedurally, the CSSO assigns the program to an individual to administer. The nature of the program and evaluation will then be determined by the personality, politics, professional persuasion, and program priorities of the program director and his or her superiors who have veto powers.

Like individuals, organizational units have their own personalities, politics, and program priorities. Thus, central evaluation units tend to be interested more in performance-based evaluations, using surveys and objective tests, while instructional people often emphasize process evaluation, using interview techniques or other methods which place less dependence on student performance. The nature of the evaluation, then, will be established by organizational assignments since an overall agency evaluation policy is often absent.

INFLUENCE OF EVALUATION ON POLICY

Educational evaluation has the potential for influencing four aspects of the educational enterprise. First is the establishment of programs based on evaluation of need. Once concerns are expressed as shown in the earlier decision model, the collection of systematic evaluation data may indicate the degree to which the concern is real. This use of evaluation could set the course for the content, process, and extensiveness of SEA programs. The results of these evaluations can directly affect the amount of fiscal and human resources made available to address the concerns.

Second, the management and operations of ongoing programs may be modified as a result of formative evaluation. These changes usually affect the activities of staff and students, but avoid any major changes in overall policy, missions, goals, or objectives. These changes are intended to promote more effective and efficient attainment of the original goals and objectives.

A third aspect of evaluation is program monitoring, which is related to management and operations, but has the intent of insuring that the proposed program is the program being carried out. Program changes must be documented, verified, and justified.

The fourth area involves policy changes which determine the continuation of the program. Programs may be discarded because the evaluation shows them to be ineffective, inefficient, or politically unnecessary. Evaluations may indicate that the goals and objectives are both reasonable and based on desired standards. However, the end results simply may not meet the standards sufficiently to warrant continuation of the project. It is also possible that, even if the goals and objectives are being met, the cost in dollars and human commitment is too great for the outcome. Finally, when the evaluation results are placed in the larger context of total organizational programming, other priorities may supersede the project as a result of changing needs and perceptions on the part of administrators and the public. Thus, the evaluation may contribute to the expansion, maintenance, or termination of existing programs.
The final policy decision involves the choosing of one program approach over another, and the general/significance of the evaluation results. As a result of a program evaluation, an organization may choose to drop one program and adopt and/or expand a program that the evaluation has shown to be more effective, efficient, and/or politically acceptable.

In reality, evaluation studies have a relatively small impact on policies in comparison to their impact on program operations. This situation exists because of the nature of educational policy, the politics of the educational enterprise, and the current state of the science of evaluation.

As indicated earlier, educational policy is usually stated in broad and abstract terms which foster multiple interpretations of goals, objectives, programs and evaluation. Since most evaluations are designed to measure program objectives and activities, it is little wonder that policy is barely touched. In addition, most policies are robust enough to withstand significant program changes without requiring policy changes.

Statewide educational policy is usually very appealing to the public and appears to be in the same unassailable category as "Chevrolet, apple pie, and the American flag." Within this context much public policy is traditional and insulated from rapid and extensive change. This stability is due to the balance of power between traditionalists, moderates, and liberals who influence and make policy decisions.

This balance of power also explains, in part, the imposing role that the federal government and courts have played in bringing about both policy and program changes at the state and local level. During the last 25 years the government and courts have been liberal regarding social policy and programs, and have created policy and program changes at the state and local level by legal mandates and by the infusion of large grants for educational programs. For example, statewide policies concerning equal educational opportunity, school desegregation, school finance, and library building programs, were all changed dramatically because of federal intervention. Even curriculum policies and programs have been influenced dramatically by the creation of the National Defense Education Act (NDEA), Title III, and Title IV. It is important to note that the federal activity came about as a result of public concern and a national feeling that the policies and programs were necessary for the public good, not because a comprehensive evaluation concluded the changes were imperative. Society expressed concerns and the federal government and courts responded by establishing programs and policies that addressed them.

Evaluation has had a less than desirable effect on policy because evaluation results are often inconclusive or contrary to previous studies. The technology of evaluation is not perfect and contains the bias of both the evaluator and the program staff which focuses on specific aspects of the program while minimizing and/or ignoring others. Even comprehensive evaluations have errors of both content and design which allow opponents to criticize the evaluation and discredit the results on technical grounds.

Similarly, educational evaluation has not produced insightful, permanent, and significant discoveries which would revolutionize the enterprise as is true in other fields. Evaluation discoveries have no analogies to X-rays, penicillin, or the electric light bulb. Instead,
education has a series of fads such as management by objectives, programmed instruction, and the open school, which lose their luster after a relatively short period of time or are refuted by contrary research within a decade. As a result, educators and evaluators have failed to create the public trust which other fields have developed through finding permanent and effective ways to address public concerns.

Finally, the traditional view of organizations having specific missions towards which all their human and fiscal resources are devoted is no longer appropriate. Factors such as limited resources, controversial policy issues, influence of special interest groups, public politics, organization politics, and the openness of the democratic process have led to decisions that are less than optimal in regard to the organization's mission, but more practical in that they try to satisfy all the variables listed above so that programs and policies can be implemented. Thus, one should be little surprised when parents and others express dismay over their perception that the children seem to have been lost in the decision-making process, while the survival of individuals and organizations appear to have been optimized. Although evaluators should be concerned about students, in reality, evaluation results may be neither necessary nor effective when one or more of the above factors is given higher or even exclusive priority in decision making.

STRUCTURE AND FUNCTIONS OF POLICY AND EVALUATION WITHIN THE WISCONSIN DEPARTMENT OF PUBLIC INSTRUCTION

Department Organization

The Wisconsin Department of Public Instruction (DPI) is unique in that the state superintendent is both the major policy maker and administrator for education in the state. The CSSO is a constitutional officer elected in a popular, non-partisan election every four years. There is no state board of education or any other state structure which supercedes the policy-making authority of the office. Thus, the CSSO is accountable only to the public every four years.

Implementation of policies and operations are accomplished in two ways. First, Wisconsin is under a biennial budget system with a budget review occurring on the off year. The budget is a mix of fiscal and program elements. However, the budget has been used increasingly by state agencies, legislature, and the governor for developing or changing policy.

The DPI creates a budget which is submitted to the Department of Administration for review, after which the governor makes recommendations to the legislature. Both budgets are reviewed and modified by committees and finally adopted as a total state budget. The governor does have line veto powers which can be overturned by a two-thirds vote of the legislature. This process generally follows the model described in the previous section and is greatly influenced by various special interest groups.

Organization of DPI, shown in Figure 2, consists of the state superintendent, an appointed deputy, and five appointed assistant superintendents, who serve at the pleasure of the CSSO. The department is divided into five major divisions including Financial Aids, Handicapped
Children Instruction, Library, and Management, Planning and Federal Services.

An Administrative Council made up of the CSSO, deputy CSSO, and five assistant superintendents review major policy changes. In addition, the CSSO confers with individual assistant superintendents, program staff, and numerous task forces and advisory groups for direction concerning policy and operations. However, final decisions regarding policy and implementation are the sole responsibility of the CSSO.

Figure 2: Divisional Structure of Wisconsin State Department of Public Instruction
Evaluation Structure and Functions

Housed within the Division for Management, Information, and Federal Services is the Bureau for Evaluation, Planning, Information, and Research. This is considered the central evaluation unit of DPI and is divided into three units, two of which are involved directly in program evaluation. The unit entitled Educational Planning, Evaluation, and Research consists of six persons who have varied responsibilities. Some design and implement evaluations for other DPI programs such as special education and nutritional education. Others review and monitor local evaluations for Title IVC projects. Some have been involved in a statewide needs assessment which had potential for statewide policy development. For the most part, the group is "on loan" to provide services to others who lack staff to fulfill their evaluation needs. This group also advises local districts on the design and implementation of local evaluation programs.

The second unit is the State Assessment Program, which conducts an annual statewide assessment of pupil performance. This unit has a staff of six. In addition to statewide testing, this unit has been instrumental in developing a local option testing program and is in the beginning stages of developing an item bank to be used by LEA's.

Evaluation Methodologies

The basic methodology used in evaluation is that of establishing outcome objectives and measuring the attainment of those objectives for each program evaluation. In addition, some process evaluation may take place to insure that the program proposed was in fact the program evaluated. Achievement tests, interviews, and questionnaires have all been employed as data-gathering tools.

Problems and Constraints

Lack of Clarity Concerning What Clients Want from Evaluation. Many clients come to evaluation without much knowledge of what questions they want the evaluation to address. Subsequently, a great deal of time must be spent on clarifying goals and objectives. To some clients this is both a tedious and often threatening task.

Attitude. Some clients are afraid of evaluators because they are intimidated by them and/or feel they are being personally evaluated. Such feelings hinder the evaluation process in that people either become resistant to the process or agree to things they later reject under the pretense that they did not understand them.

Minimal Effort. Clients are often being forced into evaluation to hold on to their funding, and, therefore, desire to do the minimum to meet the requirements. They are just going through the motions.
Communications. Evaluator and clients often fail to communicate ideas and assumptions, thus a common understanding does not exist. Such communication gaps are caused by both language differences and varying degrees of receptivity to ideas and viewpoints on the part of both the evaluator and client.

Use of Evaluation Results. After the time and money are invested, after fulfilling an obligation to evaluate, clients do not utilize results adequately. There is resistance to pre-planning the use of results and a propensity for a "wait and see" attitude. However, most evaluators do believe that results are not used in a systematic and visible fashion.

Difference in Philosophy. Differences in evaluation philosophy exist among educators, especially in terms of the "hardness" or "softness" of data required for adequate evaluation. In the Wisconsin DPI, as in most agencies, there are those who place greater emphasis on process rather than outcomes. Thus, conflict arises as to how much reliance should be placed on student performance data versus other types of information. If an evaluator who is a strong believer in performance data is "loaned" to a program whose personnel tends to believe more in process or other data, the evaluator is constrained in providing services as he or she believes is appropriate.

PUPIL ASSESSMENT: A CASE HISTORY

In 1971 the Wisconsin legislature, with the support of the DPI, enacted S.115.28(10), which mandated the department establish a pupil assessment program within very broad guidelines:

Develop an educational program to measure objectively the adequacy and efficiency of educational programs offered by public schools in this state... Assessment shall be undertaken at several grade levels on a uniform statewide basis. (SD.115.28(10)

Unlike other states, this legislation passed with a minimum of debate and little organized opposition. It received neither wide press coverage nor special interest group attention. Most importantly, the legislature did not provide any state funds for initiating the program, which may account for the lack of interest among law-makers and educators regarding the passage of the bill. Thus, the DPI was mandated to provide a program of pupil assessment, but was given little legislative guidance, interest, or funding.

Fortunately, the state superintendent was committed to the concept of accountability and therefore allocated discretionary federal funds for starting the program with the intent that the state would eventually take over its support. This became a reality in the following biennium, when the state provided full support of the program. The state has increased allocations for the program each biennium since.
From 1971-75 the assessment program developed a set of goals for education, and implemented assessments in reading, math, science, and social studies. The Eleven Goals for Education were intended to be the basis of the assessment and were to provide direction for education in Wisconsin Public Schools. The test instruments were all objectively referenced, and put together by Wisconsin educators, or selected from the National Assessment of Education Progress (NAEP). They were administered to a random sample of public school students based on a two-stage random sample design.

During the first four years, several events did and did not take place. No definitive purpose for the assessment was established or documented. There was little consideration given to the nature and type of data to be collected. There was little consideration of persons responsible for content and technical quality of the instruments. No one was designated responsible for the content of the reports. Thus, an internal tug-of-war began between assessment personnel, the specialist, and management personnel of other divisions. As a result, until 1976, products were deemed inadequate by the assessment director. Many policy makers, outside of the DPI, questioned the value of the assessment data.

At the end of the 1975 assessment, an internal evaluation of the assessment program was done by the assessment staff and a Technical Advisory Committee. The evaluation concluded: the sampling procedures were excellent, the logistical systems for administering the program were excellent, the test instruments needed some refinement, and the program did not seem to meet the need for student information. Thus, an assessment program had been created that operated well, but did not satisfy needs of educators, lawmakers, or the general citizenry of Wisconsin.

As a consequence, the CSSO directed the assessment staff to accomplish the following:

1. provide the citizenry of Wisconsin with a statewide profile of the quality of education as reflected in students' ability to demonstrate expected knowledge, skills, and attitudes

2. provide state officials with student performance information for use in educational policy development and/or communicating with constituents

3. provide state officials and the general citizenry with a profile of Wisconsin pupils' performance as compared to a national average

4. provide school districts with the opportunity for self-evaluation, using the methodology and products of the Wisconsin Pupil Assessment Program

In addition, the CSSO directed that public involvement be significantly increased in all phases of the assessment. This change resulted in the assessment of practical skills and knowledge in addition to the purely academic objectives the assessment had previously focused on.
The changes in policy and procedure were consistent with the general policy of the CSSO regarding local control. The assessment was to be developed for, and by, the public with technical assistance provided to local districts on a volunteer basis. The assessment design was a "safe" compromise which showed DPI was concerned about accountability and yet was not demanding enough to pose a direct threat to any particular special interest group. In summary, the assessment was a reactive program designed to quell concerns over student performance. Its purpose was to provide public information and not to comprehensively evaluate specific educational programs in Wisconsin.

Although the yearly results made interesting newspaper coverage, it is difficult to identify whether the assessment has been instrumental in changing policy. No new programs have been initiated and no new funds have been generated by the assessment results. There is scant evidence that the education of Wisconsin children has improved, or that any improvement, which may have occurred, would be due to the assessment. On the positive side, there is evidence that local districts using the local option program have used it for program improvement. This effort is encouraging, since districts are attempting to find ways to make evaluation figure more prominently in policy making.

HEURISTICS FOR INTEGRATING POLICY AND EVALUATION

For the purpose of clarity it is necessary to draw a distinction between local project evaluations with limited local implications, and statewide evaluations which have potential implications for the entire state education system. Policy questions are more easily addressed in projects. The appropriateness of a decision can be judged against the concerns and needs of a relatively small group of people instead of judging whether a particular policy or program is appropriate for 436 LEA's who have both common and unique needs. Consequently, policy may be more controversial at the statewide level than in a single LEA.

The sheer size of a statewide evaluation and decision-making process opens complicated political channels which are often difficult to control. The power structure may shift with the policy issue in statewide processes, whereas, at the local level the power structure appears to be more stable.

Statewide evaluations are usually carried out by SEA staff, while local project evaluations may involve SEA staff, local staff or outside consultants. Statewide evaluations require an internal evaluator, whose role may be different from an outsider's. The internal evaluator begins with a particular status in the organization and is, in all likelihood, less prone to deviate from the organizational norms of communication, attitudes, and innovation. This individual is already part of the organizational structure and, in all probability, has been pigeon-holed into specific political and philosophical categories, making it less likely that the organizational staff will view the evaluator as unbiased. The SEA evaluator must then make a conscious decision to either facilitate the evaluation process by providing technical expertise, or take an active role in the politics of the situation, thereby influencing the design, implementation, and utilization of the evaluation.
Suggested heuristics for improving the integration of policy and evaluation at the project level follow.

**Project Evaluation**

1. Make sure your credibility with the organization is established by providing documentation of work history and references from other evaluation projects you have conducted. Submission of an evaluation report which you have completed would also be valuable.

2. Determine at an early stage both the formal and informal structure for decision-making in the organization, and deal with the appropriate decision-makers regarding the evaluation design and implementation.

3. All communications should be done at a language and technical level appropriate for the audience. Do not use the average level but the lowest level in the audience so that you will communicate effectively with all people involved in the process.

4. Be prepared to deal with people on a simplistic level. Assume responsibility for increasing the audience's knowledge of evaluation techniques and of how results can be utilized.

5. Clarify the roles and responsibilities of the evaluator, staff, and administration.

6. Do not go into an evaluation situation with preconceived notions of what the evaluation should do or how the evaluation will be conducted. Be sensitive to local needs since, in the final analysis, the best evaluation design will be useless unless it meets local needs.

7. Do not take sides on local political issues, but act as a conciliator in bringing about compromise. Make suggestions and relate relevant research, but do not impose your viewpoint.

8. Identify the purpose of the evaluation and the specific questions that need to be answered. This is essential since most clients do not understand what an evaluation can do or what they want. Be honest about what questions can and cannot be adequately addressed, and explain why. State how much staff time and what resources are required for answering questions. Do not let the client expect more than the evaluation or evaluator can deliver. Document the purpose of the evaluation and the specific questions to be addressed and have both the client and evaluator sign it.
9. Develop the evaluation process plan. Include activities, responsibilities and timelines. This may be accomplished through developing options which the client decides from, based on your analysis. This decision should be a team process so that the client will feel ownership and try to tailor the evaluation to the local situation.

10. Develop an analysis plan that specifies how the data will be translated into answers to the evaluation questions. Avoid statistical jargon. Present the plan so that everyone involved will understand the process and the final outcome.

11. Develop an interpretation and utilization plan that delineates who, how, and when the results will be interpreted. This step is critical in utilization, since most clients are inclined to let the results determine the utilization of data. By defining how specific desirable and undesirable outcomes will affect policy and operations, the client will probably be more committed to following through with specific actions.

12. Develop a dissemination plan which targets evaluation results and recommendations to audiences in a form that they will read and follow through on. Produce technical and summary reports which convey the same information in different forms. In some cases dissemination may utilize alternative media such as transparencies, television or slide/tape presentations.

13. Keep key decision-makers informed as to the progress of the evaluations and any unusual findings. Do not drop surprises on the client to which he or she is not ready to respond.

14. Make sure the role and responsibility of the evaluator is clear in terms of information release. Do not release information without the client's approval. Requests for information should be directed to the client.

Statewide Evaluation and Policy Interaction

Most statewide evaluations are conducted by the SEA staff, thus, there is little client-evaluator conflict. However, the evaluator must interact with other government and public entities, finding the most resistance in intra-agency dealings. Thus, the heuristics presented below assume evaluation and policy interaction are internal agency activities that may involve extra-agency politics.

1. It is essential that the evaluator have the full confidence of the agency's top management. Since statewide decisions are made by the CSSO and/or state board, it is imperative
that the evaluator build a strong track-record with them. The evaluator must produce evaluations that fit client expectations and are politically astute, flexible, and technically competent.

2. The evaluator must build a positive relationship with those staff members who may be affected by evaluation outcomes. Agencies are generally resistant to change. Individuals may be directly threatened by evaluation, and may do everything in their power to overtly and covertly impede the evaluation effort.

3. Evaluators should build relations with influential groups outside the agency and educate them as to how evaluation results can be used in making decisions. These influential people include budget analysts, legislative staff, professional organizational staff, and media people. Evaluators can educate such people by holding conferences and workshops for them, or by meeting with them individually to inform them of evaluation progress. Under no circumstances should such meetings take place if they conflict with an agency policy or rule. Likewise, the evaluator should not promote ideas which are contrary to agency policies, rules or regulations. The intent is to educate and build confidence in the evaluation process.

4. The purpose and objectives of any statewide evaluation should be clearly delineated and approved by the CSSO and the evaluator. The evaluator should offer alternatives and recommendations as to what questions the evaluation may address, as well as an analysis of the policy and operational implications of each.

5. An evaluation plan should be developed that includes activities, responsibilities, and timelines. This plan is then signed-off by the CSSO and management staff who are involved. The signing of the plan represents a commitment to implement it. Management must insure that staff members carry out the plan even if it means reduction in other staff activities.

6. An analysis plan should be developed to specify how the data will be translated into a format that will answer the questions addressed in the evaluation. This plan provides a mechanism for communicating what will and will not be done with the data.

7. A utilization plan should be developed to indicate how the evaluation results will be used. Positive and negative results should be analyzed and potential actions described. Such a plan represents a public commitment to use data in specific ways. It may prevent the collection of extraneous information that is costly and inconvenient.
8. Provide a dissemination plan that directs evaluation results and recommendations to target audiences in a form that they will read and follow through on. Produce technical and summary reports which convey the same information in different forms. In some cases, dissemination may utilize alternative media such as transparencies, television, or slide/tape presentations.

9. Have evaluation results reviewed by professional and lay people who have different points of view. Provide mechanisms for each interaction with the two objectives of, 1) having people with diverse viewpoints gain a better understanding of each other and the issues, and 2) obtaining new perspectives on the issues. Such an open dialogue promotes common understanding and increased support for subsequent actions.

Although the heuristics described above may aid utilizing evaluation results in policy-making, the key to success is in the personalities and politics of individual decision-makers. It is obvious that some decision-makers have the confidence and ability to attempt revolutionary changes while others are satisfied to let the "system" evolve at its own pace. Regardless of any particular situation, the evaluator must understand that evaluation results will always be used in a political context. Unless attitudes change, most systems will decide to provide sufficient, not optimal resources to an organization in helping it attain its goals. Credible evaluation, then, is essential for verifying the need for and the effectiveness of programs within the broader context of decision-making.
A CONCEPTUAL FRAMEWORK

Policy and Evaluation Defined

It is not the purpose of this chapter to develop a complete conceptual framework for policy and evaluation. Its purpose, rather, is to show, in a practical setting, how these two interact. But it is recognized that some definition is necessary in order to provide a common understanding which will permit communication between author and reader. For the purpose of this chapter, then, the following definitions are presented:

**Policy:** Guidance provided by an organization to decision makers

**Evaluation:** The collection of information for use in making decisions

The common factor in both definitions is "decision making." In some manner, both policy and evaluation are used by a person who is forced to make a decision. How they interact will, of course, vary with the situation. But the fact that they do interact is a major premise here and the fact that their interaction occurs in the decision making process is a second major premise. Therefore, we can only meaningfully define these terms dynamically; by considering how they function jointly and severally in their mutual environment of decision making.
The Interaction of Policy and Evaluation

Policy and evaluation both serve the decision making process. They interact with each other in a variety of ways when decisions are made. To illustrate, consider an unhappy consumer who finds that the radio he recently purchased does not work. He returns to the store seeking to return the radio. What possible reactions can he get from the salesperson? The salesperson will either take the radio back or not. How the decision is made depends on how the store uses policy and evaluation.

Scenario 1. The salesperson says: "It is our policy to accept all (or no) returns, no questions asked." Here the decision appears to be based wholly on policy. An evaluation of how the radio functions is not required to make the decision. We should, however, suspect that evaluation did have some influence on the adoption of a policy to accept all returns. Probably, market research or the storeowner's own informal collection of information indicated that such a policy is, in the long run, good business.

Scenario 2. The salesperson says: "It is our policy to decide all returns based on our evaluation of the product. We will have our service department conduct the evaluation, and then we will decide." The decision is based on policy and on information generated through product evaluation. That is, a blend of evaluation and policy.

Scenario 3. The salesperson says: "We don't have a general policy on returns, but the radio is obviously defective, so you can return it." Having evaluated the radio's function, it appears that the salesperson is able to make a decision based only on evaluation and with no policy influence. But the absence of policy is illusory. Implicit in the salesperson's willingness to take back a defective product is a policy to be fair, or to please the customer, or to avoid legal action by recognizing an implied warranty.

It appears from the scenarios that no decision is made without the influence of both policy and evaluation. Why, then, do our real life experiences lead us to think that some decisions can be made without the influence of policy; or without the influence of evaluation? The answer lies in our perception of the influences of policy and evaluation relative to each other on the making of the decision. Our perception of the relative influence of each is determined by the proximity of the influence to the decision situation. A graphic presentation of this model of the perceived relative influences of the making of a decision appears in Figure 1:

![Figure 1](image-url)
At Point B, a decision maker would perceive that the decision is influenced to a greater degree by policy than by evaluation. Similarly, at Point D the decision maker would perceive being influenced to a greater degree by evaluation than by policy. At Point C, the perceived influences are equal. Points A and E do not exist in reality because every decision is influenced by both policy and evaluation. The misleading perceived relative influences are determined by the proximity of the influence to the immediate decision to be made.

Point B represents Scenario 1. The perceived influence of evaluation by the salesman is nonexistent. Actually, the influence of evaluation exists but is perceived to be so small relative to the influence of policy, it appears nonexistent when the salesman says: "It is our policy to accept all returns." The perception of the influence is determined by the proximity of the influence to the decision situation. The reason it appears to the salesman that evaluation is not necessary for his decision to take the radio back, is that he is thinking in terms of the evaluation of the radio, the object to be returned. He does not perceive the influence of a more remote evaluation: The store owner’s market research which led him to believe that the general policy of accepting all returns is good business. So evaluation influenced the policy directly, but influenced the immediate decision about the radio only remotely and so it appeared to the decision maker that evaluation did not influence his decision. Thus, it often appears to us that policy (or evaluation) does not enter into the decisions we make. However, if we look hard enough we find the remote influence of evaluation (or policy) in every decision we make. The model, just described, can be summarized by ten "rules":

1. The interaction of policy and evaluation occurs during the decision making process.

2. The nature of this interaction is determined by the relative influence each has on the making of the decision.

3. The perceived influence of policy and evaluation on the making of a decision is determined by the proximity of the influence to the decision making situation.

4. A decision can be made with the direct influence of both policy and evaluation in the decision situation (Scenario 2).

5. A decision can be made with the direct influence of policy in the decision situation and with no direct influence of evaluation. The influence of evaluation on the decision exists but is remote to the decision situation. A total lack of evaluation influence is illusory (Scenario 1).

6. Similarly, a decision can be made with the direct influence of evaluation in the decision situation and with no direct influence of policy. The influence of policy on the decision exists but is remote to the decision situation. A total lack of policy influence is illusory (Scenario 3).
7. Policy is created or affirmed each time a decision is made. It is common when making a decision to look at earlier decisions made under a similar set of circumstances. If the later decision is the same as the earlier decision, the policy which influenced the earlier decision is affirmed. If the later decision rejected the influence of the policy applied in the earlier decision, new policy may be gleaned from the new decision. Court decisions function in this way (cf. Caulley and Dowdy, 1979).

8. Evaluation information is unaffected by a decision it influences. The weight and credibility of the data in future use, however, may be affected by how the decision maker allowed it to influence the decision.

9. Policy has no influence on decision making unless the policy is communicated and known to the decision maker.

10. Similarly, evaluation information has no influence on a decision unless the information is communicated and is known to (and understood by) the decision maker.

POLICY AND EVALUATION IN THE OREGON DEPARTMENT OF EDUCATION

The ten rules present the essence of the policy/evaluation interaction model. The remainder of this chapter presents examples of this interaction in the Oregon Department of Education. For these examples to be understood, it is first necessary to present some description of the Department organization and how it functions.

Organization of the Oregon Department of Education

Figure 2 presents the Department's table of organization. Note that the five associate state superintendents report directly to the State Superintendent of Public Instruction and not to the Deputy State Superintendent. This has an effect on the making of policy. Further, you will note that both the Superintendent and the Deputy, like each associate, manages a division. Thus, they are involved in day-to-day operations and do not exist in an ivory tower. This has an influence on policy making. The Educational Program Audit Division was established to separate evaluation responsibilities from program responsibilities. This was to relieve the ambivalence of program support people (e.g. Title I field liaison people) who put a great deal of energy into helping local district personnel develop programs to aid children and later have to apply the (often antithetical) evaluation rules developed by federal agencies or others in the Department. For example, this Division monitors P.L. 94-142 compliance while the Special Education Division provides technical support for program development in the field. Additional examples are possible but the point is made. This innovation has worked to the satisfaction of all
parties and has had a great deal of influence on thinking about and doing evaluation-based decision-making throughout the Department. While the remaining divisions do not have the evaluation responsibility of the Program Audit Division. Yet each still must do a great deal of evaluation within its program support functions and in this case the Program Audit Division assists by providing technical assistance.

Figure 2. Oregon Department of Education organization as of September 1979
The State Board of Education, a lay board appointed by the Governor with the approval of the Senate, has been assigned a policy making function by the legislature. The State Superintendent, an elected official, carries out the Board's policies. In doing so he creates a great deal of policy in interpreting Board policy and in filling gaps in policy on issues not addressed by the Board. The Superintendent's powers are unusual in that he performs the same function as a district or circuit court in interpreting state and federal statutes concerning education. Appeal from his decision is made directly to the appellate division of the courts.

The policies of the Board reside in the administrative rules promulgated by the Board. These follow a legislatively prescribed procedure and have the same weight as legislatively enacted statutes. Board policies in many areas have not been delineated, but must be gleaned from the administrative rules. While the Board is currently considering a process to develop a set of policy statements, Oregon practicality dictates that effort produce usable results. Flowery statements, or broad generalizations presented by other states do little to provide the guidance to decision makers that the Oregon Minimum Standards for Elementary and Secondary Schools (and the other sets of standards for other schools) provide. The policies of the Superintendent are found in administrative memoranda and other special memoranda he promulgates and policy may be gleaned from his decisions in controversies (a body of quasi-case law).

The Policy Makers

While it is correct to say that the State Board of Education and the State Superintendent are the policy makers identified by the legislature, the reality is that many others make policy when carrying out functions delegated to them by the Board and the Superintendent. Therefore, to look at policy in the Department, we must look beyond the table of organization for a functional description.

The present superintendent has established a cabinet. It consists of the Deputy Superintendent and all of the associate superintendents. This cabinet meets several times each month as the Superintendent's Council. Note that the apostrophe in "Superintendents" is placed before the "'s" and not following the "'s." Thus, the Council is advisory to the Superintendent. The superintendent maintains his freedom to hear the Council's advice and to disregard it if a higher wisdom so dictates. The council, however, is not at all "window dressing." The discussions and the arguments put forth are a serious part of the decision making process and also serve to keep the associates current as to the Superintendent's policy. This policy provides guidance to the associates when they make the many decisions required of them in the operation of their divisions. The council also serves to inform the Superintendent of decisions made by associates (and other staff). These decisions have established policy and, since the associates acted as the Superintendent's agents, the decisions somewhat limit the Superintendent's freedom to establish policy. This balance of policy making roles is possible because of frequent formal and informal interaction among all parties involved.

Others who influence policy are the special interest groups. The Oregon Education Association, the Oregon School Boards Association and the Council of Oregon School Administrators are just three of many. The
opinions of special interest groups are often solicited because they offer a perspective which Department staff may not have considered. The same is true of the opinions of citizens in general.

The legislature influences policy by enacting laws which dictate the limitations on policy in certain areas. More directly, the legislature influences policy through the budgetary process. The Department's budget is presented biennially to the legislature by the Board. The Board's policy to support programs for gifted students is given life by a dollar amount of support in the budget. The legislature, in modifying this allocation, places a limitation on the Board's application of its policy. One may argue that the policy to assist gifted students was not affected, only the degree of support was. But the next time the Board builds a budget, the earlier legislative action does affect policy.

The Evaluators

Those who hold payroll designations as "evaluators" reside in the Educational Program Audit Division. Approximately one percent of the total Department operational budget goes to support this division, but an estimated ten percent of the operational budget is used in evaluation because every other division retains some evaluative function. So, just as policy making does not completely reside in an identifiable few, neither does evaluation. In fact, in reality, all policy makers evaluate or use evaluation information (formally or informally) and all who make decisions about the conduct of evaluation are influenced by policy and establish policy by making decisions about what to evaluate.

THE POLICY/EVALUATION INTERACTION
IN THE OREGON DEPARTMENT OF EDUCATION

The Oregon Minimum Standards

Since decisions of all kinds on all levels of organization are made daily, many examples can be used to show how policy and evaluation interact in Oregon. Of all of these possibilities, one has been chosen for discussion on the basis of the fact that it involves everyone in the Department and the State Board of Education. The Elementary-Secondary Guide for Oregon Schools Part I (Oregon's Minimum Standards) has been chosen as an example of (1) a policy setting process which is influenced by evaluation information and (2) a statement of policy which influences evaluation. The Minimum Standards are discussed here because they are the Board's only complete statement about the Board's policy on evaluation and about the policy/evaluation interaction. Even though the Minimum Standards are applied at the local level, we use it here for illustration of the policy that is applied at the state agency level as well. Like many state agencies, there is not a complete policy statement for the workings of the agency itself. Informal transmittal of policy by the Board and the Superintendent indicate that the same policies apply at the state level, but there is not the concise form to show the reader.

The Minimum Standards are a set of administrative rules established by the State Board of Education under a legislative grant of authority to do
so. These have the same weight and influence on the schools as do legislatively enacted statutes. The Board adopts many sets of administrative rules but has chosen to designate only one subset the "Minimum Standards." While a school district is required to comply with all of the administrative rules, only failure to comply with a Minimum Standard will automatically put into motion a process which requires the district to correct its deficiency or lose its state funding support. This process is the school standardization (accreditation) process administered by a section of the Educational Program Audit Division in response to a legislative mandate to determine that schools are meeting the standards set by the State Board. Of course, failure to comply with an administrative rule which is not part of the Minimum Standards subset carries penalties too. Those penalties, however, are stated in each rule or for a set of rules. But the school standardization process (team visits to every school in the state on a five-year cycle) is concerned only with compliance with the minimum standards.

Let us pause and see what we can detect so far concerning the policy/evaluation interaction.

- The Minimum Standards are the Board's expression of how a district must operate to provide a quality education to its students. These are statements of policy or rules based on policy.

- The legislative mandate that such policy be established was accompanied by a legislative mandate that the State Superintendent of Public Instruction determine whether schools are meeting these standards. This process of quality assurance is a process of evaluation.

- Thus, the legislature, desirous of quality schools, required clearly defined policy for schools to follow and evaluation to make sure they do. How does the legislature ensure that the policy and the evaluation will interact? By placing the Superintendent in a decision-making role. The decision he must make is which school districts will continue to receive the state funds provided by the legislature.

The discussion of the Minimum Standards now branches into two streams. The first stream is a consideration of what the Standards contain because that sheds light on how the Board is directing the school districts to carry out the Board's policy, and how evaluation is required to ensure that the policy is carried out. The second stream considers how the Board establishes these Standards, that is, how the Board determines policy and how evaluation information influences this policy making process. The discussion of the first stream, the contents of the Standards, is based on the Minimum Standards currently in use in Oregon and adopted by the Board on June 23, 1976. A revision process has been underway since 1978 and a new set of Standards will probably be adopted soon. However, for our purpose here, either set will do. The discussion of the second stream, how the Board establishes standards, is a discussion of the revision process which will result in the new set of standards.
THE ROLE OF POLICY IN THE CONDUCT OF EVALUATION

The Content of the Minimum Standards

The 1976 Minimum Standards are divided into twelve sections:

Definitions. These are definitions of terms used in the Standards. They are more than definitions for the guidance of those involved with the standards because these have been adopted as an administrative rule much the same way that statutes contain definitions prefaced by "For the purpose of this statute...."

Goals. The Board states its goals for students and for the process of schooling.

Accreditation. The Board here describes in detail its process for school standardization. That is, its process for responding to the legislative mandate to evaluate schools for compliance with the policy which is the major content of the Standards.

Instructional Planning. This section contains a rule which requires local districts to link evaluation and policy. This rule will be discussed in more detail below.

Instructional Programs. Here are the rules which express the Board's policies concerning the contents of a quality education program. These rules constitute the Board's response to the legislative mandate to establish standards of quality.

Administration. Rules for the operation of a school district. This section, coupled with the sections on Student Services, Staff and Class Load, Media and Materials, Facilities, Safety and Auxiliary Services describes all policy for the operation of a local district which is not contained in the Accreditation, Instructional Planning, and Instructional Program sections.

The purpose of examining the contents of the Minimum Standards was to see what the Board requires of local districts as a mix of policy and evaluation. It has already been stated that the accreditation section of the standards describes how the State Board will evaluate the local districts compliance with the Board's policies, so the accreditation section is a view of the Board's policy on how the Board will assure compliance, that is, how the Board will use evaluation. Our purpose is little aided by a detailed discussion of how the evaluation is conducted. The rules which describe this process are 581-22-202, 204 and 206.

We are interested, here, in how the Minimum Standards have required local districts to use both policy and evaluation in the conduct of a quality school program. We are interested in the policy/evaluation interaction at the local level. Taking selected Standards, we will paraphrase or extract excerpts for the sake of brevity, and use these Standards to illustrate the interaction.
Standard 581-22-208, Instructional Planning. Each district is required to establish district, program and course goals. These goals embody the stated policies about the district's educational program and the outcomes of that program. Once stated, the goals form the basis of the local district's evaluation of its program and policies about education. This evaluation is required by the Standard. Following the evaluation, the district is required to identify its needs by comparing assessment results to its goals. The final requirement of the Standard is that, based on this evaluation process, the district is required to establish policies for making program improvements. Thus, we see that the State Board has directed districts to rely on the policy/evaluation interaction when planning its instructional program.

Standard 581-22-218, Educational Programs. The Board requires each district to:

1. Identify individuals' learning strengths and weaknesses;
2. Provide learning opportunities for students responsive to their needs;
3. Determine progress students make in their educational program;
4. Maintain student progress records and report the information to parents and students (OAR 581-22-218).

This required evaluation process is intended to achieve the Board's policy that districts "provide all students opportunity to achieve district-adopted learner outcomes, requirements for graduation and personal goals through participation in educational programs relevant to their needs, interests and abilities. (OAR 581-22-218)."

Graduation Requirements. It is the State Board's policy that local boards "shall award a diploma upon fulfillment of all state and local district credit, competency and attendance requirements (OAR 581-22-228(1))."

Further, it is the State Board's policy that student transcripts shall record demonstration of minimum competencies necessary to:

1. Read, write, speak, listen;
2. Analyze;
3. Compute;
4. Use basic scientific and technological processes;
5. Develop and maintain a healthy mind and body;
6. Be an informed citizen in the community, state, and nation;
7. Be an informed citizen in interaction with environment;
8. Be an informed citizen on streets and highways;
9. Be an informed consumer of goods and services;
(10) Function within an occupation or continue education leading to a career (OAR 581-22-231(1)).

It is the State Board's policy that each local district expresses its policy about 'what a competent graduate is: "The local board shall . . . adopt and make available to the community minimum competencies it is willing to accept as evidence students are equipped to function in the society in which they live (OAR 581-22-231(2))."

The State Board policy, then, requires the local district to evaluate each student to see if the student has achieved sufficient competence to be awarded a diploma.

Each local district enrolling students in grades 9 through 12 shall implement the competency component of its graduation requirements as follows:

1. Establish minimum competencies and performance indicators beginning with the graduating class of 1978;

2. Certify attainment of competencies necessary to read, write, speak, listen, analyze and compute beginning with the graduating class of 1978;

3. Certify attainment of all competencies beginning not later than with the graduating class of 1981 (OAR 581-22-236).

We have seen that the State Board's policy is that Oregon graduates be competent citizens. To achieve this, the Board requires each district to state its policies concerning competent graduates and the Board requires an evaluation of students as a vehicle for effecting its statewide policy of competent graduates. Oregon differs from some states in that, in Oregon, evaluation of the graduates is conducted locally and is uniform only to the extent that the general competency areas have been defined. In intent, Oregon is no different from any state which establishes uniform exit requirements and conducts a uniform statewide evaluation of all students.

Additional examples are possible, but the intent was to show that it is the policy of the Oregon State Board of Education that (1) policies be established and communicated, (2) evaluation be conducted to be sure these policies are implemented, and (3) policy and evaluation interact by requiring decisions (about programs and students) based on that interaction. Here, then, we see that the content of the minimum standards demonstrates that, in Oregon, evaluation is required by policy and policy and evaluation interact in the decision-making process. We now turn to the second stream of our discussion of the Minimum Standards to see how the development of the policy is affected by evaluation.

THE ROLE OF EVALUATION IN THE DEVELOPMENT OF POLICY

We have seen that the Board's policy in the form of the Minimum Standards requires districts to use evaluation information when setting policy and when making decisions. It has been asserted that the policy
about evaluation-based policy making in the state agency is the same as
the policy illustrated by the excerpts from the Minimum Standards. It can
be demonstrated that the Board and the Superintendent rely on evaluation
information when establishing policy. Again, many illustrations are
possible, but it seems reasonable to show that the policy statement which
requires evaluation-based policy making (the Minimum Standards) is, itself,
policy based on evaluation.

When the revision of the current (1976) Minimum Standards began in
1978, the Superintendent and the Board wanted information about the
objectives of the standards and about implementation problems. In
addition, they wanted information about the results of the implementation
of the 1976 Standards. A study was commissioned and conducted by the
faculty of the University of Oregon. The study was designed by the present
author. In order to show the reader a real example of evaluation in the
real life of the Department, the following discussion is based on the major
portion of the original paper which presented the design to the
Superintendent and the Board. This provides an insight into the realities of
conducting evaluation for use by lay policy makers.

EVALUATING OREGON'S MINIMUM STANDARDS

A Context in Which to Evaluation

Evaluation is the collection of information for the purpose of making
decisions. The evaluation of a program such as the Oregon Minimum
Standards consists of the collection of information for the purpose of
deciding whether the Standards are effective as they are or whether change
is needed. The information to be collected relates to goals, implementation
procedures and observable results. None of the information, however, is useful unless there is a well-defined model for
program development and evaluation known to those involved in the
evaluation so that the collected information can be "inserted" in the proper
place in the decision making process. Simply put, if we do not know "how
we wish to use collected information" (i.e., what decisions we wish to
make), we will not know what information to collect nor will we know how
to use whatever information we do collect. Before we can begin a
discussion of the information we want and how we plan to get it, we must
view the context within which this evaluation should be conducted.

There are many planning models ("planning" as used here subsumes
evaluation and the making of policy). The model presented to the State
Board of Education and adopted tentatively as the Department's generic
model appears in Figure 3.1 A simplified version appears in Figure 4.
This model for planning and evaluating programs and policy, briefly
described, requires:

1. The development of GOALS.

2. The identification of NEEDS (by comparing "what we want"
   (GOALS) to "what is").

3. The identification of LONG RANGE OBJECTIVES.
4. The identification of short term PROGRAM CHANGE OBJECTIVES which, when achieved, will move us toward the achievement of the GOALS.

5. The development of a PLAN to achieve some of the PROGRAM CHANGE OBJECTIVES.

6. The implementation and eventual evaluation of the effectiveness of the PLAN (an effort which seeks the answer to the question "are the goals of the PLAN being achieved?").

7. A judgment concerning "are the PROGRAM CHANGE OBJECTIVES, LONG RANGE OBJECTIVES and original NEEDS being met by this plan?" Following this effort we make decisions about the efficacy of the PLAN and the policies.

Figure 3. Oregon Generic Planning Model
Figure 4. Oregon Generic Planning Model: Simplified Version

If an evaluator who knew nothing of the history of the development of the Minimum Standards were given this generic model and a copy of the Minimum Standards, he or she would probably assume that prior to the adoption of the Standards, the Board:

1. established GOALS which described the Board's philosophy and what it hoped to accomplish through a variety of means

2. used assessment procedures to collect information which, when compared to the GOALS, identified the NEEDS (i.e., the Board used the discrepancies between what it wanted and "what was" as statements of NEEDS)

3. identified some LONG RANGE OBJECTIVES

4. identified some short term PROGRAM CHANGE OBJECTIVES which, if accomplished, would lead the Board closer to the achievement of its GOALS

5. developed a PLAN (the Minimum Standards) which it hoped would achieve some of the PROGRAM CHANGE OBJECTIVES

6. implemented the PLAN with an evaluation design to answer the question "Are the goals of the PLAN being achieved?"

All of this so that, within the context of the generic model, the Board could appraise how well the identified NEEDS were being met.

The evaluator's assumptions would be reasonable but erroneous. In fact, prior to the implementation of the Minimum Standards, the Board did not establish GOALS, identify NEEDS or identify LONG RANGE OBJECTIVES or PROGRAM CHANGE OBJECTIVES. The Board did develop a PLAN, albeit in the absence of a sound context, but neglected to
develop an evaluation component for the PLAN. As a result, the Board cannot, it would seem, readily conduct a proper evaluation, after the fact. However, almost all of the parts of the generic model did exist and were attended to but the parts were not brought together as a cohesive whole. It is possible to do so because of the vantage point presented by the passage of time and because the work done to date has been of high quality.

We can conduct a proper evaluation because it is possible to reconstruct some of the missing links in the generic model. The evaluation answers four basic questions, "Have the goals of the Minimum Standards PLAN been achieved?" "Are the PROGRAM CHANGE OBJECTIVES being achieved?" "Are the LONG RANGE OBJECTIVES being achieved?"; and "Are the identified NEEDS being met?"

The Need for Reconstruction

Consider the question, "Are the PROGRAM CHANGE OBJECTIVES being achieved?" To answer this question we need to know what the PROGRAM CHANGE OBJECTIVES are2 that we are trying to achieve through the implementation of the Minimum Standards (the PLAN). Further, to evaluate the effectiveness of the PLAN we need to know the goals of the PLAN itself, and the performance indicators, measures and standards related to each of the goals of the PLAN. Of all of these, we have only the PLAN. We must identify the PROGRAM CHANGE OBJECTIVES, the goals of the PLAN and the performance indicators, measures and standards related to each goal.

Once we have answered this question we can ask whether the LONG RANGE OBJECTIVES and NEEDS are being met. To do so, however; we must identify the LONG RANGE OBJECTIVES and NEEDS and to do that we must first identify the GOALS and the assessment information which enabled us to determine needs relative to the GOALS.

Upon accomplishing all of this, we will have the elements of a proper evaluation.

A PLAN FOR CONDUCTING THE EVALUATION

Part I. Evaluating the Minimum Standards Out of Context

This section presents a plan for answering the question, "Have the goals of the Minimum Standards PLAN been achieved?" As pointed out above, this question is important but it is only one of four important questions. Trying to answer the remaining three questions requires placing the answer to the first question within the context of the Board's generic planning model. Evaluation of the Minimum Standards within that context is the subject matter of Part II.

To determine whether the goals of the Minimum Standards PLAN have been achieved we must first identify the goals and then identify performance indicators for each goal. Following that, we must identify appropriate measures and standards to determine whether the performance indicators were achieved and then make inferences about the achievement of the goals. We can define twelve tasks:
1. Identify the goals of the Minimum Standards PLAN.

2. For each goal, identify one or more performance indicators.

3. For each performance indicator, identify one or more appropriate measures and performance standards which will be used to collect and analyze information about the achievement of the performance indicator.

4. Collect and analyze data.

5. From information about performance indicators, infer about the achievement of each goal.

6. Identify the plan for implementation of the Minimum Standards.

7. Identify the implementation plan goals.

8. For each goal, identify one or more performance indicators.

9. For each performance indicator, identify one or more appropriate measures and performance standards which will be used to collect and analyze information about the achievement of that performance indicator.

10. Collect and analyze data.

11. From information about performance indicators, infer about the achievement of each implementation goal.

12. Produce a report on the achievement of program and implementation goals.

PART II. EVALUATING THE MINIMUM STANDARDS WITHIN THE CONTEXT OF THE GENERIC PLANNING MODEL

Here we attempt to answer the questions, "Have the LONG RANGE OBJECTIVES been achieved?" "Have the PROGRAM CHANGE OBJECTIVES been achieved?" and "Are the NEEDS being met?" To answer these questions we must first have the answer to the question posed in Part I, "Have the goals of the minimum Standards PLAN been achieved?" Before we can answer these three questions, we must also fill in the missing parts of the generic planning model. These missing parts are the State Board of Education GOALS, identified NEEDS LONG RANGE OBJECTIVES and PROGRAM CHANGE OBJECTIVES. We can define six tasks:

1. Identify the State Board of Education GOALS.

2. Identify the NEEDS.
3. Identify the appropriate LONG RANGE OBJECTIVES.

4. Identify the appropriate PROGRAM CHANGE OBJECTIVES.

5. Apply the data garnered from the evaluation of the Minimum Standards PLAN (Part I, above) to:
   a. determine whether the PROGRAM CHANGE OBJECTIVES were achieved
   b. determine whether the LONG RANGE OBJECTIVES were achieved
   c. determine whether the NEEDS were met
   d. infer about the achievement of GOALS

6. Produce report on the achievement of LONG RANGE OBJECTIVES, PROGRAM CHANGE OBJECTIVES and the meeting of NEEDS.

Results of the Study

The preliminary portion of the evaluation study has been conducted. The results of an extensive survey of several school-based populations are available. These results are currently being used by the Superintendent and the Board in the setting of new policy.

SUMMARY

This chapter has explored a conceptual framework for the relationship between policy and evaluation and has provided examples of the policy/evaluation interaction in the Oregon State Department of Education. The author has attempted to show that policy makers are very much dependent on evaluation information and, in fact, are required to be so dependent by the policies of the State Superintendent of Public Instruction and the State Board of Education. In addition, it has been shown that evaluators and the nature of evaluation are guided by the Department's written policy.
The Oregon Planning Model was developed jointly by Gordon Ascher, Robert Clemmer, and Donald Egge, all of the Oregon State Department of Education.

We could use the past tense but we want our results to be useful now, so we will forget historical objectives and work with those currently in place.

The remaining three questions are: (1) "Have the PROGRAM CHANGE OBJECTIVES been achieved?" (2) "Have the LONG RANGE OBJECTIVES been achieved?" and (3) "Are the NEEDS being met?"
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PART II.

Analysis of the Case Reports

In Part II, two substantive specialists provide integrative analyses of the previous six chapters. Thomas F. Green attempts to clarify certain features of the interaction between policy and evaluation. He explicated what is meant by the question, "What is a policy question?" Green comes up with the startling conclusion that neither the most efficient action nor the most technically proficient analysis will suffice to resolve the central conflict between the social aims which gives rise to a policy question. Wise policy is not made with enough knowledge to determine a decision, and policy questions are never asked out of a primary interest in adding to our knowledge. Green argues that our answers to policy questions may be improved by obtaining better information and doing better analyses which will then be more rationally persuasive. But such questions can, will, and usually are, answered even without such information. It is clear from Green's discussion why evaluation findings can never completely determine a decision.

In the second part of his chapter, Green examines the different facets of the policy process—policy analysis, policy formation, policy decision, and political analysis. He defines policy analysis as the rational or technical assessment of the net marginal trade-offs between different policy choices. Policy formation is that activity by which we seek to gain agreement on what form a specific policy can or will take, as opposed to what form is ought to take. A policy decision can be described as the authoritative decision of some officer, administrative or legislative, by which he or she establishes, for the moment at least, a line of action. Unlike policy analysis, political analysis concerns not determining the net benefit of a given course of action, but rather determining its political weight.
Through the use of extensive footnotes, Green establishes links between his conceptual analysis and the preceding six chapters. His footnotes should definitely be read, therefore, within the flow of his analysis.

The purpose of Nick L. Smith's chapter is to use the preceding six chapters to illuminate the range of factors which influence state department evaluators' practice. What accounts for the differences in the structure and function of evaluation units within state departments? What influences the nature of evaluation practice within these settings? These are questions addressed in his chapter, as he discusses five sources of influence on evaluation practice in state departments of education: the influence of the federal government, state governments, the state agency itself, local school districts, as well as the influence of other groups.

Smith finds that within these research and evaluation units, political and legal considerations are just as important as technical considerations, and that most evaluation attention is focused on management assistance or policy analysis to the general exclusion of the improvement of instruction. Because of such foci, the ability to communicate and persuade in a highly politicized environment is an essential skill. Astute budgetary and financial analysis, problem definition, understanding of the state context, and the ability to know what can be affected and how within the state setting, are also needed for effective evaluation within state departments.

Both of these chapters give penetrating insights into the relationship between policy, evaluation, and decision making within the research and evaluation units of state departments of education.
CHAPTER 7

Policy and Evaluation: A Conceptual Study
Thomas F. Green

What is (or can be) the relation between public policy, on the one hand, and evaluation, on the other? Is there a way to attain clarity in understanding what an appropriate relationship would be? I intend to answer these questions in two steps. I shall consider first the typical character of policy questions. In a second part, I shall examine different facets of the policy process—analysis, formation, decision, and political judgment. I believe that these steps, taken together, will allow us to form a view, however tentative, about the relevance of evaluation as a professional practice to various aspects of public policy.

POLICY QUESTIONS

There is probably no single definition of "policy" adequate to capture the full range of ordinary usage. Such a definition would have to satisfactorily capture the likenesses and differences between managerial decisions, guides to practice, rules of legislation, basic choices of political direction, and the bar application of standard requirements in administration (No. one gets unemployment assistance for more than twenty-one weeks). It would have to include some matters that fall under "Standard Operating Procedures" (file expense accounts within ten days with receipts), matters of personal practice (I don't answer the phone at home because it's never for me. Avoid arguments in the office. Don't give G-3s unsatisfactory ratings; it takes too long to defend them.) Although each of these things can be called "policy", the term has, in each case, a slightly different meaning.
On the other hand, it is possible to establish some common features of what we ordinarily take to constitute a policy question, especially if our concern is with public policy. So I wish to render the question, "What is policy?" by asking "What is a policy question?"

A policy question is a request for a line of action aimed at securing an optimal resolution of a conflict between different goods, all of which must be accepted, but which, taken together, cannot all be maximized. That is to say, we do not have a well-formed policy question, a fully formulated statement of a policy problem, until we are able to state the set of values or goods from which the question arises, and unless we are able to state that set of values or goods, so that we can discern their mutual inconsistency.

The issues involved in the contemporary movement for fiscal reform in education provide about as clear a model of policy questions generally as it is possible to shape. The policy issues are always "nested" within a set of mutually incompatible values or goods. We seek

1. equal educational opportunity for children
2. an equitable distribution of the tax burden
3. local control of education
4. responsible management of the State budget

Maximizing any one of these goods—that is, getting as much of it as we can—will do damage to the advancement of the others. The policy problem is generated by the fact that we accept all four of these aims and yet they cannot all be maximized. We cannot have all the local control possible because doing so will probably mean getting less than would be good in the way of equity for children and taxpayers and control on the public budget. On the other hand, if we maximize equity for children, then we are likely to get more inequity in the tax burden and less local control. The problems of educational finance policy, in short, do not arise merely from the need to establish a more equitable system for taxpayers and children. They arise rather from the need to do so within a system of public goods that secures also both local control and responsible public management.

I daresay that all issues that we would describe as questions of public (or even personal) policy have this feature. They are always "nested" in a set of social values or social goods which must all be considered, but which, taken together, are more or less mutually incompatible. Consider the issues surrounding the imposition of exit standards at the secondary school. Here we seek the mutual benefits of:

1. universal attainment (or at least racially and ethnically balanced frequencies of attainment)
2. common standards of achievement
3. culturally pluralistic communities

The mutual inconsistency of these aims is transparent when they are visibly juxtaposed. The difficulties of finding some balance in the entire set is well illustrated by recent experience in Florida and Virginia.
Policies are established to maximize common standards of achievement. The immediate consequence is to pay a price in securing the other two goods. So the policy is adjusted—or its implementation is delayed. It is not unreasonable to surmise that continuing adjustments will result in policies that appear on the surface to depart substantially from previous formulations, but whose consequences are not substantially different. Such a result is likely to emanate more from the presence of mutually incompatible values or goods than from administrative "bungling," or blindness, or from inefficiency, or from political chicanery. That is to say, neither the most efficient action nor the most technically proficient analysis will suffice to resolve the central conflict between the social aims within which the policy question resides. In general, there is no technical solution to a policy question. For example, there is no purely technical resolution of the fact that if, in social institutions, we get all the efficiency we can, then we are likely to have less community than we need or desire.

This conclusion, however, may seem outrageously facile. It deserves some explanation, and that explanation can be discovered in two points. The first requires that we grasp the important fact that what counts as an answer to a policy question always takes the form of a "What we should do" and never a "What we know." Only practical questions are admissible in a public forum, never theoretical questions. And this is fortunate indeed. It means that in the domain of policy we are able to arrive at agreement on what to do without having to agree on the reasons for doing it. We must be able to agree on a line of action and stick to it, even when we do not agree on what is good and even when we have different goals.4

The result of a policy question is always a decision and an action. The result of a theoretical question is always a truth claim. Policy deliberation is aimed at action, not at the acquisition of knowledge; theoretical questions are always aimed at the acquisition of knowledge, not at action. I do not mean by this claim that we can or ever should make public decisions without knowledge. Social action, no doubt, should be informed. Nor do I mean that we can ever gain greater knowledge without some action. Research, after all, is a kind of action. I mean only that wise policy is never made with enough knowledge to determine a decision, and policy questions are never asked out of a primary interest in adding to our knowledge.5

In this day and age it is not hard to imagine someone saying, "If we just had a methodology sufficiently sophisticated and a body of relevant data sufficiently refined, then we could answer whatever policy questions may come along." Such a person has been captured by a delusion. The delusion consists in supposing that a policy question is a theoretical question when, in fact, it is not. Any time we suppose that a policy question can be resolved by some addition to our knowledge, then it will turn out that what we supposed was a question of policy has turned out to be merely a problem of engineering or efficient administration instead.

My point then is not that we should abandon all attempts to improve our methods of evaluation or policy analysis. My point is rather that since our indecision in matters of policy does not arise from the lack of such methods, therefore, it is unlikely to be laid to rest by their development. In matters of policy, we are confronted with indecision not because our knowledge or technical facility is faulty but precisely because we are
confronted with a kind of question that, in principle, cannot be answered by any increment or improvement of knowledge. Our answers to policy questions may be improved by better information and better analyses in the sense that they will be more rationally persuasive. But such questions can, will, and usually are, answered even without such information. Furthermore, it is not obvious that the answers given in the absence of such analyses are worse than or even often different from the answers that would be given in their presence. In short, the answers may be "better grounded" rationally, but still not different or better in any other sense. We can, no doubt, do something more rationally persuasive than consulting chicken entrails, but we are unlikely to get anything that in its results is quite as decisive. And this is so because of the properties of policy questions, not because of deficiencies in policy evaluation.

This observation brings me then to a second important reason why there are no technical solutions to policy problems. In paradise, there is no policy—except, perhaps, admissions policies. But why do policy questions not arise in paradise? There are many ideas of paradise, of course, but on the whole, one is inclined to view that men conceive of it as a perfected state of affairs in which wants presently denied in an imperfect world will somewhere or sometime be satisfied in a perfected world. Consider the view Emerson expressed in his essay "On Compensation." He heard a sermon, the chief message of which was that those saintly and good souls of the world who suffer without the comforts and amenities of life should persevere nonetheless in their goodness. For though sinners, with their fine carriages and furs, may seem to prosper now, they shall suffer later; and though saints may have to do without, they shall later be rewarded. The import of such a sermon, thought Emerson, was the message of saint to sinner, "You sin now. I shall sin later. I would sin now, but I can't." This is one rendering of the view that heaven is that perfected existence in which wants present, but now denied, will be satisfied.

All this suggests, of course, that the problem of optimality—therefore the need for policy—would be banished from any world in which human wants or desires are perfectly balanced by their satisfactions. What else could paradise be except a condition in which all human desires are satisfied?

There are two general strategies always sufficient to produce such a solution. The first lies on the side of doing something about the satisfactions available to human beings (productivity), and the second lies on the side of doing something about their desires (education and the development of character). The first leads us always to solve the problem of optimality by the provision of abundance; there is presumably no problem of satisfying wants. There is enough of everything, including enough justice and enough virtue. When there is no problem of satisfying wants, there is no conflict of goods and, therefore, no problem of optimality.

The other strategy is the converse. There is no scarcity of what nobody wants. So the second way to resolve the problem of optimality lies not in the satisfaction of wants, but in their control, their composition. Thus, for Ghandi, diamonds and mink were plentiful, not because they were any the less scarce, but because they were not wanted. And not being wanted, they were abundant. If heaven is that condition in which wants are satisfied, then there may be abundance in heaven not because goods are
maximized, but because wants are "composed." In neither case do problems of policy arise, and the reason they do not arise is that such methods of composing the goods of the world or of reconciling wants and satisfactions would render choice unnecessary. There is no conflict of goods in paradise. And the fact that there is consequently no need for policy is part of the proof that to formulate a policy question is to formulate the conflict of goods within which it is "nested."

But why do we not imagine paradise to contain interpersonal conflicts of wants? The answer is that to do so would involve either the judgment that wants are improperly controlled or that goods are insufficiently supplied to satisfy them. Such a condition would introduce a problem. Paradise would no longer be a perfected existence. It would contain the problem of optimality, a kind of allocational defect. Paradise would contain the problem of composing the most satisfactory combination of what goods do exist, and who should get them in what degree. In short, such a condition would introduce into paradise precisely those circumstances that create the need for policy and that dictate the features of any well-formed policy question—What are the goods in conflict? What is their best possible adjustment? How can we reach it? What are the trade-offs?

The main point of this apparent digression is that problems of policy are an immediate and direct reflection of some immensely fundamental characteristics of the world and of human existence within it. They arise because the goods—not simply the interests—that human beings seek to secure in the world are interdependent and do conflict, not all the time in every respect, but all of the time in some respects. Only in paradise can we imagine that all human goods are simultaneously in sufficient supply so that there is no conflict in their allocation. It is important to note that since knowledge is a certain kind of good, then the idea of paradise includes the assumption that there is sufficiency of knowledge. But paradise does not arise because there is an abundance of knowledge. Policy questions are not banished from paradise because our capacity to know is perfected. They are banished rather because there is either an abundance of all goods or because there is a suitable composition of desires.

This formulation, however, is not all that is needed in exposing the presuppositions of policy questions. It deals with the presupposition of scarcity, but not with the presupposition of interdependence between goods. It is sufficient to show that when scarcity is absent—as it is in heaven—then no policy problems can arise. But the example presupposes that it makes conceptual sense to suppose that all human goods can exist in abundance simultaneously. Our imaginary hypothesis assumes that abundance of some goods can always be secured without significant costs in others.

The fact is, however, that human goods do conflict in such a way that they cannot all be provided simultaneously in sufficient supply to satisfy human desires. The point is central. Human goods do conflict so that the price of securing the abundance of some is always failure to secure as much as we would like of some other. Thus, if we succeed in providing as much equality as is wanted, we are unlikely to have as much liberty as is wanted. If persons develop as much tolerance for ambiguity as is wanted, we are unlikely to have as much courage as is wanted, and the price will sooner or later become apparent.
The view then is that human goods conflict (read "values" if you wish) not simply because they are in short supply, nor simply because interpersonal preferences conflict, but simply because they are not structurally consistent. They cannot all be maximized, even in paradise. It is a familiar idea that human wants or human interests conflict. But the view here is that human goods conflict. The fact that human interests conflict is what produces political problems, finding an adjustment between conflicting human interests. But the fact that human goods conflict is what produces policy questions, finding an adjustment between conflicting goods. Human goods continue to conflict even when human interests do not. Even when all are agreed on a single predominating interest—victory in an all-out war, for example—there will remain policy problems.

In other words, there are no unlimited goods in the world. There are no goods which, if provided in great abundance, would not have the consequence of certain other goods being in short supply. The ultimate solution to any problem of policy is, therefore, to be found only in paradise; that is, only under conditions in which problems of policy are not so much solved as they are simply non-existent. Such a state of affairs may be ideal; and in that respect, it may be optimal. But it is not possible, and in that respect, it is not optimal at all. That the ultimate solution of all policy problems is to be found only in paradise, may be precisely the fact that gives rise to the consistent and apparently ineradicable human impulse to think of social solutions to policy problems in utopian terms.

But utopian thinking is defective not merely because it pays too little attention to feasibility. It is flawed more fundamentally because it pays no attention at all to politics. It is a fact of large significance that no well developed literary exposition of Utopia ever includes an account of politics. The central assumption always is that in Utopia the needed balance between conflicting human goods is resolved. Reconsideration is not needed. Therefore, the introduction of politics into Utopia would be a threat to—not a part of—the good life. In Utopia, problems of policy remain only to the extent that there remain problems of monitoring the society and managing its affairs. Politics is replaced by administration, and the role of evaluation, if it exists at all, would be reduced to serving the ends of management.

Policy questions do not arise at all in paradise. Serious ones do not arise in Utopia. But the reasons are different. The reason that serious ones do not arise in Utopia is not that goods are abundant or that desires are composed, but that the inherent conflict between goods is taken as resolved. All that remains is management. Not even the presumed Utopia of putting evaluators in charge would alter that result.

We must note a related feature of policy questions generally. Like a reporter filing his story for the evening edition, whoever will answer a policy question, in the real world, must do so within strict constraints of time. The reporter files a story by deadline, but always with the knowledge that there will be another deadline, and the present story can be amended by the next as events change and further facts are revealed. Two points are discernible in this observation. The first is that policy questions generally are answered in anticipation that the answer will be revised. The second point is that they are the kinds of questions that have to be answered on time, even though the information needed for the answer is not on time. Both points arise from temporal constraints, but they have different implications.
The first implies simply that policies are impermanent. We expect them to change. Often, they are not even very durable. They are not supposed to be. In that respect, policy questions are unlike constitutional questions, and they differ from moral questions in exactly the same respect. We do not expect persons to change their moral principles (note the offense involved in calling them "policies")—the constitution of their character—with great frequency. We do, however, expect policy to change with experience and with fair frequency. "Policy" implies "politics" and "polity"—a point that I shall consider in more detail later. We may note, for the moment, however, that if there is a practice whose improvement would promise the largest marginal gains in the formation of policy, it would be an improvement in the practice of politics, not evaluation.

The second point is equally vital. It means that just as it is better for the reporter to file a story on time without all the facts than to get all the facts and file the story too late, so also it is better, in the case of policy, to make a decision on time, but without all the facts; then it is to get all the facts and make the decision too late. In the case of policy, decisions have to be made always within large limits of uncertainty. Some reduction in the degree of uncertainty will be helpful, but the degree of reduction normally required for academic research is both improbable for policy decision and would often be undesirable even if it were not improbable.

In other words, crude data arriving on time are always better than refined data arriving too late. So it is acceptable, even fortunate, that the methods required for policy decision are crude, even though the usual methods of research are necessarily refined. To answer a policy question, we need as much information as we can get. But "as much as we can get" usually turns out to be less than we could get if we had more time and, at the same time, more than can be used and more than will make a difference to the decision. Policy questions, in other words, are always answered in the midst of uncertainty, and there is always a point beyond which more information—however more excellent—will contribute little to the reduction of that uncertainty and do nothing to alter the direction of the decision.

All this is simply another aspect of the claim that policy questions are practical rather than theoretical. They are questions of the sort that need to be answered, and that will be answered, even when we do not know which among alternative answers is the best. If these observations are credible, then it is possible to understand the claim sometimes advanced that academic research is useful for policy decision inversely to its excellence as academic research.

But there is another, and more far-reaching, implication of these last observations. Suppose we define the character of a professional—as I think we must—in relation to the degree to which the professional's practice requires accuracy of approach in the midst of uncertainty. If we imagine a two-dimensional space defined by (x) increasing uncertainty in the predictable behavior of the materials dealt with in any practice, and (y) increasing uncertainty in the consequences of one's actions, then we would be able to array the practice of professionals, craftsmen, artists, and technicians as dispersed along the diagonal.

I would suggest (and this is only conjecture) that such a definition of "professional" would capture important features (though not all important
features) of what we ordinarily mean by the term. But such a definition has interesting and important consequences. It means, among other things, that the education of professionals is an education in being able to make judgments and decisions in the context of large uncertainties. Such education, in a deep sense, is education not in technical skill (nor without technical skill), but in the capacity to deal with uncertainty, to live with doubt, to change one's mind. It is always ultimately a kind of education in self knowledge—learning one's limits.

But more importantly, and more concretely, it would tend to rearrange our conceptions of the relation between the practices of crafts and professions. For example, it would mean that the neuro-surgeon, although possessed of greater technical skill and manual dexterity, nevertheless, deals with a more predictable problem than the nurse, who, having to deal with the whole patient, acts in the midst of larger, though often less serious, uncertainties of both material and consequences. In short, by such a view, the nurse turns out to be engaged in a practice that is more professional than the surgeon's.

In an analogous way, the implication is that the evaluator, insofar as he presses for greater certainty and actually seeks to become the determiner of policy, is less of a professional, at his best, than the politician or executive, at his best. The drive of evaluators, to whatever extent they seek to find in practice a means of resolving policy questions, is in fact the drive to make the politician an evaluator, which is to say a technician of policy decision. Such an achievement, if ever realized, would constitute the most radical transformation of our political institutions and the practice of policy decision that one can imagine. Even if it could happen—which is doubtful—it would be undesirable if carried very far. But this discussion cannot be extended, refined, or made convincing without a further set of distinctions.

**FACETS OF THE POLICY PROCESS**

Between policy analysis, policy formation, policy decision or promulgation, and the political analysis of policy there lie clear differences, and the practice of evaluation will relate differently to each. The tendency exists to regard these four activities—analysis, formation, decision, and political analysis—as steps in the policy process. But that view is misleading, because these activities are never fully discrete in practice and they do not occur in any persistent sequence. Nevertheless, there is a distinction of practice corresponding to each activity, and each practice, moreover, has its distinct kind of theory.

**Policy Analysis**

Policy analysis can be defined as the rational or technical assessment of the net marginal trade-offs between different policy choices. The question becomes, "Which set of values will be advanced, which will not, and with what net benefits?" This is the same kind of question that we confront, say, in the design of a hand drill. What should be the design? The question is "nested" in a set of values. We want low cost, high safety, ease of handling, and durability. We can ask and rather precisely
determine what marginal gains in one of these values will produce what corresponding costs in the others. If we "go for" greatest durability, then we are likely to get a higher cost and less ease of handling. If we "go for" the lowest cost possible, then we are likely to sacrifice something in the way of durability and safety. The design problem is to discover a balance between these competing values.

Enter the problem of incommensurabilities! How do we determine which among the competing values is to be given greatest weight? Which has the greatest worth—low cost, safety, durability, or ease of handling? Not even the most refined analysis of the costs and benefits will solve that problem. Such an analysis gives us the possibilities or a set of choices, but it does not pick out any preferred answer from within the set. Yet we need some procedure for doing just that. In short, we need a market decision, and getting a market decision is, no doubt, going to require a market analysis.

Is our market made up of professionals? Or does it consist essentially of amateurs and household craftsmen? If it is the former, then the problem will probably be resolved on the side of durability and safety with a slightly higher price. If the latter, then, by all means, the decision will probably be to minimize cost and sacrifice durability and, to some degree, safety. But then again, the market decision "might be to "go for" the whole range of the market. Produce a variety of designs representing the full range of choices revealed by the analytic exercise. Something for everybody!

These activities are roughly analogous to the distinctions I want to make in the case of policy. Merely setting forth the marginal costs and benefits of a range of choices is one thing—political analysis. Selecting one balanced choice or a range from within the possibilities is another thing—policy formation. The decision as to which choice or choices will be made is still a third—policy decision. And performing the market analysis needed for that decision is yet a fourth—political analysis.

For example, suppose we entertain the prospect of distributing educational assistance to students in preference to institutions and that we are resolved to do so on the basis of financial need. In that case we require access to financial information, and not simply on groups, trends, or categories of persons, but on each actual individual. If we propose this kind of policy as more just than other choices, then, in the name of justice, individuals will have to reveal personal information that may have been regarded before as privileged. Two values conflict. We extend justice, but diminish, in some measure, privacy. To secure a definable gain in one, we pay a definable cost in the other. Policy analysis asks, "What is the net marginal gain?" A truly refined policy analysis, which rarely exists, would tell us how much we are likely to gain in the advancement of justice for some corresponding cost in privacy. But no such analysis, no matter how refined, will tell us whether it is worth it. In order to resolve that question, we need something corresponding to a market analysis and a market decision. We need a political analysis and a political decision. "Policy" implies "polity" and "politics" just as "good industrial design" implies a structure for marketing analysis and marketing decision.

But consider another example. A Congressman asks whether pass-through requirements for allocating Title I (ESEA) funds should rest on tests of educational need rather than economic need. The answer comes
back couched not in terms of "whether we should" but in terms of "what happens if we do?" That's policy analysis. In either case, the funds would go roughly to the same school districts—but not quite. What's the margin of "not quite"? Is "not quite" "very much"? Is it "enough to matter"? And even if it is "not much" would the change create incentives for local districts to pay more attention to "educational need" in answering allocational problems? And if so, then would the incentives be enough to make a difference? And if so, then (here we are again) how much of a difference? That's policy analysis.

But policy analysis does not, and need not stop there. It can ask not simply what the net consequences would be of doing X, but what those net consequences would be compared to doing Y, where Y is either what we are doing already or some third alternative. The question for policy analysis is not whether doing X is a net improvement over doing Y—but simply, what are the net effects? Whether it is better to have a drill of low cost instead of high durability will not be determined simply from an analysis of the trade-offs. It requires a marketing decision. Similarly, whether given the different consequences, it is better to do X than Y in public policy will not be determined by a policy analysis. It will be determined by a political decision resulting from a political process involving a political analysis.

In short, policy analysis is that rational, technical, analytic performance in which the central question is not whether X is a good thing to do, but simply what are the marginal effects of doing X, and what are the marginal effects as contrasted with doing something else instead? Hence, policy analysis is simply an activity whose theory is the theory of marginal utilities. It is, by all accounts, an activity that consists in the exercise of theoretical, rather than practical, rationality. It assumes that the policy question is "nested" in a conflict of values present as objective states of affairs in the society. It is an activity in which evaluators may take a leading role provided that they do not suppose they are actually evaluating policy, as opposed to merely recording—either in prospect or in retrospect—the consequences of doing X or Y.

Policy Formation

Policy formation is an activity of a contrasting genre. Policy formation is that activity by which we seek to gain agreement on what form a specific policy can or will take, as opposed to what form it ought to take. Not even by the most refined policy analysis will we have actually formed a policy statement. Indeed, policy analysts are not typically in a position to actually formulate policy. For the latter, we need to engage in conversation, persuasion, argument, and in (seemingly) endless meetings with those who will actually pen the regulation, mark up the bill, establish the procedures, write the guidelines, etc. The theory of policy formation can then be discerned as one aspect of the theory of government management and rhetoric. At the Federal level, it usually turns out to be the theory of inter-agency politics. "Don't fight over turf; just take up space" is a rule for the conduct of policy formation. I include here the theory of rhetoric because clearly it makes a difference what things are called. The same policy that under one name may never see the light of day will, under another name, pass without objection. Calling it "school
aid" may defeat it; but calling the same thing "national defense" may insure its acceptance. "If it matters what you call it, then call it something that matters" is another guiding rule in the theory of policy formation.16

Policy Decision

Policy decision can be described as the authoritative action of some office, administrative or legislative, by which a line of action, for the moment at least, is established. Policy decision is not so much an activity or process as it is a momentary end point in the continuing business of government. It is that end point that is sometimes supposed by the naive to capture the entirety of the policy process—as though making policy could be reduced simply to an act of will or the result of divination. The theory of policy decision is simply the theory of the policy itself. It is the political and legal theory by which authority is distributed, obligations for decision are assigned throughout the structure of political institutions, and agents of authority are enjoined to act.

Political Analysis

Unlike policy analysis, political analysis is concerned not with determining the net benefits of a given course of action, but with their political weight.17 The aim is not so much to determine the net social benefits of a particular policy, but to determine its constituency. If policy analysis is concerned with establishing what is good, then political analysis is concerned with estimating who will vote for it, whether the best thing to do is the same as the best thing that can be done. Hence, the theory of political analysis is the theory of political behavior.

We may gather these thoughts together in a brief culminating summary. The theory of policy analysis is the theory of marginal utilities. It establishes the set of policy choices.18 The theory of policy formation is the theory of inter-agency politics. It is the governmental process by which a course of action comes to be selected. The theory of policy decision is nothing less than the theory of the policy itself, and the theory of political analysis is the theory of political behavior. When we view all of these activities together, not as discrete steps in the policy process, but as distinct facets of a social process—not one feature predominating and now another—then we can discern more clearly when the professional practices of evaluation fit and what their relevance is to the creation, promulgation and implementation of public policy.

Evaluators and evaluation can contribute to each of these activities, but not to each in the same way. For example, the rational standards of policy analysis are the standards of theoretical reason, but the rational standards of policy decision and political analysis are the standards of political judgment. These are practical activities. This difference may help to explain why it is that when the question, "What should we do?" is given a policy analysis, we may get one answer, and when given a political analysis or when rendered in a policy decision, we may get an entirely different answer. In short, the exercise of political judgment is a practical activity. It is also an evaluational activity. But the result of that activity may differ from or even contradict the results of policy analysis. What we
should do—even the best thing to do—may turn out to be one thing by policy analysis and a very different thing when it comes to political decision.

The professional evaluator can contribute in the context of government, but he will contribute to all of these activities only to the extent that the evaluator becomes also a politician and a political advisor. Consider, for example, the case of policy formation. The evaluator, as professional, can contribute, but that contribution will be most substantial to whatever extent he becomes a student of bureaucracy and a trusted counselor to authoritative leadership.

So the dilemma is this. Each of these activities involves evaluation in some broad sense of the term. Each involves evaluation in the sense, say, that buying a camera does. But only in the case of policy analysis is the evaluator's role, as professional, undiluted by the need to take on other roles. The evaluator, as evaluator, is likely to make a contribution only to the conduct of policy analysis. But in government as elsewhere, the possession of knowledge can bring with it a certain kind of power. To the extent that the evaluator goes beyond his professional practice and with superior knowledge also earns the confidence of political leaders, exercises political judgment, and acquires the additional skills of a practiced political observer of the present bureaucracy and an uncertain future, then he will contribute to every facet of the policy process. But in doing so, he will also become less an evaluator in any limited professional sense and more a political leader or public servant in a quite old-fashioned and conventional sense. His main characteristic will not be the possession of technical skill. It will be the possession of civic virtue.
The footnotes which follow are citations of points in the six SEA case report chapters that either provide the practical illustration of points made in my conceptual analysis or have actually provoked points made in the analysis. The underlying principle is that a philosophical analysis of such matters should, on the one hand, illuminate what practitioners do and say about their work; but, on the other hand, it should also arise from a serious study of what they say and do. Philosophy, in this sense, is simply the explication of everyday life. In the footnotes that follow, reference is made to the preceding chapters by the authors' last names.

1Bracey gives about as good a review of the confusion surrounding the term "policy" as I have seen. He, together with Gold and Sandifer, observes that policy is sometimes framed without "clear, procedural implications" and also that procedures are sometimes viewed as policy. Ascher tends to see policy as pretty much limited to authoritative rules of procedure, and nearly all of the authors, at one time or another, speak of policy as something akin to "personal policy of a person in authority."

It has not seemed to me fruitful to aspire after too strict a definition of "policy." But to see what it means in the context of practice might be useful. Hence, I have tried to avoid what would appear to be a fruitless "academic" exercise of little practical significance by asking "What constitutes a policy question?" instead of "What is policy?"

2Do all policy questions have these features? I think they do, but the SEA chapters do not clearly reveal that fact. On the contrary, it is pretty difficult to find any policy questions really carefully formulated in these chapters. What one finds, by implication, is a range of descriptions of technical and political problems surrounding some significant events in the history of State Department activities. The values in conflict are almost never fully drawn out. But they can be discerned inductively at work in the narratives provided.

For example, both Bracey and Gold remark, but in different ways, that when there is consensus, it can be decisive in resolving policy questions. But they also indicate that, in effect, this proviso, amounts to saying, "If all people agree on what is to be done, then it is no longer a policy problem" (Bracey, p. 14). The implication is that a conflict between values in which the policy issue resides is an essential feature without which such questions would not be serious.

Sometimes we observe from the narrative the points at which the "nested values" of the policy question begin to emerge through time. (See Bracey, pp. 26-27, where they begin to emerge, but do not ever take the shape of a well-formed policy question. See also Donovan and Rumbaugh, pp. 39-41, where it becomes apparent that the policy issues arise as larger numbers of goods are permitted to enter in conflict through constitutional change and as their presence becomes more evident. Again, the same is evident in Donovan and Rumbaugh on p. 48, and pp. 55-56.)

This feature of policy questions generally is also expressed in Gold, p. 120. It is the essential requirement that he lists there as Contextual Factor #3. The same can be seen in the South Carolina experience over legislation proposed in 1977. As Sandifer tells it, the policy question, to
the extent that there was one, was nested in conflicting values on the part of legislative representatives.

3 The experience referred to here is the experience over the exit standards at the secondary level in Florida and the account given by Bracey on identifying the "cut-off score" for the initial tests in Virginia. In that latter case, consider the extent to which political considerations would, and probably should, enter quite beyond any considerations of technical decision, and the ways in which the necessity of those considerations reflect values in conflict and define the policy question. In short, as Bracey describes it, the policy question was not really whether there would be a cut-off score (or what it would be) but how to strike the appropriate balance between conflicting values at issue in that decision. The result was initially a decision without data. There followed a readjustment of that decision, and it ended up being very different in appearance, but not very different in consequences, I suspect from what existed before. (See also Sandifer, pp. 97-98.)

4 Is there any evidence in these papers of the assumption that people would agree on policy if they could only agree on goals? I am not sure. It is interesting, however, that those papers in which policy is seen to be most nearly associated with management, monitoring, and issues of compliance, (Donovan and Rumbaugh, Ascher, and Rasp) are also the papers within which issues of policy are most explicitly perceived as issues of management and administrative guidance.

5 This observation running through this chapter is clearly recognized, though not this explicitly, in Sandifer in his extended comments on the problems of framing evaluations as though they were addressed to academics. (See Sandifer, pp. 94-95, and again p. 96.) But this point is also explicitly addressed in Bracey.

6 In Bracey's account of the program in Virginia, he provides clear instances in which policy decisions are made without data, with the suspicion that decisions might have been better with it, but with another suspicion that they might not be different in either case. Still, the view prevails both in Bracey and in Donovan and Rumbaugh that the possession of such data not only makes decisions more rationally persuasive, but may be necessary because of statutory requirements and for allocational decisions even when it does not produce a different result.

7 This notion that a well-formed policy question always contains these kinds of questions is not something that is well displayed in the preceding chapters. It would be interesting to take either a truly serious policy question (such as is implied in the personal goals of the SPI in Washington or issues of remediation as displayed in the behavior of the system in Virginia) or a matter of procedure as implied by policy decisions in other of these papers, and really examine what the policy question is, rather than, as is usually the case, consider merely the result of a policy decision and describe its operation.
Can one find in these six chapters the residue or evidence of utopian thinking? What would it look like? Well, for one thing there is in general a failure to take seriously in these chapters the presence or the need for a political process. Where the presence is acknowledged, as in Bracey, Gold, and Sandifer there is also, it seems to me, a general failure to take that role seriously. Exception would be the Virginia paper. But Sandifer presents an interesting test of this. On p. 96, he explicitly acknowledges the necessity of taking the political process into account in trying to understand the role of evaluation. But he regards such influences as "external" (to the Department, I assume) and not as essential. The same ambiguity is expressed on p. 93.

Bracey's paper presents another interesting, sensitive and sophisticated example of this kind of acknowledgement. But I wonder—would it be Bracey's opinion that things would be better on the whole if such "non-logical" behavior were not so influential? It would be the utopian impulse to say "Yes" and stop there. I suspect that Bracey (also Gold and Sandifer) would go on to answer that question with a "Yes, but ...".

I think it would be interesting to consider what features of evaluation within the operations of government regard the preservation of politics as something of an intrusion. Why is it not the view of evaluators that, after all, the play of political forces is the primary and only essential method of evaluation that we really have to preserve?

I believe that the answer to this question is that evaluators share a kind of utopian vision in which rational decisions replace political decisions. That is to say, the maintenance of politics is seen as an obstacle to the conduct of effective evaluation and an obstacle to making evaluation contributions to social decisions. In short, politics tend to be viewed as replaceable by management and management tends to be viewed as something that should be guided by evaluators.

The chapters almost uniformly testify to the claim that the role of evaluation in state departments of education is to serve the ends of management and to keep politicians out of trouble. (See Rasp especially, on the last point.) This tends to be viewed by evaluation theorists as a defect, but it is usually viewed by those in state departments as their normal, natural, and rightful role.

All of the papers, with the possible exception of Ascher, comment on the stringent boundaries of time under which evaluators in state departments operate and the ways in which this fact marks a substantial contrast between what has to be done in the context of government and what can be done in the academic setting. Clearly, they are in agreement that this is one of the major differences that tends to make evaluation theory of little relevance to evaluation practice, at least as it occurs in State governments.

It is interesting, I think, that in none of these chapters is there any detailed story about framing a "better than" kind of judgment in the case of policy analysis. Rasp remarks that the section in Washington State
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never performs policy analysis. The same could be said of Ascher's account. But this is probably an expression of the fact that well-formed policy questions seldom surface in the context of State educational policy. That is, as I have observed already, the full explication of goods in conflict virtually never comes to the surface within state governmental affairs. If it did, as a matter of course, then there would have to be stories about "better than" kinds of judgments in the accounts given.

14Policy analysis necessarily involves the study of marginal utilities and really excellent policy analysis (which seldom occurs) would require a study of net marginal utilities. One step in that kind of analysis will always be simply "finding out what happened"; in other words, it requires the study of effects. Note: "Study of effects" is what nearly all experimental and virtually all intervention designs are about. Effects can be "greater or less" in one area than another, but the "study of effects," though an essential step, will never add up to a study of worth. Ascher gives a good illustration of this when he describes the circumstances in Oregon by which any decision of worth is "kicked downward" in the system. Studies of "effects," though essential as a step in policy analysis, remain nevertheless only a step. Evaluators in state departments contribute to the satisfaction of this step, but they cannot, by that means alone, complete a policy analysis.

15None of the chapters reflect the occupancy of a position sufficient to determine the actual formulation of policy.

16The theory of policy formation could be described as the theory we use to predict the behavior of political and bureaucratic leaders. All of the chapters, but especially Bracey and Rasp recount the significant difference that is created by the personalities of bureau leaders. Evaluation practice is substantially governed by the behavior of political leaders. So the theory of policy formation, as the theory of inter-agency politics, is likely to be expressed in the descriptions that political officials give and the descriptions that their subordinates give of their own personal qualities, and their own personal aims as actors in the political arena.

17Notice that "political weight" is different from "rational weight."

18The set of policy choices is also established by what are sometimes called "peremptory rules." (See Braybrooke and Lindbloom, A Strategy for Decision.) Such rules tend to establish the moral limits within which policy can be selected, but, at the same token, they tend to guarantee that policies are to be chosen from among alternatives, all of which are morally permissible or have worth. In that sense, defining the set of policy choices is the expression of moral conviction and value estimations, but selecting from within that defined set is not. This is partly the reason why, with even the best evaluation data, we are unlikely to arrive at policy choices that are substantially different from those we would arrive at without such data. The range of choices is already substantially set by considerations that define the set of alternatives, and those considerations, being peremptory, do not permit a very large range of differences to arise.
CHAPTER 8
The Context of Evaluation Practice in State Departments of Education
Nick L. Smith

If you are going to develop a theory in evaluation, you had better know what's really going on in evaluation. You have to know the studies and you have to know the tradition of the people who are in the field (House, 1979, p. 150).

In spite of considerable writing on the theory of evaluation in education, there has been little study of actual evaluation practice. House's admonition to the contrary. There is almost no writing in the professional literature on what evaluators actually do or on the nature of the settings within which they work, especially for evaluators within local school districts and state departments of education. In fact, most writers on educational evaluation are university-based researchers who tend to participate in evaluations as third-party consultants, only infrequently conducting evaluations from within bureaucratic settings. Rich (1979) suggests that new information is accepted into an academic setting much differently, however, than it is into a bureaucratic setting. Academicians are likely to welcome non-threatening information, if it is received at minimal cost, but bureaucratic managers are more likely to expect that the information be relevant to their own settings and to be concerned about what the provider of the information may want in return, how the information may embarrass the agency, and so on. The context within which evaluation takes place shapes the nature of evaluation practice. I believe that current evaluation theory is handicapped by not being sufficiently grounded in this context.

Discussions of methodology in the evaluation literature rarely include a consideration of the context of evaluation practice. One might surmise that evaluation methodologists assume that
The context within which an evaluation takes place is relatively unimportant (there is seldom a discussion of the influence of context on the selection or use of methods).

Methodological concerns are of prime importance in evaluation work (many authors discuss nothing but methodological concerns; economic, political, organizational, or legal concerns are seldom mentioned except in respect to the use of evaluation results once they are produced).

Methodological decisions are determined on the basis of technical considerations (the influence of legal, political, economic, and organizational factors on methodological details is seldom mentioned).

Evaluators have sufficient autonomy and independence to decide methodological issues as they see fit (again, one can find little literature that suggests otherwise).

Although it would be difficult to find any writer who has explicitly stated these assumptions about evaluation method, it is also difficult to find writing which discusses under what forms of evaluation practice these assumptions do not hold. I believe that the "testimony" provided by the six case report chapters suggests that, at least for many evaluations conducted by state departments of education (SEA), these assumptions are not valid.

The information presented in this book may not strike some who have worked in state departments of education or who have studied the educational policy scene at the state level as particularly insightful; however, that group of individuals does not include many evaluation practitioners and evaluation theorists. It is for this latter group, those with little direct or vicarious experience with state level evaluation operations, that this volume has been written. My purpose in this chapter is not to chart the formation of state level policy nor to systematically study the operation of state evaluation units. My intent is simpler: merely to draw on the preceding six case reports to illuminate the range of factors which influence SEA evaluation practice and which often predetermine the methodological decisions of practitioners in those settings.

What is known about the nature of method and the context of evaluation practice in state department settings? There have been a few recent studies of evaluation practice in education, especially at the local education agency (LEA) level, (cf. Alkin, et al., 1979; Lyon, et al., 1978), but discussions of evaluation procedures continue without their being related to the context of evaluation practice. For example, in a recent article, Stufflebeam and Webster (1980) review thirteen alternative types of evaluation without touching upon such issues as who uses the various approaches, under what conditions, and with what success. Taxonomies of evaluation methods would be much more useful if their relevance to the settings of evaluation practice were explicated.

A recent study (Caulley and Smith, 1978; Caulley and Smith, 1980) of evaluation practice in state education agencies (SEAs) highlighted the great variability in evaluation practice at the state level. For example,
while some state departments of education perform all state-level program evaluations by using inhouse staff, other state departments subcontract almost all such studies. Further, some state departments restrict their activities to state-level testing, while others engage in a wide range of activities from testing to research to school accreditation to evaluation monitoring to policy formation. The organization of evaluation units also varies; some states have centralized evaluation units, others do not. What accounts for the differences in the structure and function of evaluation units within state departments? What influences the nature of evaluation practice within these settings? Much has been written about the impact of evaluation on policy, but how does policy influence evaluation? These are some of the primary questions addressed in this volume and are the major focus of this chapter.

Since the nature of SEA evaluation operations varies dramatically from state to state, and can vary radically over time within a single state, I am less concerned here with the details of what the current SEA evaluation environments are like, as represented in the six case report chapters, than I am with what general factors shape these environments. In the analysis which follows, I attempt to synthesize the individual case reports into a broad description of what affects the context of evaluation practice within state departments. When it seemed appropriate, I have used the authors' own words so that the reader can make his or her own assessment of the fidelity of my synthesis.

In the first section of this chapter I will discuss five sources of influence on evaluation practice in state departments of education: the influence of the federal government, the influence of state governments, the influence of the state agency itself, the influence of local school districts, and the influence of other groups. The focus of this discussion is on how these various groups and agencies shape evaluation practice. As illustrated below, some of these influences arise through formal decree, others arise through agency custom which defines de facto policy and thereby limits future methodological options. Many factors influence the operation of a state agency evaluation unit, including: state and federal laws and regulations; formal policy statements and position statements; administrative rules and procedures; standard agency practices; resolutions of controversies, hearings, and lawsuits; statements of special interest groups; budget reviews; the desires of key personnel; and so on.

In the final section of the chapter I will summarize the view of evaluation practice presented by these six case reports and discuss the implications of this view for the improvement of evaluation practice and theory.

INFLUENCES ON SEA EVALUATION PRACTICE

Influence of the Federal Government on SEA Evaluation

As the agencies responsible for state compliance in education, the state departments of education have always been affected by federal laws, regulations, and court decisions. However, the Elementary and Secondary Education Act of 1965 mandated a more active role for SEAs in the evaluation of educational programs. In the early years this requirement
was seen by SEAs as a federal "reporting" activity required for receipt of
federal funds. Subsequently, however, some SEAs used the ESEA impetus
and funds to centralize program evaluation activities and to increase their
evaluative capability. Subsequent federal legislation has specifically
required evaluation at the SEA level, and SEA monitoring of evaluation
conducted at the LEA level. Considerable effort is still expended by state
departments of education, however, in preparing and filing reports to meet
federal requirements. This is no minor task. As Rasp indicates:

More recently with the impact of PL. 94-142 and the mandated
individualized educational programs for handicapped students,
the evaluation staff has been working primarily to assist in the
development of a computer processing system for management
information, including an emphasis on organizing monitoring and
evaluating data (pp. 69-70).

Although each state department of education has responsibility to
evaluate its own programs, it is often the federal influence that determines
which programs are ultimately studied.

Each (state department) office which funds programs operated
by school districts has, or assumes, the responsibility for
evaluating, or monitoring the evaluation of, all programs which
it administers. The determination of which programs are
actually evaluated is, more often than not, a function of federal
mandates. The offices most heavily impacted by federal
mandates for evaluation are Federal Programs, Adult Education,
Vocational Education, and Programs for the Handicapped
(Sandifer, p. 86).

Of course, it is in the evaluation of Title I programs that the federal
influence has probably been strongest. Gold, writing from the perspective
of the Wisconsin State Department, recounts the sequence of events as
follows:

One of the key areas of (federal) influence is in evaluation of
programs. A prime example is Title I, in which evaluations have
gone from locally designed to more rigorous federally mandated
requirements. At the outset, local districts were permitted
great leeway in how their program evaluations were designed and
implemented. The goals and objectives were strongly
couraged and the evaluation instruments were left up to the
local district. As a result, evaluations ranged from excellent
through adequate to totally inadequate. As the inconsistency in
the quality became more evident, the federal guidelines for Title
I evaluations were tightened to make them more consistent with
good evaluation practice.

In addition, Congress began to seriously question the
effectiveness of Title I funds. This questioning led to changes in
evaluation requirements and subsequently to evaluation
practices. When faced with measuring the impact of Title I,
educators were unable to aggregate Title I evaluation data from across the nation and gauge their effectiveness. Instead, case studies and anecdotal data were used to defend or attack the massive expenditure of funds. Subsequently, Congress mandated that a method be developed to report on the impact of Title I to Congress.

As a consequence, Title I developed four models for evaluation which generated data that could be aggregated at the state and local levels. This strategy limited the evaluation instruments that were required (LEAs could supplement), the sequence of evaluation events, and, to a certain degree, the content required to be evaluated. In essence, the Title I requirements limit the required evaluation strategies, curricular content, and test instruments... (Gold, p.106).

This extensive federal involvement in SEA evaluation, even to the point of specifying evaluation procedures, does not seem to be lessening. The U.S. Office of Education is currently developing additional evaluation models for use with migrant programs and with programs for neglected and delinquent children, as the office has already done for Title I programs.

The federal influence also can carry over into nonfederal programs, as Sandifer reports has occurred in South Carolina.

Beyond the effect that specific program policy, e.g., Title I, may have on evaluation methodology as applied to that program, the effects often carry over into other programs. For example, the comparability and nonsupplanting requirements of Title I, coupled with the Office of Civil Rights regulations which prohibit grouping that results in the formation of racially identifiable classes, virtually prohibits the use of experimental or quasi-experimental design in evaluating programs that may have little, if any, relationship to the federal programs which have placed constraints on evaluation in general (Sandifer, p. 90).

There is little doubt that past federal legislation has not only increased SEA activity in program evaluation, but has often determined the nature of those SEA activities. Many SEAs spend considerable effort in complying with federally mandated evaluation requirements for federally funded programs. The federal agencies tend not to explain how they intend to use the required data nor do they report back on their analysis of the data. In the view of some observers, seldom have the results from these federally mandated evaluation activities contributed directly to the improvement of SEA operations.

Because of the visibility of federal programs, many evaluators are already aware of their influence on state department evaluation operations. The influence of state governments on SEA evaluation operations is less generally known, however, and that is the topic to which we now turn.
Influence of State Governments on SEA Evaluation

There are various elements within state governments which influence SEA evaluations; a discussion of the major elements follows.

The state legislature, and the Governor's office, frequently have profound impact on the nature of evaluation operations within state departments of education. In some cases the state evaluation unit cannot collect data unless such collection is previously authorized by the legislature. The legislature even mandates the definition of evaluation: as in Virginia, for example; specifying that evaluation is to mean testing, with sole reliance on test scores (see Bracey). Even technical decisions, such as setting cutoff scores, can be elevated to the level of policy questions and incorporated into state legislation. (On the other hand, politically sensitive decisions that no one wants to make may be left out of policy deliberations, to be handled subsequently as "administrative considerations.")

The special interests of certain legislators and the climate of public opinion can be very influential in the drafting of evaluation-related legislation, such as the state accountability laws, the statewide testing laws, and the state minimum competency graduation requirement laws. In many cases the state legislatures have not only mandated such statewide programs, but have indicated what subjects were to be tested, at what grade levels, how often, with what types of tests, and how the results are to be reported. Similarly, in some states, legislation has specified which tests were to be used in the certification of teachers, and which to be used in teacher training and teacher review. In such cases, traditional concerns of measurement and research design have been made moot through state legislation which mandated answers to such issues. Regardless of the technical adequacy of these legislated decisions, SEA evaluation units are forced to employ such methods or fail to comply with the law. In other cases, legislation mandating evaluations is not so prescriptive, and results only in general guidelines which must be followed by SEA evaluation units.

Gold talks about the ways in which state legislatures influence evaluation within SEAs.

State educational policies affect evaluation in three ways. First, the policies may determine that no evaluation take place. This is usually accomplished by leaving the requirement for evaluation out of legislation and the budget. Thus, the program is implemented and a general fiscal accounting is done, but no performance evaluation takes place.

Second, legislation and/or budget documentation may be very prescriptive in determining the evaluation of policy and procedures. In such cases the evaluation requirements are often spelled out in detail regarding (1) process, (2) instruments, (3) timelines, and (4) reporting requirements. This situation places severe limitations on the SEA, but increases the probability that the legislature will have its evaluation policy carried out.
Third, the legislature/budget requires that the SEA evaluate specific programs that are being supported by state funds. The directive to evaluate is often vague, sometimes ambiguous, and always open to interpretation as to legislative intent. Procedurally, the CSSO [Chief State School Officer] assigns a program to an individual to administer. The nature of the program and evaluation will then be determined by the personality, politics, and program priorities of the program director and his or her superiors who have veto powers (Gold, pp. 107-108).

Subcommittees are often a key element in this legislative influence on evaluation. Bracey discusses the role of legislative subcommittees in writing the "standards of quality" used to assess education in Virginia, in which the subcommittee shifted the focus of attention from educational inputs to educational outcomes, stipulating testing procedures which required feedback to individual teachers on the performance levels of individual students. These standards thus codified the Back to Basics Movement for Virginia and provided for "... perhaps the most ambitious, comprehensive program of diagnostic testing in history" (Bracey, p. 22). How were these standards, which had such tremendous impact on evaluation within the Virginia State Department of Education, produced?

... While certainly the standards, conceived entirely within the General Assembly, are not to be taken lightly—the objectives and commensurate testing program are at present in place—there is good reason to believe that the legislature was not fully aware of the implications of what it was doing. The committee had been advised by one legislative aide, untrained in psychology or education. While that aide read a great deal of background research, and while the committee as a whole learned a great deal about testing, the final report of the Joint Subcommittee is a melange of the Zeitgeist, theory, errors, and naivete ... The Department of Education's involvement in this policy change was nearly nil. Indeed, the Department had been operating independently on its own initiative. The Director of Program Evaluation had convened in 1975 a State Testing Committee made up of Local Education Agency (LEA), State Education Agency (SEA), and Institutions of High Education (IHE) personnel to propose a comprehensive testing program for the state. Much, though not all, of their work was rendered moot by the actions of the legislature. (The State Testing Committee did not make its final report until December, 1976, some nine months after the action of the legislature.) (Bracey, pp. 22-23)

It was thus through these procedures that the state legislature produced standards of quality for Virginia education which effectively defined evaluation in Virginia as synonymous with testing.

Obviously these "legislature-designed" evaluations can create considerable difficulties for SEA evaluation personnel who must attempt to perform such evaluations. These legislative mandates may change the
nature of evaluation for a given program or have an even more wide-ranging impact. For example, Donovan and Rumbaugh discuss how a change in the Michigan State Constitution altered the authority and membership of the State Board. The new members brought greater interest in evaluation and an action orientation which radically changed the nature of SEA evaluation operations throughout the state.

One of the common problems encountered by SEA evaluation units is that legislatively mandated evaluations frequently involve short timelines. The lack of time to conduct adequate studies results in an SEA focus on short-term outcome studies instead of longitudinal attempts to look at long-term impacts. State legislatures may also mandate that SEA units monitor and certify the performance of LEA's evaluation activities, thus forcing the SEA evaluation unit into a monitoring or audit role rather than an evaluative role. Some laws specify certain types of correlational analysis which dictate evaluation methods that wash out important individual differences (see Rasp). In other cases, rules regarding the role of such support services as the state printer can discourage the use of the most appropriate reporting formats. Further, the need to use evaluation data to justify the continuation of desired educational programs within the legislatively approved budget influences the nature and timing of evaluation studies.

One of the major difficulties arising when legislatures specify technical details within evaluation legislation is that sometimes the legal requirements for evaluation exceed the evaluation technology currently available.

For the past two years the State Board of Education has been required by legislation to certify education clinics organized to provide programs for school dropouts, and the (State Superintendent) has been required to manage the funding process and to evaluate the programs. Because of the special legislative interest, the activities are politically sensitive beyond the small amount of money involved. The law itself calls for the evaluation of superior performance based on educational gain as related to the difficulty of educating the students and efficiency in terms of per pupil expenditures. The demands for evaluative precision outstrip the current state of the art (Rasp, p. 70).

A related problem occurs when social and educational goals are combined within the same piece of legislation.

[Some] programs have a mixture of social action and education priorities. For many reasons, categorically-funded programs often have a multiplicity of apparent purposes; some establish primarily education priorities while others establish primarily social action priorities. For example, legislation may contain language which seems to equate civil rights and basic skills education. It is not uncommon for these social action and education priorities to be so closely intertwined that it becomes virtually impossible to distinguish among them (Donovan and Rumbaugh, p. 53).
Legislative disappointment and frustration with the state evaluation effort surfaces when legislators learn that social action objectives cannot be assessed by educational performance measures.

It should be noted that the legislative influence in SEA evaluation operations is not always an externally imposed influence since SEAs often seek legislation authorizing them to perform certain actions and providing them with funds. For example, the Michigan State Assessment Plan was initiated by the State Superintendent and included in the Department's appropriations bill in 1969 as a result of the Superintendent's efforts. The original proposal made to the Superintendent was drafted by SEA evaluation unit staff. State department of education evaluation units often participate in the preparation of legislative bills, since that is frequently the only way to obtain funds and authorization to perform the work they seek to do. Thus, while state legislative mandates can dramatically affect the nature of SEA evaluation practice, SEA evaluation units also seek to influence their own operations through the creation of legislation. Many SEAs are active participants in both state and federal law making. State legislation concerning evaluation often results because the SEA won or lost a battle and not because of a lack of interest or involvement in the law making process.

Individual legislators can significantly affect evaluation practice through personal contact, as well as through formal legislation. The political acceptability of evaluation methods is crucial for the successful operation of SEA evaluation work. The influence of legislators in technical decisions is evidenced in the following quote from Donovan and Rumbaugh.

Some groups saw the questions in the "General Information" part of the [Michigan State] assessment as unrelated to the purpose of assessment of the basic skills, and even worse, an invasion of personal privacy because of questions asked as proxies for socio-economic status. The press picked up the complaints of educators and parents, and then legislators got into the debate. Department staff spent considerable time and effort explaining the need for these data, and defending their collection. Finally, as time passed and other issues arose, the controversy abated, but was to re-arise each year until the State Board in 1973 directed the State Superintendent to eliminate the socio-economic status feature. It was recognized that these data were valuable for the proper analysis of the basic skills assessment data, but it was just not politically viable to keep this instrument as part of the program. The policy decision to eliminate it was made on political rather than technical grounds ... Another controversy the first year was raised by legislators at the request of their constituents. They attacked one of the reading passages in the test because it was, "A blatant attempt to inculcate anti-American and anti-free enterprise values in school children." The Department staff discussed these issues with the legislators and were able to avoid serious action against the assessment program. The compromise solution included changing the reading passage for the next year (Donovan and Rumbaugh, p. 43).
The state legislatures, the governor's office, individual legislators, and other state agencies, then, can all influence how evaluation is performed at the state level. We next consider the influences of the state department itself.

Influence of the State Agency on SEA Evaluation

The policies and procedures of the state department of education in which the SEA evaluation unit is housed also shapes the nature of SEA evaluation work. Agency policies, regulations, rules, and procedures determine such things as the organizational structure of the evaluation unit, the size and qualifications of the staff, the communication channels to be used by the unit, the size of the unit's budget, and the unit's fiscal accountability. Even the name of the unit may be changed to reflect shifting agency policy. For example, Rasp notes how the title of the SEA evaluation unit in Washington was changed from "Program Evaluation" to "Program Evaluation and Research" to "Testing, Evaluation, and Accountability," and back to "Testing and Evaluation" over the years to reflect agency policy. The agency's point of view also influences the stance the evaluation unit takes, the definition of who can legitimately evaluate inhouse programs, the orientation of the evaluation unit concerning its proper function, and who the appropriate clients and audiences of evaluation are. As a unit of the state education agency, it is expected to reflect agency priorities and policies.

Agency policy also determines how many evaluation staff are to be permanent and how many on special grants or project money, the types and numbers of external grants to be pursued, the use of external consultants, even which professional associations the evaluation unit should maintain contact with and serve as liaison to. Rasp describes the management of the Washington statewide testing program as follows:

The law is implemented through heavy reliance on contracted services. To accomplish major tasks such as the printing and scoring of tests, logistical services and analysis, requests for proposals are prepared and sent to interested bidders. The technical proposals submitted are reviewed by outside panels of experts working independently. The recommendations of the technical review panels are supplemented by the [state superintendent] staff analysis of bid amounts; the superintendent makes a final decision, and contracts are written with successful bidders. In Washington, contracts for $2,500 or more require that a competitive bidding process is used. Single-source contracts for larger amounts must be justified and defended. In the case of contracting with other state agencies, for example, universities, educational service districts, and LEAs, waiving the competitive bidding process is not difficult. However, when agencies other than those of the state are involved great care is taken to explicitly follow the rules.

Since the total professional staff responsible for the testing activities is less than one full-time equivalent, contracted services are necessary and play a crucial role. The typical
pattern is one in which large contracts for specialized services are awarded on the basis of technical merit and competitive bid. The assistance of additional personnel is gained through contracts with the other state agencies or school districts. Specific tasks are completed occasionally through the use of single-source personnel service contracts under the $2,500 amount. Developing work plans and time schedules, preparing requests for proposals, reviewing bids, writing and managing contracts are necessary skills for administering the Washington testing program (Rasp, p. 68).

Even the flow of information, which determines the influence of and the support for SEA evaluation, is often dictated by agency policy. In Virginia, for example, the State Superintendent "signs off" on all information going from the SEA to the State Board of Education. Administrative regulations specify this procedure, as well as a procedure that all contacts with the state legislature must be made through a designated Assistant Superintendent. Department members cannot personally contact individual legislators. If legislators contact department members for information or testimony, the department members must file reports with the Assistant Superintendent (see Bracey). Gold also indicates that evaluators must be careful not to violate agency policy in terms of whom to talk to, about what, and when. "Likewise, the evaluator should not promote ideas which are contrary to agency policies, rules, or regulations. The intent is to educate and build confidence in the evaluation process" (Gold, p. 118).

The interest of the State Superintendent in evaluation can play a major role in the nature of evaluation activities within the evaluation unit. An evaluation "advocate" can considerably increase the role of evaluation within the agency.

[Our] State Superintendent during the 1970's was to be the driving force behind state efforts in evaluation, and personally used the data provided to him... [to the Superintendent], evaluation was critical to managers. He was to define educational evaluation as "a process of obtaining, for decision making purposes, information concerning educational activities," and emphasized his commitment by saying "... we're committed to developing educational evaluation into a fruitful and productive exercise. We in Michigan are not content to treat evaluation as that useless exercise required from on high that takes time and pain to produce, but which has very little significance for action" (Donovan and Rumbaugh, pp. 42-43).

This superintendent strongly supported the use of evaluation throughout his term, requiring that program administrators were never to evaluate their own programs, but that such evaluations were to be coordinated through the central program evaluation unit. He required that any item which included plans for evaluation, such as programmatic state plans, include a statement of support from the evaluation staff before being submitted to the State Board of Education for approval (see Donovan and Rumbaugh).
A state board of education may also play a significant role in establishing evaluation procedures. For example, Ascher details how the Oregon State Board mandated the policy for Oregon's minimum competency program, setting standards defining how evaluation was to be used to ensure that schools complied with the mandated policy (see Ascher).

Agency policy concerning the organization of evaluation resources materially affects evaluation practice. In some state departments of education, the evaluation capability is decentralized so that evaluators are housed with the programs they evaluate. This arrangement can result in a lack of common criteria being used in employing evaluation staff and in the design of evaluation studies across the agency. It also results in variation in staff expertise and in the quality of evaluation work, including a lack of consistency in evaluation reporting requirements imposed by the separate offices on local school districts. The centralization of evaluation can result in communication problems across the units and in evaluators being viewed with distrust by other agency personnel, although they may be viewed as being more objective by outside observers (see Sandifer). For centralized evaluation units there may be disagreement between the evaluation staff and program staff concerning the proper focus on program outcome versus program process or on qualitative versus quantitative methods. Furthermore, formal agreements are sometimes required which specify what resources will be provided by the program unit for the evaluation and what questions or methods the evaluation unit will employ in its work. These arrangements require negotiation, communication, clarification of separate agendas, and so on. Such arrangements raise problems of bias, client resistance, and interagency competition for scarce resources—all factors which affect the evaluation from its initial design to the use of its results. Centralized SEA evaluation units which have the ability to influence directly the State Superintendent or to influence agency policy in programmatic areas naturally create interagency tension among the various program units.

Another way that agency policy affects evaluation is by allowing evaluation studies to be more influenced by policy issues than by technical concerns. For example, SEA policy interests can dictate methods which are not compatible with the interests of the local school districts which manage the programs being evaluated. The state agency is frequently concerned with generalizability and transportability of programs while LEAs are more concerned with meeting local needs and assessing local project effectiveness. Sometimes evaluations are initiated long after a program has been running in order to determine the basis for continued support or expansion of the program. This timing necessarily requires ex post facto designs, and so influences the evaluation methods used.

As mentioned above, agency requests for immediate feedback often prevent the evaluation unit from conducting long-term impact studies. Even an agency policy to computerize most evaluation data influences subsequent evaluation work since it, in effect, dictates the nature of data to be gathered and reported, the kinds of staff skills needed, and the daily activities of at least some of the evaluation staff who are required to do the data preparation and storage (see, for example, Rasp).

Finally, as in any organization, the nature of agency staff positions can alter the evaluation effort. Whether the agency head is elected or appointed, whether the top staff are civil service or appointed,
whether the technical staff are tenured or are state employees can influence the susceptibility of the staff to external political influence. High turnover among personnel also tends to create discontinuity and lack of concerted evaluation effort.

**Influence of Local School Districts on SEA Evaluation**

While the strongest impact on SEA evaluation operations probably arises from the federal government, the state government, and from within the agency itself, local school districts also influence the nature of SEA evaluation practice. LEAs most directly influence SEA evaluation work through their cooperation or resistance to state evaluation efforts. For example, Donovan and Rumbaugh provide the following illustration concerning the Michigan assessment program:

Before the test administration period was over, a group of local superintendents met to review this "new" state program of assessment. These discussions led to action by some thirty-eight of them. They ordered that the test answer sheets be held in the district and not sent to the scoring service. The press picked up the story and the state assessment became a big story...the program had visibility!

After two weeks of unsuccessful discussions where state officials tried to convince the superintendents to send in the answer sheets for scoring, the State Superintendent and the President of the State Board of Education sent a joint letter to local superintendents and board presidents. The letter cited "Act 38" authority for the assessments, directed the submission of answer sheets, threatened court action, and offered to discuss the superintendents' concerns. The superintendents, though reluctant to comply, chose not to challenge the state authority further.

In the ensuing discussions, local superintendents raised several issues. The major issue was, of course, the intrusion of the state into local school affairs. Each of the seven or eight meetings between department staff and superintendents began with this issue and required a rejustification of state assessment and the state authority...After nearly seven months of monthly meetings, the superintendents, though still not satisfied, decided further discussions were unnecessary. They would cooperate in the future, and the Department would form an advisory council to help form the future of state assessment (Donovan and Rumbaugh, pp. 45-46).

In addition to the issue of local control, LEAs often raise concerns about the relevance of state requirements for local school operations. SEA-LEA problems arise when programs are funded on one set of criteria, but evaluations are mandated using another set of criteria.
For example, the funds are provided for reimbursement of program staff salaries, but the evaluation focus is on how much the participants achieve. This particular kind of conflict may create hostility among local education agency staff who feel that is unfair to conduct a state-level evaluation of those parts of the program funded locally (Donovan and Rumbaugh, p. 53).

It should be noted, of course, that many SEAs actively seek the input of local school districts in the conduct of state evaluation work. Many SEA evaluation units use advisory committees, discussion sessions with local superintendents, community hearings, and other mechanisms for obtaining local input. Gold comments on the nature of this local input.

In evaluation (in Wisconsin) most advisory groups, opt for leaving the design and implementation up to LEAs and requiring as little extra work as possible to accomplish evaluation requirements. This position is in part due to the issue of control, but may very well reflect a feeling on the part of LEAs that evaluation data either are not, or cannot be, utilized enough to justify increased demands on the time, energy, and money of a local district's staff (Gold, p. 107).

Influence of Other Groups on SEA Evaluation

Other groups also exert influence over the nature of evaluation practice within state departments of education: the public, the press, and special interest groups all, at times, shape evaluation policy. Individual personal contact by opinion leaders, pressure groups, task forces, or advisory groups established by the governor, the legislature, or the SEA itself "advise" on evaluation policy and professional organizations of business people, teachers, and administrators frequently lobby for particular items concerning state level evaluation. The tenor of the time and public interest and support for education in general also influence the strategies used by the evaluation unit. On politically sensitive issues various non-agency personnel, such as the press, the Governor's office staff, university staff, legislative analysts, and others occasionally want to reanalyze raw data from evaluation studies and thereby seek to influence the release and interpretation of evaluation results.

The desires of special interest groups can affect the climate within which evaluation activities are performed and can determine how data are collected and released and the various types of clearances that must be obtained.

Donovan and Rumbaugh discuss how public reaction to the release of results from the Michigan assessment influenced evaluation procedures. The state department had promised that the test results of individual school districts would not be released. However, after inquiries from the press and threats from an influential legislator that he would mandate the release of the data and even provide guidelines for their release, the department recanted and released the information. "Even today, ten years later, the promise which couldn't be delivered, i.e., no public release of school or district results, is remembered by some superintendents" (Donovan and Rumbaugh, p. 46). At first the results were released in
response to individual requests, but as interest grew the department published the results for all districts. This occurred for two years but "the 'heat' was too much and the results from 1973 were released on request, but no compilation of all districts were released" (Donovan and Rumbaugh, p. 46). The use of the results was also of concern.

The comparison of schools and districts on assessment scores alone concerned school administrators. They carried their dissatisfaction to key legislators as well as State Board members. Under pressure from the legislators the Department initiated a large campaign to assist local educators in the proper and full reporting of results. Advocated were early reporting, and reporting in the context of other information about education, i.e., the financial, staffing, and other conditions of education. The idea was to put the assessment scores in a larger context to provide for a fuller understanding and a better "evaluation" of the schools than a simple judgment made on one set of test scores (Donovan and Rumbaugh, p. 47).

There is case after case of special interest groups, the press, and the public becoming concerned about evaluation results in education and, through various procedures, influencing the nature of those evaluation activities. Donovan and Rumbaugh provide another example concerning the Michigan assessment program. In response to local criticism that the norm-referenced tests were of little use in instructional improvement, objective-referenced tests were developed. But these tests resulted in large sets of scores for each school, and

... When the first reports were released, the press and state officials were confused by the many figures. They wanted to be able to tell whether or not schools were doing better than last year, and which were "good" and which were "poor" achieving schools. There was a demand for a simple summary type report. The State Superintendent asked for a single score. (Donovan and Rumbaugh, p. 49).

The SEA evaluation unit responded by providing a summary of the proportion of pupils showing mastery of more than 75 percent of the test objectives and three other such categories on each test, plus an historical report of the same data to show progress.

Another influential group is the press. The press is frequently a catalytic agent in attempts of various groups to change evaluation policy.

It is quite possible that all testing except that prescribed by the new [Standards of Quality] would have gone by the boards in 1976 had not Virginia's intermittent policy making body, the press, jumped into the fray. In both articles and editorials, newspapers, particularly those in Richmond, the State Capitol, argued that the elimination of norm-referenced tests (NRTs) would lead, eventually, to chaos. California was cited as a state which had changed tests so often that no one knew where the state was, what the anchor for scores was. The NRTs were kept (Bracey, p. 23).
To some extent, of course, the SEA evaluation unit necessarily draws considerable public attention to its efforts. Such large-scale public programs as statewide testing bring considerable visibility to the evaluation unit, making it the focus of concern over local control in education. Evaluation data are often used in legislative and judicial hearings for and against various positions. Further, as the evaluation unit successfully provides answers to some questions, the nature of evaluation itself leads to many new questions being raised, thus creating new expectations for the work of the unit. The attempts of various interest groups to shape evaluation practice attest to the importance of evaluation as a facet of state and local educational policy.

DISCUSSION

It is clear from the foregoing review that influences from the federal, state, and local level all work to constrain the nature of evaluation practice within state departments of education. Such influences regulate the organization and staffing of such units, as well as determine what is evaluated, what methods are used, and who communicates with whom. These chapters portray SEA evaluation units as engaging in many activities, "evaluation" often being operationally defined to include monitoring, impact assessment, information preparation, research synthesis, planning, and policy preparation, with the majority of attention and effort devoted to testing activities. Little attention seems to be paid to causal studies or the assessment of worth. Further, there is little explicit attention to the analysis of values or value claims, although there is a great deal of attention to political analysis. These units are characterized by a lack of autonomy and independence. An SEA evaluation unit is one piece of a large organizational enterprise and, as such, staff members cannot play the role of "third-party contractors" that is often played by their university counterparts. Within these units, political and legal considerations are just as important as technical considerations, with most evaluation attention being focused on management assistance or policy analysis to the general exclusion of the improvement of instruction. As a general view, this characterization matches Law's description of SEA evaluation units in the chapter which follows:

They are embedded in a state agency and, hence, are bureaucratic by definition; they are in a political environment; they report to a variety of audiences; they operate under severe constraints of time and human and financial resources; they tend to be in a reactive mode. The units tend not to be innovative in their approach to evaluation since they operate under legislative and regulatory mandates. Departure from conventional custom and procedure is perilous and, thus, the mode of operation tends to remain as it was a decade ago (Law, p. 182).

A few SEA evaluation units are, of course, more proactive and innovative than others, but they tend to be the exceptions.
To be effective, evaluators within SEA evaluation units have to have the confidence of various parties, including SEA top management, SEA program staff, budget analysts, legislative staff, professional organizations, local school staff, members of the news media, and many others. The nature of the "agency role" influences the effectiveness of evaluation within the agency. If the evaluation staff do not understand the larger picture within which they fit, then the evaluation will not have maximum utility. One detects in these chapters a strong orientation to evaluation as a continuing function rather than attention to individual evaluation studies. In contrast, most of the evaluation literature treats a single evaluation study as if it were the beginning and ending point of the evaluation enterprise.

When asked to describe the nature of their evaluation operations, all of these authors placed their current efforts within an historical context, describing how the current activities and organization came to be and the rationale for its current activities. While these evaluation managers are concerned with providing evaluative information of high technical quality, they appear to be more concerned with integrating the evaluation function within the larger enterprise of educational policy and practice. Consequently, they are often concerned with doing better political analyses and with finding more effective technical analysis procedures which incorporate appropriate political considerations.

The enumeration of the various influences shaping evaluation policy, and all educational policy for that matter, weakens the view of evaluation as a research-like technical enterprise devoted exclusively to the provision of information for use by a single decision maker. Educational policy can be seen to flow from a more complex process influenced by various social, political, and legal considerations, as well as technical concerns. The role of the state evaluation unit is much more than that of a simple provider of technical information. The formation of educational decisions and policy is much too complex to be represented under the "informed decision maker" view. These chapters portray evaluators in state agencies as assisting in a highly interactive process through which management decisions get made and policy is formed. While these units may perform discrete evaluation studies, it is not these activities but the larger educational enterprise which is of most concern to these evaluation managers.

This characterization of evaluation suggests, therefore, that the skills needed for effective evaluation within state departments include much more than technical skills of design, data collection, and analysis. The ability to communicate and persuade in a highly politicized environment is an essential skill. Astute budgetary and financial analysis, problem definition, understanding of the state context (rather than concern with nationally generalizable data), and the ability to know what can be affected and how within the state setting (political analysis) is needed for effective evaluation within state departments. The characterization of evaluation as persuasion (House, 1977) seems a much more accurate description of evaluation in state departments than does evaluation as field research.

I am not claiming that all the factors discussed above influence all evaluations in state departments all the time. But the evidence from these six chapters, and from related work with SEAs, suggest that these factors, in total, have a much greater influence on the nature of SEA evaluation
practice than the technical issues of evaluation methodology which are most often discussed in the evaluation literature. As I have already stated, there are wide variations across state departments in terms of the nature and focus of their operations, but they all share the common condition that political, economic, legal, and organizational influences are much more important in determining what they do than are technical considerations.

It appears, therefore, that evaluation theory which is predicated on the view of evaluation as a narrow conceptual activity of informing decision makers and as a variety of field research where technical issues are of prime consideration, is not likely to be of much utility in improving the practice of state department evaluations. This view is simply not compatible with the context of SEA evaluation which is portrayed in these six case reports. Evaluation within these SEAs is not social science field research nor assessment of worth, but testing, management, and policy formation conducted within a highly complex social setting. To improve evaluation methods and theory, perhaps more attention should be paid to understanding how evaluation functions within organizational and social contexts rather than to elaborating on concerns of causal modeling and experimental design.
FOOTNOTE

1An earlier, slightly revised version of this chapter is to be published in Educational Evaluation and Policy Analysis, in press.
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PART III.

Prospects for the Future

This concluding part of the volume takes a look at the future. Alex Law of the California State Department of Education discusses the need for new approaches in state level evaluations based on the nature of evaluation in these settings. He provides a short history of evaluation, citing the disillusionment with experimental methods, and discusses the lack of impact of evaluation on decision making.

Law urges attention to new approaches in three areas: methodology or design, the political or policy context, and actual use. He indicates that state-level evaluations should provide both federally required information and the information needed by decision makers. With an understanding of and appreciation for the context and political ambience, an evaluator can educate and lead policy makers and program managers to a greater appreciation of the information an evaluation can provide. Law comments that state agency evaluations are certainly not immune from, and indeed may be more vulnerable to, the influences which inhibit the use of evaluations. Because most state-level evaluations are annual, summative, and quantitatively presented, they seldom are used.

In the concluding chapter, Norman Stenzel of the Illinois Office of Education examines barriers to methodological innovation within research and evaluation units in state departments of education. Stenzel examines personal barriers to innovation, such as language differences, self-censorship, weak technical abilities, lack of vision, and professional isolation. In addition to these personal barriers there are constraints on innovation related to being within a bureaucratic institution. Institutional barriers to innovation include preordainnt staffing plans, narrow expectations of audiences, existence of turfs, insufficient time, and many other barriers.
In order to gain other views of the barriers to innovation in evaluation, Stenzel surveyed evaluation personnel in other state departments of education, soliciting criticism and comments on his findings. With this additional input, his chapter provides a summary of the problems of implementing methodological innovations in research and evaluation units within state departments of education.
CHAPTER 9
The Need for New Approaches in State Level Evaluations
Alexander I. Law

Program evaluation is now a subject of interest in virtually all fields encompassed by the social sciences and has, in the past decade, spawned not only textbooks but new journals. Within education, most attention has focused on a discussion of the procedures and nature of broad-scale evaluations, such as commissioned for by the Office of Education and the National Institute of Education. There is also an increasing amount of literature dealing with methodology and statistical treatment. Although some attention, mostly in textbooks, is afforded to small-scale and local educational evaluation, virtually no discussion has been devoted to state educational agencies and their work in evaluation.

The purposes of this chapter are to review where we are in educational evaluation in state agencies, to record some asides as to how we got there, to discuss present evaluation problems, and to offer suggestions for new approaches to evaluation by state agencies. Full recognition will be given to the pragmatic viewpoint that state agencies do, in fact, function in an ambience somewhat different from that of local educational agencies and certainly quite different from that found in institutions of higher education and contracting firms.

Caulley and Smith (1978) conducted a survey of state education agencies to determine the activities of their evaluation units as well as the problems, constraints, and conditions under which these units operate. They hoped that by identifying the characteristics and functions of the activities carried out by the various state educational agency units, they could discern directions for the development of new methodologies to help in the solution of problems indicated in the survey. The results of the survey showed, not surprisingly, that there is a wide variety in the functions, nature of the workload, and size of the evaluation units. The problems indicated by respondents do not differ from the problems found in
the general evaluation community. These difficulties include methodologies, reporting evaluation results, and the impact and use of the evaluations themselves.

A review of the results of this survey provides not only a sense of the variability in the status of evaluations in state agencies but indicates that, although the majority seem to be adhering to the state of the art as it existed a decade ago, many of the agencies are growing and seeking ways to improve their functioning. Again, not surprisingly, one of the major problems was with the use of the evaluations by their various audiences. This problem exists throughout the evaluation community and is not unique to the state agencies. Interestingly enough, none of the state agencies reported problems peculiar to their situation within a political bureaucracy. One also gets the feeling from the survey results that, while evaluation activities at the state level are evolving, they have not yet reached the level of sophistication found in other organizations which do evaluations, such as independent contracting firms.

In reviewing the implications of interest in this particular survey, the authors have identified eight issues, two of which will be discussed here. One issue pertains to the use of rigorous methodology by many state agencies—usually based on a Campbell and Stanley quasi-experimental design—for their evaluations (Caulley and Smith, 1978, p. 28). States that use such methodologies encounter difficulties in meeting the requisites for these types of designs. The second issue concerns the lack of impact evaluation reports have on the various audiences addressed by state educational agencies (Caulley and Smith, 1978, p. 29). There seems to be a general feeling that evaluations have not had the impact that is desired. This impression is troubling to state-level evaluators. These two findings are not surprising. Indeed, as will be discussed later, the second may well derive from the first.

The reporting function is common to all SEA’s but the scope and nature of other evaluation functions vary widely. While some units are large and deal with complex evaluations, others are little more than one-person units producing minimal required reports. Nevertheless, they share many characteristics. They are embedded in a state agency and, hence, are bureaucratic by definition; they are in a political environment; they report to a variety of audiences; they operate under severe constraints of time and human and financial resources; they tend to be in a reactive mode. The units tend not to be innovative in their approach to evaluation since they operate under legislative and regulatory mandates. Departure from conventional custom and procedure is perilous and, thus, the mode of operation tends to remain as it was a decade ago.

It is worthwhile to take a short historical sidetrip and review the origins of program evaluation in order to gain some sense of its peculiarities and why it exists in the state agencies.

HISTORY OF STATE EVALUATIONS

Program evaluation emerged, most people agree, with the enactment of the major educational programs of the mid-sixties, notably the ESEA Title I and related categorical programs. No one was trained to be a program evaluator per se. This was particularly true in state agencies and
public school settings. The early practitioners of evaluation in the public schools looked to institutions of higher education and the guidance they received came primarily from those whose discipline was experimental research. Indeed, the early evaluation reports—and to a large extent the evaluation reports today—relied on the rather conventional experimental model or variations thereof. The guides to evaluation on which the early reports were based were the same criteria used in the laboratories of psychologists and other social scientists.

 Immediately preceding the enactment of ESEA, Congress had enacted legislation creating a variety of social programs. Few, if any, of these early programs had built into them the constraints for evaluation that were built into subsequent programs. The continuing existence of a large number of these programs was considered by many as prima facie evidence of their worth and fostered the belief that evaluation was unnecessary. This view prevailed until Title I was enacted and was changed only at the penultimate moment by Senator Robert Kennedy (McLaughlin, 1975, p. 1).

 The decision by Congress to require evaluation was new, had to be implemented immediately, caught virtually everyone unaware, and, in retrospect, found the educational community ill-prepared to provide the types of information which Congress desired.

 After its inclusion in Title I, evaluation became valued by Congress and subsequently valued by most oversight agencies including state boards of education, state commissions and legislatures, local boards of education, and the public. It quickly became generally applied to a broad range of social programs and was institutionalized in Washington, D.C. and elsewhere as a necessary component of such programs. Evaluation does have a worth in its own right and this worth persists despite recent controversies and the lack of consensus on the nature of evaluation within the profession itself.

 FEDERAL AND STATE EXPECTATIONS

 In the late 1960's, evaluation seemed to take two general directions. After the states submitted their original evaluation reports to the federal government, there was a massive disenchantment with the nature of the reports and their accuracy. Further, it was realized that there was no way by which the aggregated information could be sensibly communicated to Congress pursuant to the legislative direction. This situation led to a number of large-scale commissioned evaluations by the federal government. These commissioned evaluations, often of extensive magnitude lasting over three to five years and costing many millions of dollars, still persist. They persist although their utility and the nature of their evaluation methodology, design, and findings are fairly constantly called into question.

 Evaluation was also directed toward the provision of information to local and state governmental bodies. The accountability movement can quite directly be traced to the need of governmental agencies to gain information about the utility, effectiveness, and impact of programs provided with state categorical funding and the local dollar.

 From time to time there were, and still are, a number of other demands placed on the evaluation community relative to the accountability
movement. Included were the thrusts of PPBS, zero-based budgeting, performance contracting, and a miscellany of similar efforts, many of them stemming directly from the influence of Robert McNamara and procedures implemented by the Department of Defense during his tenure. These procedures were sufficiently appealing in the operation of the Department of Defense that they were generalized very quickly into the Department of Health, Education and Welfare and into state and local agencies with, at best, equivocal results. They have now passed, to a large extent, into disrepute. Nevertheless, each fad that came down the pike from the federal government was replicated by most states and frequently by local educational agencies. As a result, we continue to see numerous movements lying along the same front. The motivation for these movements lies in demands for information, and in the need for assurance by the funding agencies that their dollars are being used wisely and that the effects are what the proponents of the educational plan or program envisioned. The promise that evaluation held out was not fulfilled. Because the desired answers were not forthcoming, Congress and other agencies, particularly the Office of Education, became increasingly restless. Instead of seeking alternative ways, they increased the pressure to do more of the same. Accordingly, we had more large-scale contracts and more upward aggregation attempts; all of them resulting in inadequate information.

This unfulfilled promise led in turn to a crisis of confidence in the evaluation process itself, and it is this process that we need to examine. As mentioned, when the evaluation effort burst upon the scene, few were prepared. There was not a discipline which could be called program evaluation, yet there was an expectation on the part of the policy community that these early evaluations would shed light on the quality and progress of the commissioned programs. Early evaluations did not do so and, for the most part, they do not do so today. Guba, (1972) stated:

> When the evidence produced by any scientific concept or technique continually fails to affirm experimental observation and theory arising from that observation, the technique may itself appropriately be called into question. It shall be the burden of my remarks that evaluation as we know it has failed, and that the world of evaluation does indeed require reshaping.  

Guba (p. 265) went on to say:

> The primary task in evaluation today is the provision of sensible alternatives to the evaluator. The evaluation of educational innovations awaits the modernization of the theory and practice of the evaluative art. We need, then, a technology of evaluation (Guba, 1972, p. 265).

Is there any hope that this modernization will occur soon? I believe that there is a great deal of reason to be hopeful.

At the time Guba was writing the above, there was, indeed, movement in the field by several theoreticians, among them Alkin, Cronbach, Stake, Stufflebeam, Scriven and others. While the evaluation community was
waiting for the fruits of these labors, state-level evaluators plodded ahead using whatever was available and became increasingly frustrated. They were aware that few, if any, of the icons of experimentalism held real promise, that randomization was impossible, that there were no control groups. Meanwhile the pundits argued interminably about appropriate statistical analysis. Campbell and Stanley became the byword but their procedures were not much better. State evaluators floundered on the shoals of experimentalism. The reports they generated tended to be suminative, data oriented, and upwardly aggregated. These evaluations did not produce change and, indeed, had little use of any kind. They were, for the most part, ritualistic, annual regurgitations of aggregated test data.

BEYOND THE HYPOTHESIS TESTING MODE

As time passed, increasing reliance was placed on evaluations generally based on the Tylerian objective-attainment model. These evaluations, like their predecessors, have had little impact. However, these evaluation modes proved both frustrating and satisfying to state decision makers. This schizophrenic condition resulted because these evaluations might answer questions about how many students were served, whether services went to the appropriate students, and, to some extent, indicated the quality and impact of the program as it related to the objective-attainment model.

Ultimately, the evaluation community gradually began to extricate itself from the purely methodological bog in which it had been mired since 1965. New and sometimes radical evaluation methods were tried. Various evaluation models were developed. Evaluators began to look to other disciplines—public administration, political science, philosophy, and the like. After a decade of false starts, evaluation began to move rapidly ahead.

State agency evaluators, unfortunately, have not moved with the same dispatch as the rest of the evaluation community. State and federal evaluations had become annual events displaying the time-honored pretest, posttest scores while hope was maintained that some elegant multivariable design would provide the long-sought statistically significant finding. The policy community continues to maintain the expectation that evaluation can answer the "go-no-go" questions. These questions are usually phrased: Should the program be funded? Is Program A superior to Program B? Occasionally a cost-benefit type of question or a question related to the cost-benefit model is raised.

THE PRESENT CONTEXT OF POLITICS AND UTILIZATION

A great deal has recently been written on the politics of evaluation and members of the evaluation community—particularly those in state agencies—are gradually acknowledging that they are involved in a political process. This realization causes discomfort in many evaluators who, heretofore, have considered themselves as solely reporters of objective findings, interpreters of reported events, and dealers in scientifically derived truths.
For the purposes of this discussion, politics is defined, not as the partisan politics with which we are all familiar, but as the process for creating change in a society. Politics in this context involves a distribution of, or competition for, stakes within a society or group. Stakes can be defined as meaning money, ideas, prestige, influence, and jobs (cf. Sroufe, 1977, p. 4). Through a lack of understanding of the political arena, evaluators avoided admitting the obvious to themselves: every evaluation report is essentially a political document. As Cohen (1970, p. 215) points out:

One political dimension of evaluation is universal, for it involves the uses of information in changing power relationships; the other is peculiar only to those programs in which education is used to rearrange the body politic. Although one can never ignore the former dimension, its salience in any given situation is directly proportioned to the overt political stakes involved; they are small in curriculum reform in a suburban high school, somewhat larger in a statewide effort to consolidate schools, and very great in the case of national efforts to eliminate poverty. The power at stake in the first effort is small, and its importance slight. In the social action programs, however, the political importance of information is raised to a high level by the broader political character of the programs themselves.

This observation is particularly relevant at the state educational agency level since, save for the federal programs, of course, it is the level at which the stakes are highest. Carol Weiss (1972, p. 328) reiterates this theme when she says:

Evaluation has always had explicitly political overtones. It is designed to yield conclusions about the worth of programs, and, in so doing, is intended to effect the allocation of resources. This function, as handmaiden to policy, is probably the characteristic of evaluation research that has attracted competent researchers despite all the discontents and disabilities of its practice.

Many state evaluators remain uncomfortable with this concept and consider it foreign to their work even though it is explicit in the evaluation process. Sroufe (1977, p. 1) for example, says:

My own view on this question is unambiguous: formal evaluation is an inherently political process and it has, in some instances, even greater policy consequences than 'do board or bond elections. Significant decisions regarding evaluation (i.e., what to evaluate, how, when and by whom), are made on the basis of the political values and resources of those—including the evaluators themselves—involved in any given system.

Perhaps it seems foreign because only recently has the interlocking of policy and evaluation appeared in the educational literature on evaluation, though these concepts have been frequent themes in literature on public
administration. Policy does not just happen. It often goes through a
tortuous process of evolution. Because this process is by definition a
political one, state evaluators are frequently naive when they enter the
evaluation/policy arena. Their lack of understanding may be a basis for the
plaintive statements made by state evaluators that evaluation reports are
not being used and, in fact, seem to have little, if any, impact on the policy
community.

Lack of impact is certainly not unique to state agency evaluations; it
frustrates the entire evaluation community. Frustration is so prevalent
that a good deal of attention has been given to the subject in the past
several years. Among the more recent books discussing this issue are those
by Alkin, Daillak, and White (1979), and Patton (1978).

Two themes seem to emerge from the analysis of lack of impact or use
of evaluation reports. They can be generalized as methodological questions
and the "Two Communities" explanation.

Under the methodological heading, there are a host of criticisms about
the instrumentation of evaluations, their design, their analysis, and,
frequently, the conclusions drawn from the analysis. Virtually every major
evaluation commissioned has been attacked on one or more of these
grounds. Audiences are confused by these attacks on issues about which
they have little, if any, understanding. The debate rages, external to the
policy community, and the result is not clarity—as it would be in an
academic arena—but confusion—as it is in the policy arena. The credibility
of evaluations has consequently suffered greatly.

There is no single evaluation design which can go unchallenged.
Certainly in the political arena there are a number of partisan positions for
challenging interpretations and findings of the evaluation. When
evaluations continually fail to deliver unequivocal answers to what policy
makers perceive as simple questions, the policy makers will turn elsewhere
for information on which to base their decisions. The notion that they
could or should get multiple input as part of the political decision-making
process is beside the point. What is of consequence is the perception by
the decision makers that evaluators have failed to deliver on an implicit
promise of an answer.

The second theme, the "Two Communities" concept, is intriguing. This
concept was introduced by Caplan (1978) and was drawn from an analysis of
existing impact studies. Caplan (p. 50) says:

The main factors which appear to limit the level of utilization
can be found in that portion of the theoretical literature on
utilization which may be categorized as Two Communities
Theories. The essential line in this body of theory is that the
main reasons for the nonuse of knowledge can be understood by
examining the relationships of the researcher and the knowledge
production process to the policy maker and the policy-making
process. More specifically, it suggests that social scientists and
policy makers operate in separate worlds with different and
often conflicting values, different reward systems, and different
languages. Our data suggest that mutual mistrust is an
important factor in the separation of the producer and user
communities.
Clearly, the idea that evaluations must communicate is a dominant theme in current thinking. The communication process is complex. Embedded within this process is the concept of the credibility of the evaluator and the evaluation. The mistrust mentioned above can be mitigated by rapport between the communities. Conflict will probably remain because of the keen competition for stakes. Evaluations which judge the worth of an endeavor will inevitably gore someone's ox. The move toward formative evaluations which argues for program improvement as opposed to purely quantitative summative evaluations may well be a bridge over the gulf between the two communities.

CROSSCURRENTS AND CONSTRAINTS

The evaluation discipline is changing with a rapidity that is awesome. As previously mentioned, evaluation-related journals and books are proliferating in education and in the social sciences generally. This activity is healthy, but often confusing. Gurus quarrel with each other. Students of evaluation struggle to stay abreast of the ever-changing or emerging ideas in political science, anthropology, sociology, economics, philosophy, etc. Old truths are replaced by new truths.

Confounding this situation are the shifting sands in governance, philosophy, and political activity. Kirst (1979) has identified more than fifty substantively new reform or categorical programs in California. Although California is probably the leader in this type of change, it is not unique among the states.

This ferment has implications for evaluation change in all state agencies. Specifically, there are four new phenomena which have broad implications for evaluation in state agencies: fiscal conservatism, sunset laws, proficiency testing, and Title I models.

Fiscal Conservatism. While Proposition 13 had its origin in California, the general principle espoused in 13 seems to be common across the country. This general principle is one of fiscal and political conservatism. With conservatism comes a renewed demand for evaluation related to accountability. Questions, not unlike questions which arose in the middle 1960's, are being formulated. With severe constraints on funding, it is common for state legislators to ask: How much are we getting for our money? Which program is superior to another program? What are the relative costs and benefits accruing from the implementation of these various programs?

Sunset Laws. Related to this fiscal conservatism is a move in the various states as well as in Congress to enact the so-called sunset law provisions. An explicit evaluation of the particular programs under question is required. These evaluations are, like those in the middle 1960's, asking the summative questions—the impact questions: What have these programs accomplished? What is the worth of these programs? Again, in some instances, the question asked earlier is posed: Is Program A more effective and efficient than Program B?

Proficiency Testing. A third theme now sweeping the country is proficiency testing, specifically for high school graduation. As of this writing, thirty-eight states have either statutes in effect or about to take effect on this particular issue. On first blush this issue would seem to be
one of measurement, but state agencies need to be aware that within the question of proficiency testing lies the additional question of the relative effectiveness of remedial strategies for those students who fail the test. Nearly every statute contains some provision and funding for programs relative to those students who are unsuccessful in completing the test and such programs should be evaluated.

Title I Models. The fourth theme nationwide is the issue of the Title I evaluation models. These models are based on a norm-referenced test and an experimental model. This general methodology runs contrary to all the evidence we have regarding the relative effectiveness of evaluation designs. Such models would appear to be a step backwards if implemented as planned. Pretest, posttest models were shown to be ineffective in producing the requisite information for Congress in the first instance.

Evaluators, as they become more sophisticated, as they move away from stereotyped designs toward more creative and influential evaluations, as they progress from the summative to the formative (including special limited focus studies), and as they move from the lock step of the norm-referenced tests toward more appropriate instruments for more diverse programs, are harassed by the demands of the four movements described above. These movements are looking to the norm-referenced test, to a return to the summative type of evaluation, to comparisons of programs, and to the expectations held by policy makers for sure answers. It will take sensitivity and creativity on the part of the state educational agencies to maintain credible evaluations and to adapt within the constraints of these crossovers in order to avoid regressing to their previous positions.

By now my biases should be clear. Evaluation has come through a tumultuous decade and, while it is certainly not mature, it is at least a teenager. There are numerous schools of thought, but one gets the clear impression that many of the leading theoreticians, by changes in their original—often divergent—courses, are becoming, if not congruent, at least close to parallel in their thinking. (This observation is not to suggest stasis, only agreement on some principles; disagreement remains on others.) I believe there is an obvious need for new approaches in state level evaluation in order to improve state evaluation per se, and to provide to constituent local educational agencies leadership by example and precept. In my opinion, state evaluators have multiple roles; teaching is one of them.

After I reviewed the literature, it seemed to me that state evaluation has been overlooked. Yet, state educational agencies are a unique community, intermediate between the federal government and the local agencies. They are purveyors of information to diverse audiences and function under a variety of constraints which largely have shaped their products. In the teacher role, state education agencies can educate those who commission evaluations. We should look at new approaches in three areas: methodology or design, the political or policy context, and actual use.
DESIGN

The word, design, is used here in its broadest sense. The foregoing part of this chapter described the beginning of program evaluation and how that initial effort relied on people trained in other disciplines. Early evaluators based their designs on what they had been trained to do in experimental research-based studies. They were reinforced in this behavior by mentors in the universities. The decision makers fed the process by demanding "impact" evaluations. This set of experimental designs weakened when it became increasingly clear that little policy-relevant information was forthcoming. Guba characterized evaluation as a failure but saw hope in the works of several theoreticians.

The door toward change was opened, characteristically, by Cronbach in his "Evaluation for Course Improvement" (Cronbach, 1964). Among the themes of this article were: "The greatest service evaluation can perform is to identify aspects of the course where revision is advisable . . . The aim to compare one course with another should not dominate plans for evaluation." Cronbach further stated:

Old habits of thought and long-established techniques are poor guides to the evaluation required for course improvement. Traditionally, educational measurement has been chiefly concerned with producing fair and precise scores for comparing individuals. Educational experimentation has been concerned with comparing score averages of competing courses. But course evaluation calls for description of outcomes. This description should be made on the broadest possible scale, even at the sacrifice of superficial fairness and precision (1964, p. 247).

At about the same time, Scriven (1967) and Stake (1967) argued for judgment and description as part of the evaluation process with Scriven coining the now familiar summative/formative distinction.

These three examples of change are cited in order to highlight the awareness held early on by these foremost thinkers, that strict experimental methods had deficits for decision making and that a broader concept of evaluation was necessary. Now we are beginning to see emphasis on less structured, less formal approaches to evaluation. Terms like "ethnographic," "case-study," "N=1" are beginning to enter the evaluation vocabulary. The pendulum arc extends from Berstein and Freeman (1975) who feel that for an evaluation to be of quality it must be based on random sampling and have a quantitative data analysis using multivariate procedures within an experimental design, to Eisner (1975) who argues for "connoisseurship" and "educational criticism." While the trend is clear, no inference should be made that nonstatistically based studies are less rigorous. They are simply different.

It is my concern that the pendulum will swing from one polar position—purely quantitative—to the other—purely qualitative. This extremism will do harm to the educational and policy-making community. It is essential to have an appropriate balance. Each extreme position has some merit, but not in isolation from the other and certainly not in blind application without a careful determination of the information needs of the client.
State evaluators will argue that often evaluation requirements are established by the federal or state legislature. This is true. The requirements are frequently in the realm of program outcomes, e.g., the Title I models. As long as this focus continues, information needed to enlighten managers about program practices will be largely unavailable. Evaluators must be active in enlightening decision makers regarding what questions need to be asked. Evaluators must work collaboratively with program managers in the design as well as in the implementation of the evaluation. They can provide both the federally-required information and the information needed by decision makers.

A good design is not one of elegance, but one of function. On this note Cronbach says:

The designer plans on the basis of some conception of what an excellent evaluation is or does. Some writers seem to judge a design in isolation, applying standards of form. I apply a standard of function; I favor whatever design promises to increase the social benefit from the evaluation. Discussion of design alternatives rests, then, on a view of how evaluations can influence social affairs (1978; p. 27).

CONTEXT

Earlier in this chapter I proposed that evaluation occurs in a political environment, and that evaluators are participants in the competition for stakes, often influencing the positions but never wholly determining decisions. The new approach I advocate is not one of open partisanship, but one of awareness of the role and influence evaluations can have in the political scene.

If evaluations are to be used in decision making and program improvement, the evaluator has to be more than a mechanic tinkering with numbers which are proxies (and often poor proxies) for outcomes of programs. To evaluate a program effectively the evaluator needs to know the nature of the program, the reason it was established, and the motivations of the policy makers. All legislation is a compromise and frequently ambiguously stated. Evaluators can assist in collaboratively developing appropriate questions to be investigated based on a good understanding of the objectives of the program. This task is not simple. Many program objectives are not explicit in the policy statement; there are usually several political motives at play, and questions are not common to all the players. Determining what to evaluate can be difficult. The evaluation of the Follow-Through Program is a classic example of misdirected evaluation—misdirected not only in the sense of answering (poorly) the wrong questions, but of decision makers pursuing faulty evaluation policy.

The state evaluator is in an awkward position, as was the Follow-Through evaluator. Frequently the evaluator has the evaluation specified for him by either statute or administrative interpretation. He has limited freedom to vary. In addition to this constraint, policy makers often have exaggerated expectations of what evaluations can deliver. These conditions are largely the fault of the evaluator through passive
acceptance of the fiats and by promising, explicitly or implicitly, that his product will provide more than it can. I am in no way advocating disobedience to statute or administrative regulation. I am advocating a productive role in which the evaluator can, with an understanding of the context of the evaluation, add enormously to the information transmitted and educate the policy makers through example.

Most statutory language specifies demonstration of program outcomes through the use of pre-post testing in basic skills. Taken by itself this is poor legislative or regulatory language, and evaluators who slavishly comply only with the letter of the law are not doing all they can. They are attending to the summative question when they could be attending to a variety of questions which would influence and improve the program. Do not ask too many questions; ask the right ones and be sure you have a clear understanding of the objectives of the program. In collecting "impact" information (a euphemism for test scores) it is reasonable for the evaluator to think about what information he has or can get through a functional design adapted to these interrelated questions:

<table>
<thead>
<tr>
<th>LEGISLATIVE QUESTIONS</th>
<th>MANAGEMENT CONSIDERATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Are you doing what we told you to do?</td>
<td>Is the right population served?</td>
</tr>
<tr>
<td>2. How well are you doing it?</td>
<td>What are their characteristics?</td>
</tr>
<tr>
<td>3. What conditions exist now in program schools that are different from before?</td>
<td>Are resources allocated properly?</td>
</tr>
<tr>
<td></td>
<td>What problems exist in implementation?</td>
</tr>
<tr>
<td></td>
<td>Where are these problems?</td>
</tr>
<tr>
<td></td>
<td>What are examples of success/failure?</td>
</tr>
<tr>
<td></td>
<td>What are factors in success/failure?</td>
</tr>
<tr>
<td></td>
<td>Is there need for modification in administration of program guidelines?</td>
</tr>
<tr>
<td></td>
<td>Are needs of unserved students identified?</td>
</tr>
<tr>
<td></td>
<td>What are dissemination implications?</td>
</tr>
<tr>
<td></td>
<td>How are focused studies of problems identified?</td>
</tr>
<tr>
<td></td>
<td>What are refinement and maintenance implications?</td>
</tr>
<tr>
<td></td>
<td>Is there differential impact?</td>
</tr>
</tbody>
</table>
This list is not meant to be an exemplar of questions. Some questions are policy relevant, some are meant to be purely formative and to assist managers in the conduct of the program.

With an understanding and appreciation of the context and political ambience an evaluator can educate and lead policy makers and program managers to a greater appreciation of the information an evaluation can provide.

**UTILIZATION**

The persistent, common, and woeful cry of the evaluator is that the evaluation has no impact on the community to which it is addressed. As has been pointed out, there are a number of reasons for lack of impact: the wrong questions were asked; the methodology used was wrong; the technical quality was poor; experts quarreled over findings and eroded any credibility the report might have deserved; and evaluators could not communicate with, or understand, the policy community. Indeed a gloomy picture, but generally true. Cohen and Garet (1975, p. 19) note:

> In general, efforts to improve decision making by producing better knowledge appear to have had disappointing results. Program evaluations are widely reported to have little effect on school decisions; there is similar evidence from other areas of social policy. The recent national experiments in preschool and early childhood education (Head Start, Planned Variation and Project Follow Through) do not seem to have affected federal decisions about priorities within such compensatory programs. There is little evidence to indicate that government planning offices have succeeded in linking social research and decision making.

State agency evaluations are certainly not immune from, and indeed may be more vulnerable to, the factors which inhibit use. As in methodological matters, state educational agencies lag behind the evaluation community in having their evaluations create impact and change. This situation stems from the fact that most state-level evaluations are annual, summative, and quantitatively presented. In addition, writing tends to contain jargon and reports are fundamentally uninteresting. Tables of F-ratios surrounded by turgid prose do not impress or inspire the policy, making or legislative aide. When state educational agencies take new directions in design and when state evaluators become sensitive to the context of evaluations, some of the utilization barriers may be minimized. One thing is certain: unless state evaluators take new directions, the credibility of their work will continue to be seriously eroded.

I have discussed both the design and the context of evaluation. It is to be hoped that some of those concepts will improve the product. Understanding the motives of those who require reports will help in producing work which is credible to them. Credibility must be built; it does not exist by itself even for the prestigious firm, or, academic, let alone a state bureaucrat. Credibility can be both specific to a report or general, based on merits of previous work. Credibility is also changeable (Alkin, Dailak, and White, 1979).
Credibility is easier to attain in formative evaluation where there is exchange between evaluator and client on a reasonably frequent basis, than in a summative endeavor where such interchanges occur rarely, if at all. The client in a formative situation can obtain, fairly immediately, the information he or she may need and act on it. The client has an aid in making judgments about changes. While such is not the case with typical summative evaluations, it seems sensible to provide the client progress reports, explanations of the evaluator's procedures and, where appropriate, a preview of coming attractions. This is a variation on the theme of collaboration in the evaluation process and on the concept of the evaluator as a teacher or, in this case, a guide through the labyrinths of a long-term effort. The communication process can also help clarify the motives mentioned previously and help the evaluator make any necessary changes in the evaluation design. If, for example, the evaluator must deal with student achievement changes but determines, through the open communication process with a legislator, program manager, or whomever, that there is an additional, new, concern about institutional changes, he can add this redirection to the evaluation plan. Communication is the essence of an effective evaluation and of the sensitivity of the evaluator to the needs of the client.

While I have discussed new approaches in three areas, these three: design, context, and use, are obviously parts of a whole. An evaluation carried out with an appropriate functional design, created with a knowledge of the context of the program, and presented in a manner which communicates has a high potential for impact. Finally, evaluators must be patient. Their art is young, evolving, and maturing. Just as they have a role in educating their clients, evaluators must also learn from themselves and from their history.
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From the beginning, let me assert that innovation in a bureaucratic system such as a state education agency (SEA) is not an impossibility. In fact, there may be some advantages for an SEA, such as the one with which I am familiar, that other institutions or settings may not enjoy. The task of this chapter, however, is to examine barriers to innovation. To serve that purpose, the greatest proportion of effort here will focus on barriers. Topics will include personal and institutional barriers. A third section of this chapter will report a modest attempt to validate the content of the chapter. A final but brief section will suggest a few positive aspects supporting the application of innovative evaluation approaches by bureaucratic institutions such as SEAs.

Some limitations to the chapter should be noted: The types of barriers discussed are treated as a series and are not set into a coherent theoretical statement. Further, the barriers are not necessarily mutually exclusive. Although some of the points I am about to make are directly autobiographical in nature, other points reflect the activity or lack of activity of persons with whom I have frequent contact. Each point to be made, however, will be tied to a brief example when one seems to be pertinent. The examples should be considered both as grounding in reality and as an attempt to suggest experiences which may be similar to the experiences of others in other SEAs.

**PERSONAL BARRIERS**

By personal barriers to innovation I mean those conditions to which an individual is sensitive and which serve to limit the scope of individual activity.
Acculturation

Thinking about my own background and the innovations I attend to or ignore, I can easily see that my ignorance of new approaches is in areas most distant from my methodological preferences. Many of my own attempts to deal with new approaches to evaluation are incremental to my background. I cannot claim to have been involved in radical paradigm shifts.

Coming from the University of Illinois and CIRCE (the Center for Instructional Research and Curriculum Evaluation), I have been acculturated to the acceptance of human judgment as an approach to establishing the value of the thing being evaluated. There are necessary concomitants to evaluation based on judgmental perspectives—multiplicity of reality and the political nature of action. I read with avid interest the newest materials from Hastings, Hoke, House, and Stake. And kindred spirits are of interest too—Eisner, Hamilton, McDonald, and Lou Smith. My acculturation, then, has a strong qualitative cast. For others, acculturation obviously could be quantitative in nature. The point is, however, that the changes and modifications in the practice of evaluation by individuals is often strongly related to their heritage.

Language

One aspect of heritage is the languages spoken by an individual. Graduate students, researchers, and evaluators gain stature as they demonstrate facility in preferred methodologies. Stature, in part, derives from the appropriate use of language (jargon). That language serves to separate the linguist from the non-linguist. Shibboleth is born!

My linguistic comfort level is challenged by words and symbols of areas not often frequented in my intellectual endeavors. I do not always have access to others who might be more comfortable with another language, and without a translator, I am not always certain about the meanings and use of new words or symbols.

There is a line between familiarity and fluency which needs to be breached if innovation is to be implemented. There are hazards related to language that the potential innovator would like to avoid. Some of these hazards might include misinterpretation of words similar to words in another language (cognates can be misleading), misinterpretation of ideas based on incomplete understanding of terms, and misapplication of terminology. I have avoided evaluation approaches burdened with new language requirements because, beyond my need to learn the language, I have to discuss the innovation with others. At that point I would have to be the translator for others. That would be a test of fluency.

Self-Censorship

Ultimately, a decision to suggest an innovative evaluation approach rests with the individual aware of what the innovation might be—pointing out a potential innovation involves risk-taking behavior. In a group setting, the counterforce to risk-taking behavior is self-censorship.
Self-censorship may be stimulated by reaction to fears; but it also may be related to roles and strategies. The setting may be judged not to be right for a possible innovation because of such conditions as the potential amount of opposition, or the amount of time available. The individual also may not want to be perceived as an initiator or idea person at that time. Or, the chances for acceptance may not be best until other things have been done. Such considerations are based on the individual's estimate of the situation.

Technical Ability

In our evaluation unit, with specific assignments for individual evaluators, the technical capabilities of the evaluator assigned to the task definitely constrain the type of evaluation to be undertaken. To be sure, technical assistance can be sought from others in the agency, but the extent of the assistance by others is often limited by the requirements of their own responsibilities. Obtaining technical capabilities by contracting for persons outside of the office is possible where evaluation funds are available, but is limited where funds are limited. Indeed, funding is often limited.

It is a dilemma for the SEA to be expected to have technical expertise and not be able to quickly respond when inhouse technical capabilities do not exist. Even with such relatively common technical skills as the mathematics of regression, as in the case of Title I evaluation, the federal government saw fit to provide technical assistance to the states and local education agencies (LEAs).

New approaches to evaluation may include the use of new technical procedures which are not familiar to the evaluator. For example, the advent of adversarial evaluation in judicial formats stimulated discussion in our evaluation unit about the skills of lawyers in case building, interrogation, and argumentation. It was felt that such technical capabilities were only incidently a part of the repertoire of our existing staff.

In my own efforts to apply committee hearing formats to evaluative purposes, special skills were found to be necessary. The procedural requirements of committee operations include functions and powers of committee members and chief counsels, and the rights of witnesses. These matters also include skills and tools not commonly practiced by evaluators, such as committee leadership, organizational tactics, and counseling witnesses. In fact, in an early implementation of the committee hearing approach, it was readily apparent that committee members required skills in organizing and developing lines of questioning that were not immediately available without practice.

Other skills may be required by other new evaluation approaches. For example, the image of focusing evaluation attention as suggested through the analogy of watercolor painting (Gephart, 1981) obviously suggests editing skills. But what about the proper framing of the focal points? Are additional skills necessary to select surrounding materials that lead the reader to the focal points without distorting reality?

New skill requirements can be formidable barriers to implementing an innovative evaluation approach. Some evaluators may not be comfortable with the challenge and response nature of adversarial evaluation.
approaches. Other approaches may have other types of requirements which are not easily anticipated.

Best Fit

Rational design processes include determining the best process to supply the needed information. With familiar evaluation formats, the determination of best fit is not often difficult to make. The matter of including new formats as approaches in the decision matrix is a slower process. New approaches suffer when a lack of familiarity clouds their utility. For example, in reading through many of the materials from the Research on Evaluation Program at the Northwest Regional Educational Laboratory, I cannot comparatively assess the utility of "phenomenological evaluation" or "geocode analysis," to such approaches as "discrepancy evaluation models" or "hierarchical cluster analysis."

Vision

In working with the Illinois Gifted Program, it was found that demonstration centers did not easily stimulate adoption of innovative approaches to the education of the gifted student. At least part of the explanation identified by the study suggested that potential adopters did not see how the innovation could be adapted to fit a different setting—a lack of vision. In addition, in examining the innovative teacher, we found that the innovative teacher often accounted for innovations again and again over time. It was often the same teacher who was involved in an innovation now and in another innovation two or three years ago.

I used this frame of reference as an analog to review our evaluation efforts over the past nine years. Indeed, it does seem to be the case that even in our evaluation work there are those who just could not envision how an innovation might be applied to the circumstances of our work. In addition to our own staff, however, it is perhaps more frequently the program staff we were to serve who lacked vision enough to allow allocation of resources for innovative efforts.

As for the second point in the Gifted Program analog, it is more difficult to provide such an estimate, given the staffing patterns of our unit. The fact of a largely transient staff, coupled with resistance to innovation from program personnel, preclude finding a matching pattern. An informal impression is that those staff who were innovators did seem to be on the lookout for new ideas which fit needs.

Proximate Time

Exposure to a new idea can be fruitful only if there is an opportunity to apply that idea. I would call that a fortunate juxtaposition of events. In one instance when I was an observer at one of the first attempts to implement a judicial model evaluation, I was impressed with the potential of the model. Soon thereafter, while my interest was fresh, an opportunity arose which allowed me to implement an adversarial evaluation.

- The proximity of the stimulus event to an opportunity to apply the idea apparently is important. At least it is parallel to what we found in the
Illinois Gifted Program. New ideas need to be implemented within a short time of exposure, or the ideas will be set aside and forgotten.

Unfortunately, the optimum time may have passed. If planning for an evaluation has gotten under way, the likelihood of changes of an innovative nature decrease. I have found in evaluation workshops conducted by our unit, that participants who have already made initial plans are not likely to change those plans. If planning had not gotten under way, change was much more likely.

Isolation

The dissemination of innovation in ripples from one location to another is a pleasant image. Unfortunately, the average SEA functionary is likely to feel quite isolated. If there are ripples, it seems that they have dissipated before they brush the shores of the SEA.

Isolation is due to a variety of factors. Out-of-state travel budgets to attend professional meetings are extremely constricted. In our office, attendance at the annual meeting of the American Educational Research Association (AERA) is limited to one person per department. The department in which I operate includes planning, research, and evaluation—all of which have a wide scope of concerns. One person in attendance at meetings of such breadth as AERA cannot serve all of the interests of the department. Some of us consequently are frantic postcard senders. ("Please send me a copy of your presentation."). But papers are slim inspiration for implementation and provide fewer hints for adaptation than would a few face-to-face questions and responses at the end of a presentation.

I have not found a collegial network for exchanging papers and ideas in order to obtain reactions among SEA personnel. To be fair, many of the papers produced by SEA personnel may be or seem to be idiosyncratic. I must also note that some links do exist between states through the AERA Special Interest Group for State Office Researchers, through the Committee for Evaluation and Information Systems of the Council of Chief State School Officers, through advisory groups, and through former professors.

Within Illinois, a few of the staff in our research department are participants in a state-based group called the Research Advisory Council (ReAC) composed of representatives of the educational community; both local educational agencies and universities. ReAC is convened twice a year to react to SEA research and evaluation activities and reports in a one-day forum.

Graduates of universities in Illinois often do have some links with former professors. But distance and time take their toll on such linkages and collegial contacts with universities is limited. The benefit of contacts and communication does not permeate much beyond the immediate participants. The number of projects undertaken without benefit of broadly based perspectives is much larger than those where contacts occur.
INSTITUTIONAL BARRIERS

In addition to these personal barriers to innovation, there are constraints on innovation related to the individual within a context. In my case the context is a bureaucratic institution. In this section of my "confessions," I will attempt to enumerate and elaborate upon factors related to the dynamics of the institution which appear to be counter-force to innovation. At times the institutional features identified here are the result of interpersonal interactions involving features outlined in the previous section. There are additional features, however, involving interactions with persons other than evaluators. Another feature relates to the strategic calculus dominant in the institutional hierarchy. These are the types of features I am referring to as institutional barriers.

Staffing Plans

General strategies prevalent in an institution set much of the tone which either favors or discourages innovation. Methods of staffing and staffing patterns, for example, are powerful shaping devices. During the past decade, at least two staffing strategies have been used in the institution with which I am familiar. One approach specifies the institutional system and defines the requirements of that system. The next step in that process is to develop job descriptions required to implement the system. The conceptualization of the system is the most creative work to be had in the institution. After that, the majority of work is directed toward the maintenance and implementation of the system. The expectation obviously is that a new employee will become a part of a previously defined system and perform a set of activities which derive from the definition of the system. The individual selected for employment under such circumstances need only represent a reasonable fit to the requirements of the system and continue to perform those functions to an extent which does not excessively disrupt the system. A second approach delimiting institutional employment was to identify the general principles upon which the system would operate and then pick the candidates who would be compatible with such principles.

A job description in the former case would include something like: "Conduct and implement Title I, 89-10 evaluation utilizing data based on Normal Curve Equivalents and federally prescribed evaluation models." Another job description might suggest that the candidate should be familiar with both qualitative and quantitative approaches to data gathering and analysis for evaluation purposes. In the latter format, the job description would prescribe timely evaluations tailored to meet the needs of decision makers. In both cases, the emphasis is on filling a role as specified.

In a small unit of less than 20 persons within an office of over 900, evaluation staffing presents a variety of problems. For programmatic functions, hiring evaluators without programmatic expertise is a barrier to providing service. We find that evaluators with disciplinary backgrounds, however, have a limited perspective on the potential scope of evaluation.

Openings for evaluators in an SEA may occur at almost any time during the year. Attempting to hire staff at times which do not match the academic year does not always yield candidates who have a broad evaluative perspective. In one of our recent attempts to hire an evaluator
for special education activities, for example, persons interviewed for the position had psychology, some special education discipline, or governmental careers backgrounds. Both the psychologists and the special education personnel viewed evaluation in a case diagnostic sense. Those candidates with the governmental career background at best perceived evaluation as a management supervisory task.

Staff Utilization

The lack of flexibility in the use of a portion of the office staff proves to be a limiting feature in undertaking evaluation efforts. In our office, we provide evaluation services to other sections based on a "contract" between our unit and the section involved. Such contracts contain timelines for completion, and thereby preclude alternative uses of staff allocated to the tasks to be completed. Further, in the case of federal funding sources, evaluation personnel are confined to work on matters relating to that funding source. As a result, the possibility of shifting staff from one task to another, utilizing the talents and skills of one individual in an area to which that individual is not initially assigned becomes nearly impossible. Under such constraints, new methodologies which take more time than can be allocated will have to wait until other opportunities for their implementation.

Politics

Internal politics, as the games of power played as part of office dynamics, have an influence on what happens and does not happen in evaluations conducted by the SEA. The regime in power may set a conservative, moderate or progressive tone. The two most recent administrations might be characterized as talking progressively while being moderate in practice. Any innovations, then, will be modified by the "tone" of the regime. For example, recently the department administration reserved veto power over the final phase of a proposed study in order to preserve the office autonomy in decision making—a rejection of the "evaluator as surrogate decision maker" role.

External politics is also important. Taken into account often are such factors as the image of the office, good will, or the influence of external groups. One example might come from evaluations involving other state agencies. The problems of status, prestige, and power are of great importance in such a setting. Diplomacy is a necessary part of the evaluation process. A second setting involves evaluations of activities of programs in the largest school systems in the state. If the evaluative findings are not altogether flattering, pressures on the office are likely to emerge from other sources. Innovations, then, may be rejected because of the external politics involved in settings where the innovation might be applied.

Audience

Evaluation as an act of communication has to consider its audience. Although I am fascinated by the analogy of watercolor painting to evaluation presented by Bill Geaphart (1981), I know at least a half-dozen
administrators who would look askance at an evaluation proposal utilizing the language of a painter to describe a plan for an evaluation.

The audience for an evaluation, then, is a significant constraint on the nature of an evaluation and evaluation report. Many of the educational administrators we deal with have educational research reports as their ideal frame of reference. Certainly, reports with familiar formats are reassuring. Reports with easy-to-find summary sections seem to please harried administrators—at one time in our SEA the prescription was for a one-page memo to summarize anything important. Although this is no longer true, the idea of a short report as opposed to a long report is still in favor.

Innovative reporting techniques are not foreign to our agency. One effort, for example, used a brief movie as part of the report. A movie can be a high-impact reporting device for an audience willing to stay put long enough to get to the part with the hero riding off into the sunset. Some reports have multiple audiences—office, administrators, parents, legislators, and even students. Reporting, then, often has to be practical for multiple audiences. The movie in this example could not accommodate communication to multiple audiences with ease. It was bound by access to the film and film showing technology.

Standards

The matter of standards is crucial in evaluations. Standards are the specification of what is considered to be justification for a statement about the value of a thing. The acceptability of the justification to the audience for the evaluation and to those who have an interest in the outcomes of the evaluation needs to be a part of the considerations undertaken by an SEA in reviewing innovative evaluation formats.

The decision to base the value of a thing on statistical significance is not universally acceptable as the justification of worth. One current alternative to that approach is to allow that the esteem in which a thing is held is an indicator of value. Evaluations of this sort are also not universally acceptable as the justification of worth. Justification for some is not justification for all. The value attributed to a thing is not universal. Acceptable justification for claiming that value exists varies from group to group.

The results of evaluations conducted with these different approaches to standards can be diametrically opposed to each other if taken to be a general statement that a thing is valuable. In my work with Follow Through parents, I found many to be strong advocates of programs that statistically did not demonstrate the success that other programs had. Yet parents met with state-office bureaucrats, sent letters to Washington, D.C. bureaucrats advocating the preservation of the programs provided for their children, and picketed local bureaucrats in an attempt to mobilize their assistance in that task. The sense of value held by the parents was founded on observing the enthusiasm of their children and a belief that what was being done especially for their children was better than what would exist without Follow Through. The quantitative approaches used by the federal contractors were not convincing to the parents.
Turf

It may be that innovative evaluative approaches will run into difficulties stemming from defined or understood matters of turf. In our case, for example, direct access to members of the State Board of Education is defined as off limits for office staff in general. The staff who are to provide liaison with the State Board members guard their knowledge of formats for presentations against intrusion by others. Any innovative evaluation approach which would require access to State Board Members would have to avoid the appearance of infringing upon the turf of another section.

Accountability

The era of accountability has had an impact on expectations for evaluation. The advocates of accountability will not be impressed with new approaches to evaluation unless they contribute to establishing the accountability of the thing being evaluated.

Accountability to the SEA as a funding source often emphasizes congruence to proposals submitted, reviewed, and accepted. Congruence methodologies for evaluation are well known, and current practices are sufficiently systematized to allow SEA project evaluators to be comfortable with the task and the results.

Aspects of accountability not easily met through existing methodology are concerns of benefit and efficiency. In contrast to discrepancy approaches, benefit and efficiency approaches are more complex and more difficult to implement. For the SEA, attempts to provide technical assistance in evaluation to projects often include congruence approaches. Training others in the assessment of benefit and efficiency has been less successful. Consequently, these more difficult tasks are not as frequently undertaken.

The utilization of new evaluation methodologies which are not complex have a better chance to be implemented than those appearing to be more complex. In addition, methodologies not seen to be compatible with the needs of evaluating for accountability are currently ignored. New methodologies not serving such needs will also be ignored.

Planning

A current motif in our institution is long-range planning. What should be done at some time in the future? Immediately in response to the notion of planning, an old saw comes to mind: Planning is an excuse for not doing anything. Plan, replan, and plan some more and you never have to get to an implementation stage.

Planning is often nothing more than linear projection. The past serves to constrain the possibility thinking of staff in the present. In one case, a study by external consultants suggested that the office should improve its capabilities for evaluative planning. The response of the office came in terms of increasing the staff in an already existing unit—dedicated to conducting internal audits.

In planning, habits and preferences of the existing staff are constraints which are often implemented. Individuals may at times resist or ignore
change because of the comfort or security of the ways it always had been done, or because the identity one has achieved in doing a task in the past. These individuals resist innovation through planning. When planning is thrust upon them, they maneuver so that only linear, incremental, and small changes take place.

Fitting innovation into such an environment can take advantage of the planning requirement. In spite of linear thinking and incrementalism, innovation is possible. A colleague of mine indicated that he introduced ideas and encouraged the program personnel to think that the ideas were theirs. Innovations which can be instituted over a period of time and which are compatible with former systems have an opportunity to be adopted.

Time Available

The application of innovative evaluation approaches to SEA enterprises is burdened by the constraints of time. Evaluations in our office often are not leisurely undertakings. It frequently seems as though the information was needed yesterday. Even in projects where ample time is initially anticipated, it often turns out to be the case that decisions need to be made sooner than had been projected.

Good time estimates therefore are needed. Initially, the time estimates are necessary so that the feasibility of an evaluation approach can be estimated. In our case, at least an additional month is added to account for our data control and review procedures. Secondarily, time estimates may also be necessary during the course of events. In many cases data are called for prior to the completion of a study. The timing of the availability of data is a necessary feature of the replanning and reallocating of resources needed to accomplish the task.

Institutionalized Methodology

In our current operation, because of limited staff and high demand, efficiency is important. One way to increase efficiency is to use similar approaches to evaluation year after year in program after program. The approaches used become systematized and routinized. This allows advance planning and provides recognizable forms for data collection from clients and those being subjected to the evaluation.

The evaluator's management task is eased considerably in such a setting. Planning becomes a simple updating and tinkering with plans from the previous year. Negotiation with clients to implement evaluations counts on the familiarity of the clients with the existing processes. Little explanation is needed as jargon and terminology become more and more familiar to those involved. Data gathering is facilitated as evaluators learn what to expect, and organize their practices to serve such expectations. They do this by creating record systems and data gathering processes of their own to serve the evaluation on an annual basis. The efforts of evaluators may even be supported by the SEA directly through training or indirectly through praise.

In this setting, new evaluation models will have to overcome structures and superstructures in places which serve old evaluation models. In our SEA, evaluations serving such tradition do not take changes lightly. There is a debt of obligation to consider.
Justification

Activities undertaken in the SEA require justification both at the unit level and at the office level. Defending a new evaluation approach to peers and colleagues does not often present a problem. Yet in the office hierarchy, there are systems like our data coordinating council, an internal control mechanism designated to limit the data burden for school personnel for any data collection process undertaken by the SEA. If evaluators determine that a new evaluation process is desirable, the lead time necessary to introduce any incorporated data collection process to the data control system omits quick response and could even prohibit implementation if the data burden is considered to be excessive compared to other data already justified. In effect, data collection becomes almost a first-come-first-served process.

Internal Advocacy

Another feature of innovation discerned through the studies of the Illinois Gifted Program is that where new programs got started, it was often due to the efforts of an internal advocate. The internal advocate was someone who not only was a spokesperson for gifted education, but was also a salesperson.

A sales pitch is often necessary. In evaluation, the application of innovative approaches certainly will not take place without the internal advocacy of a person with persuasive ability unless it is imposed upon the agency by an external authority. The necessity of sales pitches aimed at administrators, program personnel, audiences for evaluative findings, and other evaluators are activities not easily accommodated in evaluation training. Discovering the right sales pitch for the right target is an art practiced by sales personnel on an everyday basis, but infrequently by evaluators. It may be that assistance to evaluators in sales techniques will be a concomitant of innovation.

Status Quo

I suppose that there are those in every institution or bureaucracy who are dedicated to preserving things the way they are. They are often the no-sayers, the guardians of the gates. It is also a major function of operations manuals to codify the world according to SOP (Standard Operating Procedure).

In the evaluation unit in our office, the operations manual has the function of prescribing the form of agreement between the evaluators and other sections in the office. It may be that standard procedures will be a constraint on the introduction of innovative evaluation into a setting. For example, the form of our agreement may not accommodate a responsive approach to evaluation. Although it is far from conclusive proof that the agreement deters responsive evaluation, indeed very little of our work could be described as being very responsive in Stakeian terms.

In addition to the comfort of doing things in familiar ways, functionaries in institutions often operate under the dictum, "Don't do anything that will rock the boat." This does not outright prohibit innovation, but it does preclude innovations which are attention getting.
Evaluations, then, often have to be low profile in nature. They cannot cause evaluatees to have expectations for anything different. Although the evaluation may stimulate change, arousing expectations and thereby pressure, is often a restriction on the type of evaluation conducted.

One step beyond the low profile expectation is the position that evaluation is not to add to the existing hassle. As one harried administrator put it, "Don't tell me about anything that we're not already doing something about." In such settings, innovation in evaluation will have to provide information without rocking the boat.

**Data Imperialism**

The prerogatives of authority as represented in the SEA includes being able to ask for and obtain almost any information from those subjected to their authority. School districts and varieties of educational projects are those subjects. They are subjected to anticipated data burdens and often additionally requested information which had not been anticipated. It amounts to a kind of imperialism where the burden not only requires products but also appropriates the labor of the entity subjected to the imperialism.

One consequence of data imperialism is the low prioritization local districts place on many of the requests. Lack of local records, lack of care in generating records, lack of local utility of the data generated, and often lack of understanding of processes all jeopardize the quality of imperialistic studies. The initial implementation of the infamous Title I evaluation models suffered from the consequences of data imperialism.

Innovative evaluation techniques for SEAs will not be of much use if they contribute to the imperialist tradition, or if they do not assist in the remediation of the imperialist role of the SEA.

**Data Control**

Our institutional response to those oppressed under the yoke of data imperialism is data control. Reviewing all of the data collected by all office sources, attempting to reduce redundancy, and regulating all new attempts to gather data became the responsibility of a data chief, his staff, and a supporting representative committee. Innovations in evaluation requiring large data collection efforts are of limited acceptability.

Under data control systems, the information gathered, ideally, should be added to a data pool to be tapped for other purposes if the need arises. Data gathered for evaluation, too, should be considered for such a pool. Data gathered in forms similar to but not compatible with extant data because of new evaluation system will not be favorably received.

Using extant data in evaluative models will be favorably received in the data control processes of the SEA. Our office recently used teacher service records to examine the nature of LEA superintendent career patterns. New evaluation models devoted to secondary analysis, or analysis of census materials will be useful.

At the state level, utilizing data gathered and reported by LEAs is typical. Data based management requires ample notification of the need for the data—often at least a year in advance for local units to be able to comply with requests for data.
Finance

Financial factors influence the feasibility of innovation. Budgeting features and cost deliberations are major impediments.

Budgets are established over a year in advance in most institutions such as ours. At that distance, only the need for a few major evaluations are apparent, and only general parameters of the evaluation can be conceptualized. The budget line item for evaluations, then, is constructed out of this general level data, and reflect costs most familiar to the budget preparer.

More proximate to the actual evaluation is the preparation of the detailed budget for an evaluation. In a tightly budgeted setting, such as the one with which I am familiar, the need for accurate cost estimates is important. In such a case, it is far easier providing estimates based on previous experience than providing cost estimates for procedures and processes which are only dimly perceived. New evaluation forms suffer from the lack of familiarity with costs.

Allocation of resources is added to the financial consideration. Our office operates under a ceiling on staffing. A major question then becomes, "Can we do it without additional staff?" If additional staff are needed, the issue becomes, "What is the extent of that requirement? Can temporary staff be hired? Can we get along if we hire temporary staff for only a short period of time?"

There is yet another type of fiscal consideration—the assurance of benefit from the funds invested. Tried and familiar approaches are known to work at least to some degree and have known outcomes. In an evaluative bag of tricks, the expectations of a client can be matched to a familiar approach. The approach can then be promoted and reasonable assurance given that the payoff will be worth the time, effort and expense.

Limited Spontaneity

With advanced planning, accountability, coordination with other groups, tight timelines, and limited funds, the opportunity to pursue unanticipated outcomes, alternative processes, or sudden ideas is put aside. Advanced planning locks personnel into predetermined patterns of acceptable behavior. Accountability to do what was specified in agreement with clients does not allow spontaneous adjustments to include, take advantage of, or initiate new evaluative approaches. Agreement from clients to initiate an alternative would require educative and negotiative activity too-involved for quick response.

Request for Proposal Processes

Requests for proposals (RFPs) are familiar documents to an SEA bureaucrat. The evaluator in the SEA may be involved in responding to proposals, writing proposals in response to RFPs from other sources, reviewing proposals written by other groups in the office, and developing RFPs which allocate money for evaluation efforts. These are the variations on the theme incorporated in the following paragraphs: RFPs are often a constraint on innovation.

In responding to proposals from other sources, SEA writers are likely to play it safe when evaluation components are required. An evaluation
schema should not detract from the main purpose of the proposal, and should meet the expectations of the readers who will rate the proposal. Proposal writers want a winning formula. Recently, a series of discrepancy evaluation model workshops were held throughout the United States. Part of the "hype" for the workshops indicated that a large number of proposals funded by federal sources incorporated a discrepancy evaluation model. Eureka, the winning formula! Thereafter, a large number of responses to federal RFPs from our office contained the winning formula.

If not the discrepancy evaluation model, some other traditional approach which it was anticipated would be readily recognizable to proposal readers was included. Tradition is another attempt to include a sure thing.

When RFPs are issued by the SEA calling for proposals from bidders, the RFP generally is constructed according to the stock format suggested in our operations materials. In RFPs it is not wise to deviate too far from the stock format for a variety of reasons. First, prior to being issued, the RFP will have to be reviewed according to office procedures. Deviation from the stock format would require justification and time-consuming explanation. Why would anyone risk delay? Why would anyone want to spend time and effort to educate a whole list of potential signators for a sign-off sheet? There are other things to do. Second, using prespecified components keeps work to a minimum. The stock evaluation component phrasing includes "measurable objective" and "specific timelines." The wording is reflective of Mager's objectives, and was selected because it appears to assure accountability or, at least, to suggest the appearance of audit-like processes. In adopting that terminology and conceptualization, responses to proposals by bidders are cued to what, for all intents and purposes, is a quantified or timetable oriented evaluation.

When proposals are returned for review by the SEA, the prespecified criteria matching the RFP tend to discourage approval of innovative approaches. Standards for judgment are normative.

A MODEST APPROACH TO VALIDATION

The standard critique of personalistic accounts such as this is that one person's view of a setting is just that—one person's view. Other frames of reference could well be necessary in order to arrive at an understanding of a situation or at an approximation of reality.

A second criticism is that personalistic accounts are often situation specific and lack generalizability. Even though there are SEAs in other states, there is no guarantee that conditions in Illinois are similar to conditions elsewhere.

Both of these criticisms are touched upon in this section. In respect to the first criticism, collegial feedback was sought and obtained. In many writing efforts, the nature of such feedback is obscured in the undocumented revision of a paper. In subsequent paragraphs, something of the feedback for this document will be reported. In respect to the second criticism, a modest attempt to gather survey data from evaluation personnel in other SEAs was implemented. (For a description of methodology, see Footnote 2.) A summary of those results is also included below.
Other perspectives from within the Illinois agency were interesting in themselves. Five responses were obtained and are summarized here.

One review of an earlier draft of this chapter by an administrative level person assumed the task of defending the setting. However, even at that, the defense only singled out 5 of the 31 items as being disparate from his administrative frame of reference.

Gatekeeper oriented descriptions in the paper were questioned first of all: "A year ago, I was quite concerned about the gatekeeper problem...[but direct contact with top administrators] negated the gatekeeper role." This theme applied to comments on the control mechanisms present in this office, such as our data coordinating council. The reviewer responded to the ideal of the necessity of a data pool as sponsored by the data coordinating council in this manner, "True, but not impossible. The system forces the evaluator to be specific and not fish too much." At another spot, when speaking of justification as a constraint on innovation, the administrative critic commented, "I doubt that he [an administrator] would turn down an innovation if benefit can be shown." (Aye, there's the rub. At another point in the chapter, I have mentioned that lack of available information about potential benefits is also a barrier to innovation.)

Another critic provided counter examples to several of the institutional features pointed out to be "turf" problems. The critic provided one illustration from the area of migrant education: "We were able to convince (staff) that other methods than test scores were better." When this paper mentioned our system of contracting as a potentially negative feature, the critic provided a denial: "...The agreement (system) has not kept [the evaluator] from providing service in the area of LEA Services."

Another of the reviewers provided a comment which adds dimension to the nature of personal limitations. In examining the distinction between personal and institutional barriers, this critic indicated that there may be self-imposed constraints. If an individual wants to get around the system, there generally is a way.

The other reviewers provided little additional criticism, although all reviewers had been urged to point out elements of the chapter which they did not believe to ring true. Several, however, did suggest constraints which they believed not to be included in the paper. Two general positive review statements were among the comments obtained—"Good readable paper." and, "Fascinating paper!" All in all the criticisms and challenges only covered a few of the aspects of the paper. Rather than refutation, the comments which were obtained may point out that much of what may appear to be impediments are idiosyncratic. Interactions between one individual and other participants in the bureaucracy may be different at different times, and it may be different if others were to broach the same idea. (Is the "stock" of the individual on the "rise" or is it "falling"?) There are examples where "rules" are broken and where money is found when none existed before. The investigation of such dynamics are beyond the scope of this chapter.

A second set of intensive reviews were conducted. Four persons not employed in the same bureaucracy were invited to make comments. Two were program auditors with the state government in Illinois, and two were associated with evaluation in other SEAs.
The program auditors both positively received the paper. From their comments, it appears that some of the points struck a positive chord with their experience. Points particularly noted as being pertinent included:

- Best fit problems—knowing what a new format can do;
- Isolation—especially the "slim inspiration" of papers;
- Time constraints—it appears as though program auditors face a piece-work review of their productiveness;
- The critical nature of standards—program auditors apparently have difficulty with judgmental data used in some evaluation approaches;
- Institutionalized methodology—program auditors are involved in an area where routinization of techniques and "no surprises" in regard to expectations are perceived to be important.

The one point both program auditors made a strong response to dealt with accepting human judgment as an approach to establishing the value of the thing being evaluated. One respondent felt it would take some time to explore the differences between us: "We'll have to talk about this over a tall glass of wine..."

The two reviewers from other SEAs found few items to oppose. Some points, they felt, were not particularly representative of their setting, but they could believe that they might exist elsewhere. One reviewer, for example, did not feel that program administrators were much of a constraint upon evaluations. Indeed, authorization for evaluations in that state at times came from the legislature. "The program staff have no choice—they don't hold the purse strings." Both reviewers felt that their staffing did not appear to be as greatly constrained as that in Illinois. Numbers, although limited, were not sparse; and applicants were generally adequately qualified for the positions. Two personal barriers did not appear to them to be of particular importance: "language" barriers, and technical ability.

In general, the two SEA reviewers positively perceived other aspects of the listing provided in this chapter. One reviewer commented, "It listed some things I would not say unless I were leaving my job." When pressed about the things this might be, the reply was, "The importance of office image, and the influence of external groups. Our office has to maintain the appearance of independence from such influences—a staff member implying we were subject to such pressures would not be appreciated."

In a broader attempt to gather information about the content of the chapter, a survey of SEA evaluators brought a response from 17 out of 27 persons polled. Responses indicated that eight aspects of the paper are possibly generalizable, that there was little agreement about five points, and that four points are not generally perceived to be barriers to innovation.

The points about which there was agreement included both personal and institutional impediments. The majority, however, were institutional in nature.

There was one personal barrier of importance according to the survey respondents. This was the acculturation of the individual. Translating this into a statement about the conditions necessary for innovation suggests that a broader scope for the training of individuals appears to be an important feature in promoting innovative efforts in SEAs.

Many of the institutional features which were generally perceived as barriers to innovation are not surprising. Staffing strategies and staffing patterns for evaluation groups are included. The availability of staff to
implement evaluations was also considered to be a constraint on innovation in spite of what both of the SEA persons interviewed maintained to be the case in their evaluation shops outside of Illinois. They may be the anomaly. Limited time, limited cooperation from other agencies and groups, and limited funding were also perceived to be institutional barriers to innovation. In addition, institutionalized methodology appears to be a common feature of SEA evaluation approaches, the need to use approaches which can be implemented without considerable "up-front time," and utilizing an approach which people are familiar with are advantages of the institutionalized evaluation approach. Acceptance of those points, however, inhibits innovation. Finally, SEA personnel apparently agreed that innovations occur less frequently where there is no internal advocate for evaluation. At least it would appear to be likely to a majority of the SEAs responding to the survey.

Those points upon which agreement was not great suggest that the items may be barriers in some cases and not in others. The points included: the difficulty of assessing the benefit of an innovation, linear thinking in planning, the lack of juxtaposition between awareness of an innovation and an opportunity to implement it, the languages spoken and understood by the evaluator, and the tone of office leadership. All of these were rated as moderate in significance.

The final set of items are those which respondents generally agreed were not significant as barriers to innovation. There were four points in this group: the lack of technical expertise, the lack of a match between an innovation and the purpose for evaluation, the lack of understanding of the innovation, and incrementalism in change.

THE SEA AS AN INNOVATOR

The SEA can be a positive force for innovation in evaluation. This can include both innovation in the practices of SEAs and LEAs.

Authority

The SEA may serve as the authority, the enforcement agent for programs requiring evaluation. In such a setting, the SEA could be a positive force for innovation. It could require innovation to take place.

The SEA in Illinois is currently involved in developing a process by which special education service delivery units will be required to examine their activities related to Public Law 94-142. The process will include the incorporation of stakeholders in the examination of the program components. The concern for stakeholders is one of the current innovative efforts in evaluation.

The ability to undertake such an effort requires allocation of funds, personnel, and time. The whole process is an elaborate orchestration of factors critical to the ultimate success of the undertaking. The effort requires development and dissemination efforts. The SEA not only has the task of insuring that a new process is conceptualized and systematized, but also of obtaining appropriate implementation through broadly conceived dissemination tasks. Dissemination requires political efforts to set the stage for acceptance of the innovation. Next, technical assistance will
have to be provided—not only to establish knowledge about the innovation, but also to insure that attitudes and personal conditions will be supportive of the innovation.

Meta-Evaluation

Another aspect of authority inherent in the roles played by the SEA vis-à-vis evaluation is the power of review. Evaluations both in and outside of the office may be subject to review for a variety of reasons. Many times the reviews conducted will not be intended to result in a change in practices. Their purpose commonly is to provide an estimate of the strength of the results of an evaluation for decision makers in the office.

At times, however, the purpose is deliberately directed at the improvement of current practices. In a recent case, our unit was invited to review an accreditation styled process. Using a variety of tactics, we were able to examine a number of aspects regarding the processes used. Action taken on the results of our meta-evaluation did not result in the implementation of a new evaluation process, which was a possibility, but did provide incremental changes in the examined system. It is quite possible that in other cases more radical evolution could take place.

Integrity

In my work with the bureaucrats of Illinois, I do not find a characteristic of slovenly intellectual activity, as the negative connotation of the term "bureaucracy" would suggest. Rather, I do find many conscientious functionaries attempting to do the best they can within the system. They are people of great integrity. When better approaches to accomplishing the tasks they are responsible for are identified, they will become champions. They will work for proven innovation, but prudently are wary of newness for newness' sake—especially when present processes function, even if slightly imperfectly.

A FINAL THOUGHT ABOUT BARRIERS TO INNOVATION

The varieties of barriers identified in the first portion of this chapter may outnumber the few items used in defense of the SEA in the section above, but the optimist in me says that the barriers are not insurmountable. Awareness of the barriers and the forms they may take will enable the bureaucrat interested in innovation to develop strategies which will insure progress where progress is necessary. Innovation in evaluation is possible.
IMPLEMENTING NEW APPROACHES

FOOTNOTES

1 One of the major divisions of the Illinois State Board of Education is devoted to planning, research and evaluation. In that division I am assigned to the Program Evaluation and Assessment Unit. I have conducted evaluations in such areas as gifted education, special education, Title I, 89-313, migrant education, and minimum competency testing.

2 Methodological Note: Personalistic accounts, autobiographical or anthropological, are often suspect. Among other challenges, autobiographies are suspect as being ex post facto rationalization, while anthropological accounts are criticized as reflecting a limited perspective on a complex social order. Those challenges could apply here. That is why an attempt to provide some validation of the content of the chapter was undertaken. All challenges cannot be met, but even in "scientific" enterprises that is true. In this case, two challenges were explored: "Is what is reported here in- or out-of-tune with other perceptions of the same SEA setting?" and "Is what is reported here in or out of tune with perceptions of other settings (especially other SEAs)?"

In the former case—the same setting—five written responses, elaborated by face-to-face interview probes, were obtained from personnel in evaluation from the same SEA. The five respondents were selected as representing evaluation personnel with longevity of over a year in the SEA. Two additional critics were obtained from two other SEAs, and two persons with program audit experience in another agency in Illinois were also interviewed. All of these persons were invited to provide written feedback on the paper—"Identify what agreement or disagreement you have with the points listed in the paper." Follow-up interviews by this author sought elaboration of the responses.

A second approach was used to examine if the chapter would reflect the experience in other SEAs in any way. A list of representatives of SEAs of the Committee on Evaluation and Information Systems (CEIS) of the National Council of Chief State School Offices was obtained and reviewed. Persons listed there working for SEAs and with job titles which were likely to reflect evaluation as a responsibility were sent a copy of the paper and a questionnaire. They were asked to read the paper on the basis for responding to the questionnaire which listed 31 items as a barrier to innovation in evaluation. The reaction of 27 persons was sought. Seventeen (63%) replied. A summary of those responses has been provided in the chapter.
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