Le vels of Use (LOU) interviews can be used for formative evaluation purposes in an intermediate education agency. Programs and services for training teachers provided to districts are evaluated. LOU interviews give program staff unique information for improving programs. Program improvement is aided by LOU interviews because information is provided that program staff cannot obtain on their own. The information corroborates whether programs are proceeding according to plan. Evaluation and program staffs develop a stronger working relationship and both gain an understanding of the program. Well defined relevant criteria is the goal of the process. Survey instruments do not reveal the same kind of information. The interview technique allows communication and effectively identifies how teachers are using the innovation. A wealth of formative evaluation information is provided by the interviews in the areas of student characteristics, materials, objectives, testing, and classroom management. The information proved useful in identifying areas of need and allowed project staff to make decisions for program improvement. It is especially valuable in its application to the purposes of formative evaluation by practitioners responsible for effective change in schools. The major limitation cited was the cost to execute valid evaluation. (DWh)
Hi!! I’m LoUella, or simply Lou. I’m here to tell you about levels of use interviews: a successful formative evaluation tool.
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Since the passage of the Elementary and Secondary Education Act of 1965, evaluation of educational programs often has relied on the experimental model. Answers were sought to the question "Does the program work or not?" All too frequently, studies resulted in "no significant findings" and programs were judged failures—despite experimental evidence suggesting that the programs did, indeed, produce desirable results. One explanation for this discouraging finding could be the failure of proper program implementation. Evaluating such programs runs the risk of appraising "non-events" (Charters & Jones, 1973). Research from the extensive Rand study on Title I ESEA programs (Berman & McLaughlin, 1978) revealed that the program in many districts had not taken place, suggesting that failure of proper implementation may be more widespread than previously thought. Freeman (1977) contends that many "no effect" evaluations can be explained by the failure of proper program implementation:

There may be programs that offer significant solutions to defects in the human condition that have been passed over because evaluation failed to show an impact. Yet, in fact, the real reason for lack of impact was that the program was never implemented fully well, or at all. (p. 27)

Some researchers, including Mushkin (1973) and Rossi, Freeman and Wright (1979) see the problem due to faulty research procedures. Comparative

The definition of evaluation used for this paper is taken from the Phi Delta Kappa's National Study Committee on Evaluation: "Educational evaluation is the process of delineating, obtaining, and providing useful information for judging decision alternatives." (Stufflebeam, Foley, Gephart, Guba, Hammond, Merriman, and Provus, 1971, p. 40).
educational studies may be based on instructional models not sensitive to the 
actual environment. The dominance of the scientific method limits serious 
consideration of alternative research paradigms. Variables that can be con-
trolled are included in experimental studies; other relevant variables may be 
extcluded. Writing a decade earlier, Stufflebeam et al (1971) wisely advised 
that evaluation methodology must not be limited to the experimental model: 

Perhaps the greatest challenge facing the evaluator is overcoming 
the idea that evaluation methodology is identical to research method-
ology. Equating them forces certain constraints inimical to the 
purposes of evaluation and makes it impossible to meet certain of the 
needs served by good evaluation. (p. 22)

Elaborating, the authors caution that conventional experimental design may not 
be appropriate in situations where the efficiency of the overall process, in-
cluding desired outcomes, is studied:

Perhaps the most damaging assertion about the application of conventional 
experimental design to evaluation situations is that it conflicts with the 
principle that evaluation should facilitate the continuous improve-
ment of a program. Experimental designs prevent rather than promote 
changes in the treatments...

It is probably unrealistic to expect directors of innovative projects to 
accept these conditions, because they obviously cannot constrain a treat-
ment to its original, undoubtedly imperfect form, just to insure internally 
valid end-of-year data. . . . concepts of evaluation are needed which could 
stimulate, not stifle, dynamic development of programs. (p. 26)

Qualitative Methodology

Viable alternatives to the experimental model recently have been developed. 
Qualitative methodology has gained increasing support from evaluation investi-
gators (Gebhardt, 1979). Because they provide insight into the fundamental 
processes of education, qualitative methodologies emphasize getting "closer 
to the data," developing an understanding of the observed and describing the 
reality of the situation (Rist, 1977). Common methodologies include partici-
pant or non-participant observation and comprehensive interviews.
Qualitative inquiry can be independent or complimentary of qualitative study. Qualitative procedures document the need for quantitative studies. Making sure proper program implementation has occurred, determined from qualitative inquiry, is often necessary before carrying out a more quantitatively-oriented impact study. Information from qualitative studies is useful in addressing the formative evaluation question "How can this program be improved?"

...If the agency is interested in information on its effectiveness in delivering services, the evaluation can study the process of program implementation and find out the extent to which the program is producing the quantity, quality, and coverage of services that were expected. (Weiss, 1972, p. 75).

The flexibility of qualitative studies allows formative evaluation of educational training programs, where findings can be used for the purpose of program improvement. Summative evaluation, which involves quantitative procedures, is harder to carry out due to the inherent difficulty in defining how training programs are implemented. Educational training programs often do not follow a prescribed curriculum; the goals of the program may be implemented differently across organizational levels (Anderson & Ball, 1978, Chapter 10). This paper describes how a qualitative methodology, Levels of Use (LoU), was applied successfully in the formative evaluation of a teacher training program.

Levels of Use Interviews

In a comprehensive review of curriculum and instruction implementation, Fullan and Pomfret (1977) revealed that majority of research studies centered on the fidelity of implementation. Fidelity, which compares actual and intended use for the innovation, was researched in two distinct ways—focusing either on organizational change or specific curricular innovations. One technique identified by Fullan and Pomfret for measuring curriculum implementation
was Levels of Use (LoU) of the Innovation. The relationship of LoU to the concept of fidelity of implementation is illustrated below.

```
<table>
<thead>
<tr>
<th>Fidelity of Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific Curricular Innovations</td>
</tr>
<tr>
<td>(Measured by)</td>
</tr>
<tr>
<td>Levels of Use</td>
</tr>
</tbody>
</table>
```

Conceptually, LoU is part of the Concerns Based Adoption Model (CBAM). CBAM accounts for implementation using two approaches. One approach focuses on changes in the innovation itself, the second identifies two critical dimensions for describing change from the individual perspective. These dimensions are Stages of Concern about the Innovation (Hall & Rutherford, 1976) and Levels of Use of the Innovation (Hall, Loucks, Rutherford, & Newlove, 1975). A series of longitudinal and cross-sectional studies have verified the existence of seven Stages of Concern and eight Levels of Use (See Appendix A). LoU has received limited use as a curricular evaluation tool with emphasis placed on summative evaluation. Okpalobi (1979) demonstrated the effectiveness of a reading staff-development program by researching the overall and eight component LoU ratings for 27 treatment and 21 control teachers. With a few exceptions, some ambiguity at the higher end of the scale, Hall and Loucks (1977) and Reidy and Hord (1979) discovered a positive relationship between the LoU and student achievement. Hall and Loucks also found that teachers in their first year of use do not implement as well and correspondingly do not have as high LoU rating. Other facts about LoU include:

- Reliability: Inter-rater reliability ranges from .87 to .96 for the overall LoU rating.
- LoU was developed by educators for educators.
Validity. Ethnographic studies of all day teacher activity reveal a correlation of .98 between interview ratings and ratings from observation.

Overall implementation. LoU can determine the degree of implementation for individuals exposed to treatment.

To the best of the authors' knowledge, LoU interviews have not been used for formative evaluation purposes. This paper documents how LoU can be used for this purpose in an intermediate education agency.

Hi!!! I'm LoU. With my Big Ears I can sense whether a program is in place.

Region 20

The state of Texas is divided into twenty regions served by intermediate education service agencies. Established as part of the public education system of Texas in 1967, the service agencies offer school districts and teachers an opportunity to receive specialized services that normally would be beyond the reach of the average sized school system. By participating in programs with the intermediate agencies, school systems take advantage of cost-saving benefits and program financing and planning which result from cooperative efforts. They also realize additional funding and services that are available from state and federal services for regional programs of this type. Since Texas Service Centers are not in a regulatory position for the districts they serve, student achievement data generally is not available for evaluation of Center programs.

Evaluation at Region 20 has a dual thrust. First, technical assistance is provided to districts. Evaluation workshops are provided to district staff on topics including how Levels of Use can document whether or not the program
is in place. Second, programs and services for training teachers provided to districts are evaluated. Center staff represent evaluation "clients." Evaluation focuses on how teachers implement Center programs. LoU is one of several evaluation techniques employed.

The READS Program

READS was one of about 30 curricular programs housed at Region 20 during the 1978-79 school year. READS consisted of a sequence of student objectives and pre-posttests for grades 1-8. Teachers used these materials along with a record keeping system to individualize reading instruction. Funded from Title IV-C, ESEA monies, READS was in its third (Phase II) and final year of operation when evaluated. The teacher sample reported in this paper consisted of teachers trained during the previous two years of the program.

The evaluation focus was both summative and formative. Objectives whose intent have been quantified describe program direction. The audience for summative evaluation, where a judgement about program worth is made, were the funding agency and Region 20 administration. The summative objective for READS required that at least 60% of the teachers trained during the two previous years be implementers.\(^2\)

By May 30, 1979, 60% of the teachers in Phase I and Phase II schools and 40% of the teachers in Phase III schools will be implementing READS with all or a section of their student population. Accomplishment will be shown by a representative sample of teachers judged implementers (LoU III, IV-A, IV-B, V).

The primary users of evaluation information are program staff. Their needs are met by evaluation information which address immediate, short term

---

\(^2\)The major product of the evaluation office's first year (1977-78) was to develop measurable objectives for each Region 20 program. (See Drezek, Estes, Roecks, & Andrews, 1980.) A decision to use LoU interviews for measuring curricular implementation had not been made when the objectives for READS were submitted to the funding agency. Subsequently, objectives were modified so as to be measured by LoU.
needs. The formative evaluation objective for READS reflects this intent:

By June 30, 1979, a revised edition of the English version of READS will be developed by project staff. Revisions will be based, in part, on information from LoU interviews with project teachers. Accomplishment of this objective will be evidenced by a panel of three reading curriculum experts selected by the ESC-20 evaluation component judging the revision to be meaningful and substantial.

Limitations

READS was one of several complicated programs at Region 20 during the late 1970s. Evaluating such an involved program proved difficult and time consuming. Moreover, the evaluation represented the first attempt at using LoU as a formative evaluation tool. For these reasons, the authors were hesitant to use information from READS for this paper. Despite these concerns, the evaluation of READS best shows how LoU interviews can be used in an applied setting. Evaluation findings collected were some of the most diverse and comprehensive available.

The next section outlines the procedures currently used to carry out LoU interviews to evaluate curricular programs. These procedures are similar to the ones used for READS. Problems encountered in the pilot run with READS are illustrative of difficulties which may be encountered by others using LoU for the first time. They include:

- The original sampling scheme had to be discarded. About one-half of the teachers from the previous year could not be located.
The list of participants was not complete. The actual number of teachers trained was not known.

Criteria for implementation were not piloted. Five criteria were originally identified. One of the criteria was shown later to be critical for implementation.

Insufficient information was collected for certain criteria. Especially difficult was collecting information for non-users. Subsequent data analysis was difficult.

Interviews were done by five evaluators, although 70% of the interviews were collected by the same two evaluators preparing the final report.

Given the above difficulties, the evaluation cost was nearly twice as much as budgeted.
LoU PROCEDURES

This section illustrates current procedures for carrying out an evaluation study using LoU. The five steps involved in this procedure are illustrated by examples from READS. Figure 1, presented at this time as an advanced organizer, gives the relative amount of evaluation time needed to carry out each step of the process. About two-thirds of an evaluator's available time is divided evenly between conducting interviews and analyzing data. Another one-fifth is spent selecting and contacting the sample. The remainder of this section describes procedures associated with each step.

Figure 1
How an Evaluator's Available Time is Used

Between 75% and 80% of an evaluator's time is available for direct evaluation work as documented by time and effort records. Remaining time is spent attending staff meetings, professional development activities and carrying out institutional responsibilities.
Identifying Implementation Criteria

A key role for evaluation is identifying the goals and objectives of a program (Rossi, 1978). Agreeing on what should be the criteria for implementation is a time-consuming and often frustrating process.

Securing agreement requires a strong working relationship between evaluation and program staff.

In our setting, this relationship is often present due to the emphasis on formative evaluation, where evaluation and program staffs work closely together.

One characteristic unique to intermediate education agencies makes negotiating the criteria difficult.

The program developer and program facilitator are often the same person, titled the program manager.
The dual roles are in conflict. As program developer, the program manager wants to set the criteria strictly so that the description of the program can be put in its best light. However, in their role as change facilitator, the same program manager wants to have very general criteria to increase the probability that a higher percentage of teachers will be implementers.

Implementation criteria are piloted during the first year of a program. When determining tentative criteria, evaluation and program staff must decide what the innovation "looks like" in the classroom. They must respond to such questions as:

If teacher Smith participated in the program and is using the material's provided, and if teacher Jones does not participate at all, what would be happening to teacher Smith's class that wouldn't be happening to teacher Jones' class?

The criteria are then piloted on a few teachers. Face-to-face interviews are carried out presently with the possibility of using telephone interviews being explored. Pilot interviews reveal teachers who use programs in unusual ways or who are borderline with respect to one or more of the criteria. In reviewing these cases, evaluation and program staff have real data, not hypothetical situations, which can be used to better define the boundaries of the program. From this, the criteria can be refined and finalized. New criteria may also be identified.

A clear definition of the innovation is essential in obtaining qualitative information useful to program staff, irrespective of the data collection instrument employed. Our experiences suggested two types of implementation criteria could be identified; coincidentally, the same conclusion was drawn by researchers.

The first year of operation centers on developing materials and ironing out wrinkles in the instructional system. Teachers may not be trained until the program has been operationalized six months or longer. Implementation is seen as the second and third year priority. Criteria identified during the first year remain essentially the same for succeeding years.
of the University of Texas Research and Development Center for Teacher education (See Hall & Loucks, 1978). These criteria are called "critical" and "related." Teachers must meet critical criteria in order to be implementing the program. Critical criteria represent primary program goals identified after the program is operational. Related criteria, which also describes individual implementation, are seen by the program manager as important but not essential for implementation. Teachers who are users meet the implementation criteria and most related criteria. The finalized criteria for READS are given below:

Critical Criteria:

1. The teachers must be using the student objectives contained in the program. They might skip a few objectives or use them in a slightly different order but, in general, they should follow the prescribed sequence.

Related Criteria:

1. The teacher must identify the reading level (skills) of each individual child.
2. The students must be grouped by skill levels (one student can be considered a group).
3. The teacher must be testing for skill mastery by objective. The mastery level can be established by the teacher.
4. The teacher must have a beginning at organizing teaching resources to go with the objectives. This will be a retrieval system such as card file or file folder.
Identifying the Sample and Scheduling Interviews

The sampling design depends on program size (how many districts, campuses, and teachers are served) and complexity (time of implementation is proportionate to complexity). The number of participant interviews is proportionate to project level of funding. Sampling is stratified randomly by campus. About twenty teachers are interviewed per project. The relatively small sample size means that data is aggregated for all teachers and is not analyzed by district or campus level.

Identifying the teacher sample can be a frustrating task. Teacher turnover can be as high as 50%. This problem is acute when trying to locate previous participants in the program. Finding teachers who have changed campuses can also be perplexing. The sample drawn must be increased 30% to 50% of required size. Replacement must be taken into account.

A second problem is that the list of participants, maintained by program staff, may be inaccurate. Nothing is more perplexing than calling a teacher who says "I am not involved in the program and haven't seen the program staff for over one year!"
Scheduling interviews in our setting is an involved process. Time seems to fly by. Because the service center does not have regulatory authority over districts, permission from district personnel must be obtained prior to conducting the interviews. Contact is made with the central office, usually with the supervisor, followed by a call to the campus principal. Teachers are then contacted. If they cannot be reached at the initial phone call they are asked to return the call. If possible, interviews are scheduled during the conference period. When interviews are scheduled more than a week in advance, a reminder postcard is sent. Interviews are scheduled at the convenience of the teachers. This does not always coincide with what is convenient for evaluation staff, resulting in a loss of time.

Conducting the Interview

On the day of the interview, the evaluator first goes to the principal’s office to state that he or she is at the school. In some cases the principal may request the evaluator to check into the office before leaving the school. The interviewer then goes to the teacher’s classroom or other designated site. The first part of the interview focuses on the criteria for the program. For each criteria, the interviewer attempts to identify how well a teacher is meeting the criteria. Once the information on the criteria is collected the interviewer proceeds to use the standard LoU format. (See Appendix 1) The interview is usually completed within thirty minutes.

At the conclusion of the interview, additional interview information may be collected. This information spans aspects of the program not covered by implementation criteria, such as quality of materials or the provision of technical assistance. Supplemental information also has been gathered success-
fully, by other seniors (Klenke and Barrows, 1980).

Whenever possible, travel is coordinated so that several teachers in the same or nearby campuses are interviewed. Coordinating this activity to be cost effective has proved difficult.

Data Analysis

All interviews are transcribed. Essential for quality tapes are a top-of-the-line tape recorder and a secretary familiar with educational programs and their related jargon is a definite asset. Transcribing is done for two reasons. First, it is cost effective. A person can read faster than they can hear or write. The cost of transcribing is offset by evaluator time saved, especially when a summary of twenty interviews, each with five criteria, must be prepared. Quotes are included in evaluation summaries to enhance authenticity.

Time is saved if the evaluator is not required to review the tape and transcribe information. Second, transcripts can be reviewed and the accuracy of data verified. The transcripts themselves are a good management tool. Evaluating programs using LOU interviews represents
a new activity for many Region 20 evaluation staff. Reviewing transcripts with a knowledgeable colleague can be a beneficial learning experience leading to a higher quality final report.

Interview information is analyzed in a two step process. The first step is to determine what percentage of the teachers are implementing based on whether or not they meet critical criteria. The summative objective called for 60% of the teachers to be implementers (Levels III, IV-A, IV-B, and V). The findings shown by Table 1 reveal that 65% were implementing with 45% of the teachers being at the lowest implementation level, Level III, mechanical.

Table 1

<table>
<thead>
<tr>
<th>Level</th>
<th>Percentage of Teachers</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - Non use</td>
<td>35%</td>
</tr>
<tr>
<td>1 - Orientation</td>
<td>0%</td>
</tr>
<tr>
<td>II - Preparation</td>
<td>0%</td>
</tr>
<tr>
<td>III - Mechanical</td>
<td>45%</td>
</tr>
<tr>
<td>IVA - Routine</td>
<td>15%</td>
</tr>
<tr>
<td>IVB - Refinement</td>
<td>0%</td>
</tr>
<tr>
<td>V - Integration</td>
<td>5%</td>
</tr>
<tr>
<td>VI - Renewal</td>
<td>0%</td>
</tr>
</tbody>
</table>

The second step is to analyze interview information according to both critical and related criteria. How each teacher implemented the innovation according to criteria is recorded. Similar patterns or dominant configurations emerge (Hall, Zigmari, & Hord, 1979). Analyzing data by configuration presently is not done in our setting, although future research efforts,
could profit by examining configurations. The relatively few teachers interviewed limited the number of potential dominant configurations, however.

The best information was obtained by analyzing across criteria. Staff found this information most relevant to immediate program needs. One of the related criteria, for example, required teachers to group students by ability level. All teachers met this criteria. Four variations were identified. The most popular grouping methods were completely individualized (40%) and a combination of large and small group techniques (30%). Figure 2 is a schematic depicting how READS data could be analyzed either by criteria (across) or configurations (down). In conclusion, data analyzed across criteria instead of by configuration best meets the unique curricular improvement demand of program staff.
Figure 2

Implementation for Read's Teachers

<table>
<thead>
<tr>
<th>Teacher Identification Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 2 3.4 ... 11 12.13 14 ... 19 20</td>
</tr>
</tbody>
</table>

**Grouping**

**Critical Criteria**

*Student Objectives*

**Related Criteria**

1. Identify Reading Level

2. Grouping

   Completely individualized (one to one) ★★★

   Begin all students at one level or one of two levels, but then begin grouping students based on their performance.

   Combination of large and small group techniques.

3. Testing for Skill Mastery

4. Management System

   ★★★

**DOMINANT CONFIGURATIONS**
DISCUSSION AND IMPLICATIONS

One of the few studies available on program implementation measured by LoU is similar to READS. This evaluation studies the reading component of an Individually Guided Instruction Program (IGE) in the Austin Independent School District. A general comparison reveals READS was not as well implemented as IGE. Thirty-five percent of READS teachers were non-users, compared to only 20% for IGE. More significant, most READS teachers were still struggling to get the program off the ground (LoU III). Most IGE teachers, like teachers from other studies (Hall & Loucks, 1977; Loucks, Hall, Rutherford, Newlove & George, 1976; Reidy & Hord, 1979) were implementing at the routine level (LoU IV-A). The somewhat regressed implementation shown by READS participants can be explained by the complexity of instructional design and certain incorrect assumptions about how implementation proceeds.

The assumption supporting many Center programs like READS was that most teachers trained would be implementing after one year. This was not valid. Subsequent experience with other Region 20 programs demonstrated that 40 to 60% of teachers were implementing after one year and up to 80% were implementing after two. The implementation process, stated Loucks et al. (1976) takes considerable time.

...our research documents the fact that implementing...takes time. It appears that teachers and professors, when implementing innovations, grow developmentally in their concerns and use of the innovation. They are not simply non-users of an innovation one day and sophisticated users the next. (p. 12)
Programs built on the assumption that the implementation takes just one year were, by design, ineffectual. Such programs did not account for the large number of previous years teachers who were not implementers. As programs continued, more teachers needed to be serviced—usually with the same or a reduced level of program resources.

First Year

Some Years Later

The long-term result was that programs were less efficient and teachers did not receive the support required. Fewer teachers than expected became implementers; those who did implement, did so at a lower level. Such was the case with READS.

Simpler innovations are easier to implement than complex ones. Facilitators can install them quicker and teachers can understand them readily. Simplicity is the key, especially when one remembers that the agency supplying the seed money wants to see near-immediate results. The management system underlying READS was a complicated one, with similar systems frequently requiring computer assistance for implementation (Baker, 1978; Roecks, 1979b).
Instructionally, many of the same systems are not sound (Rogers, 1979a).

One goal of management systems like READS is to save teacher time. For READS, an excessive amount of teacher time was required, as illustrated from teacher comments:

I finished charting, well, the student profile charts. I finished that last week and here it is December and I have three (READS) classes. If I would have had five, I still would be working on that (User).

We feel very strongly that it is too complicated, too much paper work, and it takes away from actual classroom instruction (Non-user).

Strengths and Weaknesses

Region 20 program staff contend that LoU interviews provide some of the best curricular evaluation information available. They believe LoU interviews give them unique information for improving their programs. Staff are disappointed if the evaluation does not employ LoU interviews. They are no longer content with survey information or checklists.
At least four reasons can be cited why LoU interview information is useful for program improvement. First, information is provided that program staff cannot obtain on their own. Region 20 evaluation staff can secure higher quality information due to their organizational independence from the program. Participants are reluctant to "tell it like it is" to those they work with. Moreover, confidentiality of information is guaranteed by the policy of our evaluation office. Second, LoU information corroborates whether or not the program is proceeding according to plan. The fidelity of implementation is shown by the degree to which LoU findings correspond to critical and related criteria (See Figure 1). Third, the process of having to develop specific criteria for the program has potential side affects. Evaluation and program staffs develop a stronger working relationship and both gain an understanding of the program. The goal of the process, well defined relevant criteria, ultimately benefits the classroom teacher state Hall and Loucks (1978):

"...it appears that when the developer is not clear in describing the innovations or change facilitators do not communicate effectively, users are apt to implement an unusual configuration or at least describe the innovation in different ways. On the other hand, if the implementation process is well designed and articulated, and is consistent with the developer's model, the semantic and operation confusion is not so apt to occur. (p./30-31)

Fourth, the kind of information resulting from LoU interviews generally cannot be obtained from survey instruments. Questionnaire data represents one way communication where teachers are asked to respond to program and evaluation.
staffs' preconceptions of how teachers are using the program. This "Catch 22" phenomenon can be summarized as follows:

1. Questionnaires are sent out to determine what the teachers are doing with the innovation.
2. The only way the questionnaires will collect this information is if the questions asked are relevant to what the teachers are supposed to be doing.
3. There is no way to ensure that the questions are relevant without already knowing what the teachers are doing.
4. If you already know what the teachers are doing, there is no point in sending out the questionnaires.

Interviews are most effective in correctly identifying how teachers are using the innovation. While the interviewers have a predetermined list of criteria, they are free to go into other aspects or issues the teachers themselves raise. Unanticipated outcomes, which do not directly relate to implementation criteria, provide some of the most useful evaluation data. New criteria may emerge. Variations occur in both the users and the innovation itself.

Although evaluation in our setting is objective based, important side effects can be identified by using techniques such as LoU. Examining program effects irrespective of goals has been advocated by Michael Scriven (1974), a pioneer in the area of goal-free evaluation.
Illustrative findings include:

Student Population Served:
- READS was used almost exclusively with remedial or special education students.
- Some special education teachers were unaware that READS could be used in small group settings.

Resource Materials:
- Some middle school teachers have problems finding materials that their remedial students would not see as being "baby books."
- Teachers frequently did not have access to the materials listed for each objective.
- Most teachers wanted the READS cards laminated.

READS Objectives:
- About half the middle school teachers believed objectives were too specific.
- Some teachers perceived a conflict between READS objectives and state and district guidelines.

Testing and Class Management
- Some teachers believed the pretest placed students at a high reading level.
- Several teachers found pretesting required months to complete.
- Posttesting by objectives was sometimes not done because teachers needed more than one set of the posttests and reproduction costs were high.
- Some teachers were having trouble managing behavioral problems in small group settings.
The biggest drawback to LoU interviews is the cost associated with securing information useful for program modification. Carrying out the interviews and determining the overall LoU is easy to accomplish. This task is inexpensive relative to the cost of giving formative information. The cost to carry out an evaluation study using LoU for 20 teachers is given by Table 2. About three person weeks, representing between 50% to 60% of the total cost, are required to complete the study. Transcribing costs are $20 to $25 per tape.

The cost given by Table 2 assumes personnel are trained in applying LoU as a formative evaluation tool. Evaluators must undergo a three day training session in order to be considered for certification. Additional time, reviewing pre-rated tapes, is required for certification. Learning how to compile LoU data for the purpose of formative evaluation is a time consuming activity.
### Table 2

Cost to Carry Out an Evaluation Study Using LoU for 20 Teachers

<table>
<thead>
<tr>
<th>Expenditure</th>
<th>Cost Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personnel (about three person weeks)</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>$ 950</td>
</tr>
<tr>
<td>Transcribing 20 tapes</td>
<td></td>
</tr>
<tr>
<td>Overhead (travel, tape recorder, tapes, office equipment, supplies)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>$ 1,700</td>
</tr>
</tbody>
</table>

aInterview information is used for both summative and formative purposes. If only summative information is required (overall LoU), the cost is 30 to 40 percent lower.

bPersonnel should be certified in Levels of Use. Cost includes loss of three workdays plus cost of training and travel expenses. These costs are not included.

cThis represents the amount paid to an outside business. We do our own transcribing, resulting in higher quality at a slightly lower cost. Initial investment includes a transcribing unit ($850.00) and typewriter ($800.00).

dAs Region 20 serves 50 schools in fourteen counties much of the overhead cost is travel. Tape recorders (Lanier Dictaphones) cost $250.00, tapes $4.00.
This study presented an evaluation of a reading program whose intent was to train over 200 K-8 teachers over a three year period. A sample of 20 teachers was interviewed using the Levels of Use technique. Criteria for successful implementation were identified. Findings revealed 65% of the teachers implementing at various levels, with the degree of implementation being lower than for similar studies. The regressed implementation was accounted for by the complexity of instructional design and the incorrect assumption that most teachers would be implementing after one year.

Of further significance, was the wealth of formative evaluation information provided by interviews in the areas of student characteristics, materials, objectives, testing and classroom management. This additional information identified common practices and the most frequent ways that teachers implemented the program, prevailing problems, and the typical organizational patterns supporting the innovation within the school. The information proved useful in identifying areas of need and allowed project staff to make data-based decisions targeted at program improvement. The employment of Levels of Use interview information was especially valuable in its application to the purposes of formative evaluation by practitioners responsible for effective change in schools. The major limitation cited for the technique was the cost to carry out valid evaluation.
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Are you currently using ____________________________?

NO

Have you ever used it in the past? If so, when? Why did you stop?
(if yes, go to stip then return)

O/I-II

Have you made a decision to use _______ in the future?

I/II

If so, when will you begin use?

Knowledge

Can you describe _______ for me as you see it?

Acquiring Information

Are you currently looking for any information about _______? What kinds? For what purposes?

Knowledge

What do you see as the strengths and weaknesses of _______ in your situation?

Assessing

At this point in time, what kinds of questions are you asking about _______? Give examples if necessary.

Sharing

Do you ever talk with others and share information about _______? What do you share?

Planning

What are you planning with respect to _______? Can you tell me about any preparation or plans you have been making for the use of _______?

Final Question
(Optimal)

Can you summarize for me where you see yourself right now in relation to the use of _______?

PAST USERS*

Can you describe for me how you organized your use of _______, what problems you found, what its effects appeared to be on students?

When you assess _______ at this point in time, what do you see as the strengths and weaknesses?

(Return to other nonuse questions.)
Open-ended

Please describe for me how you use _______. (Ask sufficient questions to get configurations.)

Assessing/Knowledge

What do you see as the strengths and weaknesses of _______ in your situation? (Have you made any attempt to do anything about weaknesses? Probe those they mentioned specifically.)

Acquiring Information

Are you currently looking for any information about _______? What kind? For what purposes?

LoU V

Do you work with others in your use of _______? Do you meet on a regular basis? Have you made any changes in your use of _______ based on this coordination? (if yes, go to *)

Sharing

Do you ever talk with others about _______? What do you tell them?

Assessing

(Have you considered any alternatives or different ways of doing things with the program?) Are you doing any evaluating, either formally or informally, that would affect your use of _______? Have you received any feedback from students that would affect the way you're using _______? What have you done with the information you got?

III/IVA/IVB

Have you made any changes recently in how you use _______? What? Why? How recently? Are you considering making any changes?

Planning/Status Reporting

As you look ahead to later this year, what plans do you have in relation to your use of _______?

III-V/VI

Are you considering or planning to make major modifications or replace _______ at this time?

*LoU V Probes

1. How do you work together? What things do you share with each other?
2. How frequently?
3. What do you see as the effects of this collaboration?
4. Are you looking for any particular kind of information in relation to this collaboration?
5. Do you talk with others about your collaboration? If so, what do you share with them?
6. Have you done any formal or informal evaluation of how your collaboration is working?
7. What plans do you have for this effort in the future?

If you have enough evidence to place the person at an LoU V, go to ___

If you do not think the person is an LoU V, go to ___
WHY LOU INTERVIEWS WORK.

1. Unique Product
   - Evaluation Independence
   - Confidentiality
   - Can’t Get from Surveys

2. Documents Program Status

3. Implementation Criteria ➔ Better Definition

4. Unanticipated Outcomes
I have to be fed to do quality work!!!