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Preface

Language testing is one of the most obvious and important areas for activity in applied linguistics. It fits the general paradigm well: the problem is clearly language related, and the solution must come from linguistics and from another discipline--psychometrics--as well. Each of the major branches of linguistics--theoretical, psycholinguistic, and sociolinguistic--has its own special role to play, and each has exerted its influence on the development of the field. The involvement of psychometrics is a necessity as well. Good language testing needs to be based on relevant knowledge from applied linguistics and from psychometrics.

Given this, and considering the social relevance of the field, it is appropriate that this third series of Papers in Applied Linguistics be dedicated to Chronicling Advances in Language Testing. The series will first survey the state of the art and then present theoretical, practical, and technical articles that record its progress. Each issue will have a specific theme; the series as a whole is meant to provide a means for continuing communication among all those concerned with language testing, whether as users, practitioners, or theorists.

The first three fasicles have a special history which should be mentioned here. They include original and revised versions of articles commissioned to appear in a volume intended to be called Current Trends in Language Testing. The original publisher's difficulties left the manuscripts in limbo for some time, and the size of the enterprise discouraged other publishers from taking up the project. Written as a survey of the state of the art, they are a good start for the present series.

Bernard Spolsky
April 1978
Introduction:
Linguists and Language Testers

One of the distinguishing features of Western education in the twentieth century has been the emphasis on testing. Formal objective testing has come to be considered one of the most critical steps in the modernization of education. In many countries, the conflict between traditional, "subjective" examinations and the newer "objective" standardized tests is still a central issue for professional and public debate. Concurrently with the growth of testing, there has developed a body of professionals trained and qualified in educational measurement. These testers, whose field is called psychometrics, tend to find their basic concepts and techniques in psychology, in general, and in educational psychology, in particular. This perhaps explains their special concern with the question of how to test: "treated often as technicians, they tend to assume less responsibility for deciding what to test. While this is true of testing in most fields, in the area of language testing the situation is fundamentally different. Language testers are much more likely to be linguists, and thus subject-matter specialists, than they are to be trained primarily in educational measurement. The tendency is clearly illustrated in this volume, where most of the contributors, and of them professionally involved with language testing to a great extent, would consider themselves linguists rather than psychologists. It will be the purpose of this introduction to attempt to find some explanation for this trend, and to explore the special reasons why applied linguists find language testing so fruitful an activity for their research and practice.

It is useful, though an over-generalization, to divide language testing into three major trends, which I will label the pre-scientific, the psychometric structuralist, and the integrative-sociolinguistic. The trends follow in order but overlap in time and approach. The third picks up many elements of the first, and the second and third coexist and compete. But the crude classifications will provide a framework for discussion and some notion of progress in the field.

The pre-scientific period (or trend, for it still holds sway in many parts of the world) may be characterized by lack of concern for statistical matters or for such notions as objectivity and reliability. In its simplest form, it assumes that one can and must rely completely on the judgment of an experienced teacher, who can tell after a few minutes' conversation, or after reading a student's essay, what mark to give. In the pre-scientific mode, oral examinations of any kind were the exception: language testing was assumed to be a matter of open-ended written examinations. Depending on the language teaching philosophy, such examinations would consist of passages for translation into or from the foreign language; free composition in it; and selected items of grammatical, textual, or cultural interest. During this period, and in this approach, language tests are clearly the business of language teachers, or, in more formal situations, of language teachers promoted or specially appointed as examiners. No special expertise is required: if a person knows how to teach,
it is to be assumed that he can judge the proficiency of his students.

The next period, however, sees the invasion of the field by experts. The psychometric-structuralist trend, though hyphenated for reasons that will become apparent, is marked by the interaction (and conflict) of two sets of experts, agreeing with each other mainly in their belief that testing can be made precise, objective, reliable, and scientific. The first of these groups of experts were the testers, the psychologists responsible for the development of modern theories and techniques of educational measurement. Their key concerns have been to provide "objective" measures using various statistical techniques to assure reliability and certain kinds of validity. Their first thrust was to demonstrate the unreliability of traditional examinations, and studies such as those of Pilliner (1952) and others on the marking of essays showed how unreliable subjective scores can be. This done, they moved to develop more reliable measures, working to find either techniques for making judgments more reliable or new kinds of test items more amenable to control.

The better known work of the testers was the development of short item, multiple choice, "objective" tests. The demands of statistical measures of reliability and validity were seen as of paramount importance: "Firstly, the shape of all tests, whether predictive or non-predictive, language or non-language, is primarily determined by the need to test the tests for reliability and validity. That is why, for instance, the multiple choice technique of answering is so common (Ingram, 1968, p. 74)."

There were two results from this emphasis. First, tests like this required written responses, and so were limited to reading and listening. Second, the items chosen did not reflect newer ideas about language teaching and learning. The testers and psychologists added "scientific" techniques to language testing, but left a great number of deficiencies Writing in 1952, John Carroll quotes with approval the criticism of language testing that Robert Jade had just made in the summary of his doctoral thesis:

A number of conclusions are reached. They are (1) that a great lag exists in measurement in English as a foreign language, (2) that the lag is connected with unscientific views of language, (3) that the science of language should be used in defining to reach. The study gives procedure for the application linguistics to the testing of language abilities.

Carroll confirms Jade's judgment and adds "that a great lag exists in all foreign language measurement." The lag has shown up first in the study of foreign language teaching carried out by Agard and Dinkel (1948); the only tests available were written tests of vocabulary, reading, and grammar, and none were good at assessing the usual oral skills that were coming to be emphasized.

The second major impetus of the "scientific" period, or approach, then, was when a new set of experts added notions from the science of language to those from the science of educational measurement. One scholar who has straddled the two fields for most of his career is John B. Carroll whose early (1940) and recent (1968) work alike show his concern with psychologically and linguistically valid measures of verbal abilities, whether in native or learned languages. Carroll's special role in the development of language tests has arisen from his ability to speak as a fellow professional to both linguists and psychologists, and his influence has been widely felt (cf. Carroll, 1968a, 1968b, 1972). The importance of his activities will be clear after a brief guide to
lists of references in a volume such as this.

In reviews of the state of the art written in 1952 (Carroll, 1952, 1953), Carroll drew attention to Robert Lado's doctoral dissertation, which marked most clearly the second stage of the "scientific" period, the addition of linguistic principles to language testing. The dissertation, written by Lado at the University of Michigan under the direction of Charles C. Fries, was concerned with the construction of English achievement tests for Latin-American students. Over the next decade, Lado refined his notions of language testing, and published in 1961 a book that is a classic exposition of the structural linguist's approach to testing. It is not too much of an exaggeration to suggest that a great proportion of work in language testing since Lado (1961) is either based on it or is an attempt to answer or correct some of the points it makes.

The point of major controversy has probably been the theory of testing problems. Lado chose to set the contrastive analysis hypothesis as one of the central assumptions of his testing work, opening himself to criticism of both the general theory (cf., for example, Hamp, 1968; Di Pietro, 1971) and its application to testing (Upshur, 1962). But even this stresses the basic importance of Lado's work; for he was both insisting on and demonstrating the relevance of linguistics to language testing. He accepts completely the psychometric principles basic to testing, and explains them clearly enough for language teachers and even linguists to understand, but he leaves no doubt that linguists, with their understanding of the nature of language, must be the ones to set the specifications for language tests.

There was at the time still an easy congruence between American structuralist views of language and the psychological theories and practical needs of testers. On the theoretical side, both agreed that knowledge of language was a matter of habits; on the practical side, testers wanted, and structuralists knew how to deliver, long lists of small items which could be sampled and tested objectively. The structural linguist's view of language as essentially a matter of item and arrangement fell easily into the tester's notion of a set of discrete skills to be measured. It is (superficially at least) not too hard to build an objective multiplechoice test from a structural grammar.

The marriage of the two fields, then, provided the basis for the flourishing of the standardized language test with its special emphasis on what Carroll (1961) called the "discrete structure point" item. He noted that, "The work of Lado and other language testing specialists has correctly pointed to the desirability of testing for very specific items of language knowledge and skill which can be sampled from the usually enormous pool of possible items. This makes for highly reliable and valid testing (Carroll, 1961)."

As a result of Lado's work, both language teachers and linguists had full access to the field of language testing. There is an important degree of modesty in his approach, for he accepts the tester's right to establish kinds of tests and methods of judging validity and reliability, even while insisting on the responsibility of the linguist to decide what is to be tested. The three major books on language testing since then (Valette, 1967; Harris, 1969; and Clark, 1972) share a great number of his assumptions. They vary, of course, in emphasis. Valette applies the principles to languages other than English, Harris aims to be concise and practical, and Clark emphasizes psychometrics, but they are all largely within the structuralist psychometric trend.

The major achievement of this trend has probably been the production of a number of well-designed, standardized tests, such as those administered by Educational Testing Service, The Graduate Record Examinations
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Advanced Tests in various languages, the MLA Foreign Language Tests for Teachers and Advanced Students, the Test of English as a Foreign Language, and the College Entrance Examination Board Achievement Tests in various languages are all good-quality tests in this tradition, widely and confidently used to measure student progress and program success. Similar tests are now available in Great Britain and parts of Europe, and the notion of objective testing and the principles on which it is based have now spread throughout the world. Of greatest importance in this development has been the possibility of tests that can be used efficiently with large numbers of subjects over a wide geographical area. The Test of English as a Foreign Language, for instance, is now given four times a year at 112 centers in the U.S. and 260 overseas.

The structural-psychometric trend has not completely overcome the objections of the traditionalists, who continue to feel that less specific measures are still of great value. They have therefore been instrumental in the development of more reliable methods of judging the more subjective kinds of performance. The first was concerned with the judgment of written proficiency. At the same time that some scholars were showing that "objective writing" tests, which usually involved multiple choice items, correlate well with other measures, others were pointing out the kinds of techniques of shorter essays, scoring guides, and multiple judgments that add reliability to subjective marking. It was shown, then, that the traditional tests, with their obvious face validity, could be improved. The second effort went into the problem of judging oral proficiency, a skill least satisfactorily handled by the objective tests. With all its importance, speech production remains the hardest to test. "The most difficult problems arise when trying to construct tests of ability to speak a language..." Suffice it to say that although the ideal of a test based on free conversation is very attractive, the problems of sampling and reliable scoring are almost insoluble, unless a good deal of time and many standardized expert testers are available (Perry, 1968, p. 115)." When a good deal of time and expert testers are available, something very good can be done, as is shown by the Foreign Service Institute testing techniques described by Randall Jones (1978). The problem with these tests turns out to be not theoretical but practical; essay tests and interview tests can be made quite reliable and objective, but it is expensive to do so. The supporters of discrete item tests seem to have efficiency as well as theory on their side.

There have, however, been increasingly strong attacks on their principles, associated with two trends in contemporary linguistics. The first, which I will call the language competence trend, is connected to various views of psycholinguists. It is based on a belief in such a thing as overall language proficiency, and a feeling that knowledge of a language is more than just the sum of a set of discrete parts. The second, which I will call the communicative competence trend, is connected with views of modern sociolinguists: it accepts the belief in integrative testing, but insists on the need to add a strong functional dimension to language testing.

The issue was first raised clearly by Carroll (1961). After he had described the role of discrete structure tests, he went on to argue that they fail to meet a number of basic criteria for the measurement of language knowledge. He stressed, therefore, the need for what he called an "integrative approach," where one pays attention not to specific structural or lexical items, but to the "total communicative effect of an utterance." Such an approach has several advantages: an integrative test is broader in its sampling and less likely to be tied to a particular course of training, the difficulty of the task involved is more easily
related to a subjective standard, and it focuses on the general question of how well a learner is functioning in the target language regardless of his own language background.

Carroll is thus the first to argue for what we call the "integrative-sociolinguistic" trend: he refers in this 1961 paper not just to integrative testing, but to "communicative effect" and "normal communicative situation," and others who deal with the problem (cf. Spolsky, 1968; Oller, 1973a; Jakobovits, 1969) are clearly indebted to him.

I have discussed the basic principles of the language competence, or psycholinguistic, trend in some detail in other papers (Spolsky, 1972, 1973); they are also dealt with by Oller and Ingram in this volume. Briefly, the argument goes something like this. While structural linguistic theory held that knowledge of language was a set of habits, with the consequence for testing that it is possible to select a sample of discrete items, contemporary linguistic theory emphasizes rather the creative element of language, the infinite nature of the set of possible sentences, and the incompleteness of grammars attempting to characterize knowledge of a language. This change of theoretical view challenges the linguistic validity of discrete item tests. But there is a second relevant fact about language, either derived from the statistical theory of communication or seen as part of a pragmatic grammar: this is that knowledge of a language necessarily requires the ability to function even when there is reduced redundancy, making use of what Oller calls an expectancy grammar. Two major techniques are proposed to handle this: the cloze test (Holtzman, 1967 and Oller in this volume), or a modified form of it (Darnell, 1968), or the dictation test with (Spolsky et al., 1968) or without (Oller, 1971) added noise. These procedures, it is argued, have the reliability of other objective measures, and their efficiency and ease of administration, and, in addition, the stronger validity provided by the theory behind them. The proposals are new, and will need considerable evidence before they are accepted; there is no mention of the cloze procedure in Lado (1961), Valette (1967), Harris (1969), or even Clark (1972); and the first three are far from endorsing dictation. But they clearly demonstrate one of the key elements in the present trend: linguists unashamedly presenting arguments, on psycholinguistic grounds alone, on the nature of language tests.

The second part of the trend is concerned with the need to test communicative competence. This trend is, in part, a reaction to the failure of Chomskyan linguistic theory to handle the full complexity of language use any better than the theories it replaced. Sociolinguistic emphases are clear in Cooper (1968) and, with a slightly different emphasis, in Jakobovits (1969); the principles are illustrated in the tests used by Cooper in the Jersey City study (Fishman et al., 1971), and those described by Spolsky et al. (1972) and by Levenston (1975). The key arguments involved in the sociolinguistic trend are twofold: one simplifying and the other complicating the process. First is the notion that knowing a language involves being able to use it in certain circumstances: whatever the specific items a speaker can control, it is his overall ability to perform with it that counts. A subject must be tested for his ability to communicate in a given situation. In a test of Navajo-English dominance, for instance, we assumed that any six-year-old who could answer the traditional Navajo question, "What is your clan" could be considered a fluent speaker of the language (Spolsky et al., 1972).

The complication is, of course, allowing for the knowledge of different varieties and the ability to handle them in different circumstances.

The various approaches to testing that I have been discussing are considered in more detail in other chapters in this volume. My main pur-
pose in this introduction, has been to show how it is that linguists have come to consider that language testing is well within their province. The general line of development has been something like this. Originally, testing was simply a teacher's function, although many people believed a teacher's judgment automatically improved when he changed hats and was identified as an examiner. Next, experts on testing moved into the field with their principles. It was soon shown that psychologists alone could not develop good language tests: some linguists like Lado showed that the job needed to be shared and to depend on two kinds of expertise. Finally, a group of psycholinguists and sociolinguists, with somewhat imperialistic notions, are starting to claim the field completely for themselves. Language testing, they seem to be saying, is too important to be left to language testers.

Even though this may be an exaggeration, we still need to account for the way in which language testing is such a congenial field to linguists, whereas other kinds of subject matter testing is usually left to testing experts. The answer lies, I believe, in the fact that linguists consider the question of knowledge of language to be central to their concerns. They are all the time trying to characterize in a grammar what it means to know a language: it is thus quite reasonable for some linguists to be interested in measuring knowledge of language. Upshur suggests, "Trends in second-language testing tend to follow trends in second-language teaching, and in the United States—at least in recent times—trends in second-language testing have tended to follow trends in linguistics (Upshur, 1972, p. 435)."

I believe one can state the position even more directly. As language testing has come to be a field for linguists, it has become open to direct influence from developments in linguistics. Because linguists in the last few years have been concerned with describing knowledge of a language, and, now, knowledge of language use, language testers have been able to draw on their theories for practical implications regarding how to measure such knowledge. Language testing has thus become one of the most fruitful areas in which linguistics may be applied. More, it has become one of the areas where the elegance of linguistic theory can be quickly tested in practice, and where the practicality of linguistic theory can be quickly tested in theory.

Bernard Spo
August 1970
THE PSYCHOLOGICAL BASIS

ELISABETH INGRAM

INTRODUCTION

There are a great many diverse methods in use for the assessment of language command. They range from translation of literary passages, writing essays, dictation, etc. to choosing the correct alternative from a set of multiple choice items, to be answered at high speed, each testing some highly specific point of phonology, syntax, or vocabulary.

The psycholinguistic bases for these practices are not at all clear. It does not help that the delimitation of the term "psycholinguistics" is not very clear either. In this article I shall first attempt to deal with some of the interpretations of the term psycholinguistics, and then try to relate these to traditional and recent testing practices.

PSYCHOLINGUISTICS

There are 2 interpretations of the term psycholinguistics (in fact, there are several, but resolving into a dichotomy of one versus all the rest). The first is highly specific, closely linked to generative linguistics, and owes its origin to Chomsky (1965, 1968). For some people this is the only acceptable use of the term. For others, like Carroll, who, I believe, first used the term in print (1953), psycholinguistics is simply a word used to cover any area of joint interest to psychologists and linguists, regardless of theoretical orientation and degree of formality.

I shall discuss first the Chomskyan interpretation. As Kuhn (1962) has pointed out, a science (or a movement within a science) consists not only of a set of theories and of techniques and methods for discovering and describing events, but also of a set of beliefs and attitudes about the proper way of regarding the whole enterprise-- about the true nature of the object under study and the correct way to approach it. In transformational linguistics and psycholinguistics, these a priori attitudes are particularly important.

In Chomsky's view, a language consists of a non-finite set of well-formed sentences. It is the job of the linguist to describe the universals of language--the essential but abstract categories and relations which constitute linguistic deep structure--and to relate them to the structure of actual sentences in a language, as they appear on the surface. But further, for Chomsky the ultimate aim of linguistics is to contribute to the study of the human mind. A grammar must therefore not only be descriptively adequate, it must also have explanatory adequacy: it must explain the processes that underlie the functioning of the "native speaker-hearer." This obviously gives psycholinguistics a very central
place. And for Chomsky, what particularly characterises the native speaker is his grammatical intuition and his language creativity. Because he has intuition, he can distinguish grammatical sentences from ungrammatical ones, and because he is creative, he can understand and produce sentences which he has never heard before. These are not theories in the strict sense. They are deeply held convictions about the essence of things—convictions which determine the areas of interest and the methods of approach.

Chomsky also has very strong convictions about the form that a theory and a description of language must take. The theory must be generative, that is, it must result in a description which is explicit. This in turn means that it must be of such a nature that a logical machine could, given the elements and the rules, generate only the well-formed or grammatically-correct sentences of the language and none of the ill-formed ones.

Through very closely argued reasoning, starting from these premises (among others), Chomsky arrived at the conclusion that the desired axiomatization can best be achieved by employing 2 sets of rules—phrase structure rules to account for the deep structure and transformational rules to link up the deep structure with the surface structure. We are here in the area of linguistic theory proper. There has been a great deal of work done within theoretical generative linguistics, and most of it has been devoted to exploring the possibilities of accounting for language in terms of these 2 rules.

Psycholinguists within the generative framework have accepted both Chomsky's presuppositions about the nature of language and language use and his specific linguistic theory. They also accept one further characterisation of native speakers—that they possess a language faculty which consists of a competence component and a performance component. When native speakers distinguish well-formed sentences from ill-formed ones, they do so by virtue of their own competence. The aim of the linguist is to describe this native-speaker competence both in terms of certain grammatical categories and in terms of phrase structure rules and transformational rules. It is these categories and rules that the native speaker must know—tacitly or intuitively—in order to function as a native speaker. This is an extremely opaque area. The native speaker must in some way have access to this knowledge—otherwise it might as well not be there—but the competence component is in no way active. It is the performance component which underlies the production and recognition of actual sentences, and which is also responsible for the errors and shortcomings of actual language use.

The acceptance of the competence/performance distinction and of the characterisation of competence in generative terms led psycholinguists to concentrate on 2 areas. The first is sentence processing: how is it that native speakers can effect the conversion between the deep structure of sentences, which is where the basic meaningful syntactic relations are given, and the surface structure of the sentences of everyday language, where the essential relations may be obscured in a variety of ways? For instance, in a sentence such as,

The tall girl I spoke to just now is German.

we know that the noun phrase the tall girl is both the subject of the matrix sentence ("the tall girl is German") and the object of the in-
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inserted clause ("... I spoke to just now"), but there is nothing in the sentence which overtly marks the object function. (In this particular instance it can be marked overtly by inserting the relative who, but that is not the point.)

By way of attacking this problem, investigators concentrated on transformationally-related sets of sentences. In some experiments they measured how long it took subjects to match up sentences which belonged together in a transformational set—John liked the old woman; The old woman was liked by John; Was the old woman liked by John; The old woman wasn't liked by John, etc.—when such sentences were scattered among ones belonging to other transformational sets (Miller, 1962). In other experiments subjects were asked to memorise sentences to see if those requiring more transformations to generate their surface structures were misremembered as ones requiring fewer transformations. Since forgetting usually involves simplification, this would indicate that transformational complexity indicates psychological complexity, and hence would support the theory of the transformational nature of competence (Mehler, 1963).

The second area is that of child language acquisition. According to Chomsky, children are born with an innate knowledge of language universals. The process of language acquisition is one of learning how to match up these innately-given universals with the surface structure of whatever language children happen to be exposed to. So the study of child language—before they have learnt to use the transformations which result in adult sentences and while they are learning—could provide empirical verification of the postulated universals.

This specific interpretation of psycholinguistics has undoubtedly been the most dominant one in recent years, both in the sense that a great deal of work has been carried out within this framework and in the sense that it has been this approach which has made the most impact on the world. Though it will no doubt continue to be very influential for some time to come, this theory, in its pristine form, is probably not now held by very many active workers in the area of psycholinguistics. There are a number of reasons for this, but it is chiefly due to the changes that are going on within generative linguistics itself.

Two fundamental aspects of Chomsky's standard theory have been vigorously challenged by some of the younger generative linguists. For instance, in Chomsky's view, the central component of language is syntax, with semantics and phonology as secondary, or "interpretative," components. McCawley (1968) and others reject this, seeing the semantic component as the central generative component. And if the deepest structures are semantic, then the status of a separate and distinct deep syntactic level becomes questionable and, in any case, much less important. In the last few years it has been the nature of semantic structures which has engaged attention, and while sentences, of course, continue to be studied, a great deal of both linguistic and psycholinguistic research focuses on words. Linguists concentrate on the autonomous semantic structure of words, while psycholinguists—and others who do not necessarily think of themselves as psycholinguists in the restricted sense—seek to account for the processes which permit the language user to perceive words, understand them, store them in memory, and retrieve them when wanted.

The other basic view which is being challenged is that language as a whole should be regarded as a self-contained system, to be described and explained without reference to any of the vagaries of actual language use.
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or to diversity among language users. According to this view, the meaning of sentences is fully determined by reference to language relations and language elements exclusively. The critics of this view argue that the full interpretation of sentences often depends on the listeners' "knowledge of the world," that is, on their knowledge of extra-linguistic facts. For instance, when a British doctor says, "I'm sorry, I cannot help you; you must go to your own doctor," this can be properly understood only if one knows that there is a medical rule in the United Kingdom that a doctor can treat only those patients who are registered with him or who have been sent to him by the doctor with whom they are registered.

Nobody denies that "knowledge of the world" enters into the understanding of language. The point at issue is whether it is so important that it must be incorporated into linguistic theory. The critics claim that it must be, and if it is, then, of course, language can no longer be treated as a self-contained system.

This issue has not been resolved, and the ramifications it produces extend into the psycholinguistics of the understanding of words. There is a fairly commonly-held view that the semantic structure of words is to be accounted for in terms of a partially hierarchically-ordered set of features. For instance, the word woman contains the features animate, human, adult, female, neutral with respect to status, etc. If one holds the view that language is an autonomous system, words have absolute meanings which are the sum of their features. And to understand words and to distinguish the meaning of one word from all the others, the language user must in some way call up the whole bundle of features which characterizes each word. This again amounts to implanting the description of the linguist into the head of the speaker.

Another commonly-held, and differing, view (for instance, for words designating objects) is that semantic features are a subset of perceptual features, and that the number of semantic features that need to be invoked is variable, depending on the setting and on the intention of the speaker. Thus, a white, round block will be designated the white one if it is among round blocks of other colours, and the round one if it is among white blocks of other shapes (Olson, 1972). And when the listener tries to identify the object which the speaker designates, he has to call up only those features which, in a given situation, are sufficient to identify the object, not the whole bundle. Olson goes on to argue that the meanings of words are built up slowly in the native speaker, through an accumulation of experiences in which the various perceptually-distinct features in turn become distinguishing. (The implication is that words have partially different meanings for different people, which will not surprise any non-linguist.)

The intellectual energy which for some years converged on the development of a single set of presuppositions has now become diffused into a number of distinct, though related, approaches within the generative framework. At the same time, other approaches—some new, some temporarily submerged—are beginning to be heard again quite generally. These approaches are very diverse, but in none is language treated as a self-contained system and in all meaning is regarded as the base component. Some of these treatments are more or less directly derived from general psychological theory. For instance, Skinner's (1957) account of verbal behaviour is a straight extension of his general theory of learning. His approach is uncompromisingly communicative.
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The utterances is in terms of what the speaker is seeking to achieve. Osgood's (1957a) psycholinguistic approach is similarly rooted in straight psychological theory, being a sophisticated version of "neo-behaviouristic" mediation theory. But unlike Skinner, who arouses a peculiarly emotional opposition among many psycholinguists, Osgood has had a considerable influence both in theoretical and practical circles. His semantic differential technique and his specific version of a semantic feature analysis has been widely used in research on bilingualism (see Jakobovits, 1970): And his cognitively-based communications model (Osgood, 1957a) was adopted as the theoretical basis of a widely-used diagnostic test of the processes underlying children's ability to use language (see p. 9).

Cognitive psychologists have always been concerned with language because of its close connection to cognitive development and cognitive structures. With the resurgence of interest in cognitive psychology in the last 15 to 20 years, the influence of men like Piaget and Bruner has been enormous. On the whole, however, cognitive psychologists have tended to treat language and language utterances as a means of studying something else, i.e. thought processes, rather than as an object of study in their own right, so the influence of these psychologists has tended to be pervasive rather than specific. But in recent years there has been a very interesting convergence between some generatively-oriented psycholinguists and others who are Piaget-oriented. Studies have appeared in which the child's comprehension and use of language has been directly related to his ability to carry out certain operations, e.g. the ability to recognise when something is more or less than something else (Donaldson and Wales, 1970), or to recognise certain logical relations, like the agent/recipient relation (Sinclair-de-Zwaart and Flavell, 1969).

Chomsky's ideas and theories have made a great impact also within main-line psychology. He has helped to reawaken the interest of psychologists in language function, and all undergraduate curricula in psychology now have a psycholinguistic component. But there has not been a revolution—in Kuhn's sense of the term—in psychology as there manifestly has been in linguistics. There are several reasons for this. One is that there are too many psychologists in the world, pursuing too many different aims. Another and more directly relevant one is that Chomskyan psycholinguistics has no learning theory. If one accepts the idea of innate knowledge, one is effectively relieved from studying the processes of learning and from trying to account for them.

In sociolinguistic circles the main dissatisfaction is with the concept of the "idealised native speaker-hearer." Hymes (1971), Labov (1969), and others do not accept as adequate the notion of the native speaker as a sentence-producing and sentence-judging machine, chugging away regardless of circumstances. They argue strongly that, in addition to accounting for how people construct sentences, it is also necessary to account for how they learn when and how to use them.

* I include Skinner in this survey because, while in linguistic and applied linguistic circles there is a general impression that he was killed off some time ago, there is, in fact, a very busy and lively group of people working away on operant conditioning and verbal learning, quite undeterred by fashions in other circles. And there are quite considerable spin-offs in the fields of clinical and social work.
Another recent development, specifically relevant to language testing, is the rediscovery of the virtues of pragmatics. This is a general trend (following naturally from a preoccupation with formal systems), but in testing its chief advocate is John W. Oller, Jr. (see pp. 39-57 of this volume for a discussion of his views). There is no point in setting down the arguments in favour of the pragmatic view twice, but it may be useful to examine briefly the relation between pragmatics and the various interpretations of psycholinguistics.

In the strict sense of the term, pragmatics derives from the study of formal systems. In such systems, syntax deals with the structure of expressions, semantics deals with the meaning of expressions (without reference to anything outside the system), and pragmatics is concerned with the relationships between expressions in the formal system and anything else outside of it. When Oller (1970c) states that "pragmatic facts of language are those having to do with the relations between linguistic units, speakers and extralinguistic facts (p. 99)," he is using the term more or less in its original sense. According to this definition, pragmatics is a superordinate term, covering any kinds of interdisciplinary activities in which linguistics is involved—psycholinguistics, sociolinguistics, speech and communication studies, etc. But Oller goes further; he asserts that language cannot usefully be studied as a self-contained system, that pragmatic facts must be built into the linguistic account itself. This makes claims about what linguistics should be about and obviously runs into a fair amount of opposition.

The pragmatic facts Oller is particularly concerned with are the processes of comprehension. For him, comprehension is not a matter of computing compatible interpretations of sentences in a vacuum; what is important is the expectations of the listener. Language in use is always concerned with something; listeners expect that what they hear will make sense, so they match up the incoming signals with what they know about grammar and discourse and the world. In a very informal way, this is in line with current cognitive trends in psychology, where perception and comprehension and recall is thought of as an active process where the individual matches his existing structures with the outside signals he is receiving (Neisser, 1967).

It is important to note that Oller's concern is with the comprehension of passages rather than with the interpretation of single sentences. This is the continuous concern in educational circles, since this is what a reader has to do in real life. The original competence/performance distinction was formulated in terms of well-formed sentences, considered one at a time, and the utterances that matched, or did not match, such sentences, with no built-in provision for knowledge of the world or the intentions of speakers or the expectations of listeners. To the extent that we do concern ourselves with discourse rather than with sentences, and admit the relevance of extra-linguistic factors, the applicability of the competence/performance concept, as formulated by Chomsky, becomes doubtful, if not irrelevant.

The problem of relating surface structure to deep structure remains. The difficulty is that nobody is very sure what deep structure is any more. It seems intuitively more satisfying to suppose that cognitive and relational notions such as agents and actions, assent and denial, and location in space and time are at the base of language, rather than nodally related noun phrases and verb phrases, but we are a very long way from any kind of explicit model, or even one that is moderately...
agreed to.

The current concern for comprehension relates to the view that language is to be regarded as a means of communication, both in mother tongue and second language teaching. (This is important from the standpoint of educational needs, as well.) One approach to the problem of comprehension is to try to analyse the component skills. Carroll (1972) evaluating research carried out on a high school population, suggests that the components may be lexical knowledge, grammatical knowledge, the ability to locate "facts" in paragraphs (which presumably involves knowledge of the rules of discourse), and the ability to make inferences, i.e. to go beyond the data given. He suggests further that the first may be analysed in terms of the actual language used, while the fourth would be some sort of general cognitive ability. Many would consider that this sort of approach is not psycholinguistics. It depends on one's definition of the term. If psycholinguistics must have its roots in theoretical linguistics and/or theoretical psychology, then it isn't. But if psycholinguistics is a general term covering studies into the human processing of language, then it is.

PSYCHOLINGUISTICS AND TESTING

The essential truth about nearly all kinds of tests is that the only theory they are based on is test construction theory, which is a kind of applied statistics. Current intelligence tests are not based on any coherent or explicit cognitive theory; language tests are not based on any coherent or explicit psycholinguistic theory. Their sole justification is that they work, i.e. one can make better decisions on the basis of the information that they provide than one could without that information.

Practices in language testing are influenced by 2 things: by pre-theoretical views about the nature of language and language use and, as Upshur (1972) has pointed out, by trends in teaching practices. Language teaching practices are in turn influenced by a number of factors. by economic circumstances (for instance, during the depression in the United States, only reading skill was aimed at because the planners could not assume that students would be able to receive more than 2 years of language learning in school); by general educational trends; occasionally by linguistic, psychological, and sociological theory; but, again, perhaps most of all by convictions about the nature of language.

From time to time linguists have had great influence on language teaching. In the early part of the century, Jespersen provided a scholarly grammar of English which was also admirably suited for pedagogical purposes. Moreover, because of his views about language and about life, he was a vigorous and influential advocate of what would now be called the situational approach.

The structural linguists of the 1940's and 50's were again highly influential, both in terms of getting across their views on the nature of language and in terms of linguistic description. The view that spoken language is primary led to a considerable increase in emphasis on spoken skills, which in turn led to the construction of tests for spoken language. Three-quarters of Lado's (1961) pioneering work on language testing is devoted to the description of testing formats which deal with spoken language in some way. Curricula were drawn up in terms of lists of specific syntactic structures, selected and arranged according to the
prevailing grammatical descriptions. This fits in admirably with multiple-choice testing techniques of the sort that are now sometimes referred to as discrete-point testing. It was under these influences that language testing became a flourishing business and an important part of language teaching technology.

When it comes to generative linguistics and generative psycholinguistics, the impact on classroom teaching trends has been minimal. An examination of recent second language textbooks shows how little of any consequence has been contributed by the theory of transformational grammar itself to the development of teaching material (Lamendella, 1969, p. 270). This no doubt sounds paradoxical in view of the tremendous amount of debate and discussion and persuasion that has been going on. What has happened is that, as usual, have been selective. Some of Chomsky's terminology and some of his views about the nature of language have been enthusiastically adopted. The notion of "creativity", has been accepted as central. The concept tends to be used in a general liberating sense, referring to the marvellous complexity of language and the untramelled capacity of the native speaker to exploit its resources. It is not, in general, thought of as having any particular or restricting psycholinguistic or pedagogical implications. "The intuition of the native speaker" is a handy phrase for replacing the awkward "Sprachgefühl." "Competence" is popularly proclaimed to be the aim of language teaching, but it is difficult to see what practical consequences this reformation has had. The idea of a separate and distinct "faculté de langage," not subject to the same principles of development and learning as other human capacities, has, however, caused much confusion and uncertainty (cf. Carroll, 1971). What is a teacher to do in the face of this mysterious faculty, particularly when the essential categories and relations of language are said to be innate anyway?

We are back to the absence of a psycholinguistic theory of learning. In oversimplified presentations, habit has become a dirty word, but nothing workable has been put in its place. Appeals have been made to rule-based or cognitive learning, but this, in Carroll's phrase, is merely "a kind of verbal overlay" which tends to add to the confusion, since it is in contradiction to the idea of the separateness of the "faculté de langage."

At the level of theory, as distinct from pre-theoretical considerations, the preoccupation with transformational rules has had only limited effects, and none in the classroom. Jacobyits (1970) was brave enough to offer a specific suggestion. Though he thought there was no theoretical basis for imitation and repetitions, he suggested that if exercises are to be given, they should provide practice in carrying out transformational conversions between different, but transformationally-related, sentences:

From a theoretical point of view the development of grammatical competence should be facilitated by getting the learner to perform a set of transformations on families of sentences (e.g.:

I cannot pay my rent because I am broke; if I weren't broke I could pay my rent; given the fact that I have no money, I cannot pay my rent; how do you think I could possibly pay my rent if I am broke; since I am broke the rent cannot be paid; to pay the rent is impossible given the fact that I have no money (p. 106).
This and other similar suggestions have failed to be convincing. The reason why generative linguistic theory and generative psychological theory has had so little impact on language teaching practices is that teachers have, rightly or wrongly, failed to discover any relevance in it to their work. There have been no empirical consequences that are of any great practical value. There have been attempts to teach languages through some sort of transformational approach (e.g., Rutherford, 1968), but they have met with no great success; teachers and theoreticians dislike them equally. There is, however, one field in language teaching where transformational grammar could become important. It depends on whether the tentative return to being willing to give some grammatical explanation in the classroom will gain ground. An eclectic pedagogical grammar would be certain to contain transformational accounts of selected grammatical areas (see Allen and Widrowson, 1975).

Though no transformational influences have reached language testing via the teaching situation, there have been theory-motivated attempts to try out transformational-type tests directly. When Pimsleur started assembling his Language Aptitude Battery (1966), he tried out a subtest requiring skill in embedding sentences then referred to as double-based transformations. The students were presented with pairs of sentences which they had to transform on the lines of the model:

John claims it

John is right

The subtest failed to show any correlation with success in learning foreign languages and was eliminated very early.

Similar attempts to derive tests directly from transformational theory have not proved workable. Briere (1972) incorporated a transformational subtest in the series of tests which were developed to test the proficiency of American Indian children. The children were given a simple declarative sentence and were asked to transform it into a negative, an imperative, or a question. Neither the Indian children nor the control group of native English-speaking children had much success with it. And in the administration of another subtest, consisting of having children repeat simple sentences, the investigators found no relationship between the transformational complexity of the various sentence patterns and the children's ability to repeat correctly.

In contrast, the Illinois Test of Psycholinguistic Abilities (Kirk et al., 1968), which is explicitly based on Osgood's communication model and empirically researched in the usual psychometric way, is widely used as a diagnostic tool with children showing various kinds of language or developmental deficiencies. This presumably is because people who have to make practical decisions about individual children have found that it has practical value. The test has also been used with normal children, and various subtests have been found to correlate with reading skill (Newcomer et al., 1975) and with language dominance in bilingual children (Zirkle et al., 1974). Although it is claimed that the test is theory-based, when one examines the various subtests, they seem to be based on very broadly-conceived notions of human functioning, rather than on any very specific model. This may have something to do with its usefulness in dealing with complex skills. (The subtests are concerned with memory for auditory and visual signals; the ability to check truth
value of spoken and written statements, with reference to knowledge of the world and to pictures; the ability to supply missing words in analogical frames, to describe pictures, and to show knowledge of vocabulary items; as well as the ability to deal with more formal aspects of language—spelling simple words; supplying missing letters in words; supplying the correct inflections of nouns and verbs, and choosing appropriate comparatives, prepositions, and anaphoric pronouns.)

Oiler's pragmatics underlies his very active and successful advocacy of the use of cloze tests for testing foreign language proficiency, as well as of the use of dictation. Both techniques represent very interesting and promising new departures in testing. This might appear to contradict the opening statement in this section that tests are not based on theory, but I regard Oiler's pragmatics not as a theory in the strict sense, but as a conviction about the nature of language and language use—and such convictions do influence testing.

The emergence of cloze tests and dictation tests are 2 of the main new features of language testing. They represent not only pragmatics, but also the new interest in "global" or "integrative" techniques of testing, as distinct from discrete-point testing. This again derives from convictions about the nature of language: if language learning is to be regarded not as the mastering of a series of grammatical structures or transformational sets, but as learning how to communicate effectively, then perhaps testing should elicit "language behaviour" rather than "language-like behaviour."

Discrete-point testing has been strongly criticised in some of the recent testing literature. There have even been suggestions that such tests should be done away with altogether. In order to discuss the controversy, it is necessary to return briefly to a consideration of test theory.

Tests are interesting only when they work, that is, when they accurately measure the characteristics we wish them to measure. That brings us to the knotty problem of validity and criterion measures. How do we know that a test works? The standard answers are: because we get high correlations with total scores on test batteries made up of a number of different subtests or because we get high correlations between test scores and external estimates of the characteristic we are interested in. (Strictly speaking, this only pushes the problem one step further back, i.e. how do we know that the test battery or the external criterion is itself valid? But that is not my concern in this article.)

By way of illustrating the problem, let us consider 3 tests: (a) a sound discrimination test (Ingram, 1968); (b) a dictation test (Oiler), with revised figures given by Rand (1972); and (c) a test of oral communication (Palmer, 1972). All 3 tests involve spoken language, but are otherwise very different. For the sound discrimination test, students have to match a single word recorded on tape with one of 3 written words, and this is neither integrative nor language-like. The dictation test is derived from a familiar classroom device, and is integrative but not exactly reflective of language behaviour. The test of oral communication is an extremely interesting (and recent) development foreshadowed by Upshur's (1972) discussion of the need for such tests. The examiner and the student look at strips of 4 or 5 pictures. In one version the student asks questions until he identifies the picture the examiner has in mind. In another version the student has to describe the picture he has selected until the examiner can identify it. The scoring is either
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The time needed for identification or time plus error count. This test is both integrative and elicits language behaviour.

The first requirement of a new test is and always has been that it must correlate highly with the total score on a battery of assembled subtests. Most batteries contain a mixture of discrete-point and integrative subtests: for instance, grammar tests are usually discrete-point and comprehension tests are integrative. Sample correlations for the 3 tests cited above, with their respective test battery totals, are:

<table>
<thead>
<tr>
<th>Subtest</th>
<th>Type</th>
<th>Correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group 1</td>
<td>Group 2</td>
</tr>
<tr>
<td>Sound discrimination</td>
<td>discrete-point</td>
<td>.66</td>
</tr>
<tr>
<td>Listening comprehension</td>
<td>integrative</td>
<td>.68</td>
</tr>
<tr>
<td>Grammar</td>
<td>discrete-point</td>
<td>.68</td>
</tr>
<tr>
<td>Reading comprehension</td>
<td>integrative</td>
<td>.43</td>
</tr>
</tbody>
</table>
There is nothing in these figures to suggest that there is any intrinsic difference between discrete-point tests and integrative tests as regards the amount of agreement obtained between test scores and the estimates of teachers. It is, of course, true that these subtests and their items were ones which survived several stages of item analysis and correlations with totals, but that is true of any properly-researched test. It is, in any case, quite unnecessary to suppose that one has to make an either/or choice, that if one approves of integrative tests, one should therefore disapprove of discrete-point ones. This "disjunctive fallacy," as Carroll calls it, stems, it seems to me, from misunderstandings about the nature of language command.

Firstly, a test seeks to measure accurately a given characteristic in an individual drawn from a given population. The most obvious way of finding out how good a person is at doing something is to take a job sample: if you want to know how good somebody is at writing an essay, set him to write an essay. But as is well-known, due to a number of operative factors, the results may well vary: people write better essays at some times than they do at others, and, just as important, judges judge better at some times than they do at others. Job samples are inherently valid, but tend to be unreliable because of this variability, thus lowering their validity. This is why multiple choice testing came into existence: multiple choice tests are highly reliable when properly constructed. But they do not necessarily possess inherent validity; in language testing they may, for instance, elicit language-like behaviour rather than language behaviour. So the validity, or lack of validity, of such tests has to be empirically demonstrated by comparison with a criterion. This, in my opinion, also holds true for job-sample tests. Once the validity has been demonstrated, however, it is immaterial what type of test we are dealing with. If a test works for the purpose it was intended to, then that is all that matters.

Secondly, though we have no great understanding of the nature of language processes, we at least know that they are very complex. It is therefore highly unlikely that any single type of test will reflect all the facets of that very intricate human faculty: language command. For any full assessment, as distinct from quick screening jobs, a number of different types of subtests are more likely to give an accurate picture than any single measure, and, within limits, the more difficult the subtests are, the greater the chances of sampling language behaviour adequately.

A PEDAGOGICAL APPROACH

Testing is an educational method. For a very small minority it is a subject of study and research in its own right, but in the wider context it is a practical tool, ancillary to teaching. Most teachers are practical people—they have to be—and on the whole they do not find highly-abstract theoretical models very useful. In order to be useful, an analysis of learning—a description of language—must relate fairly straightforwardly to actual situations, to directly observable and recognisable dimensions. There is no implied criticism here of either teachers or theory-makers; I am merely stating a truism about their different preoccupations and purposes. If testing is ancillary to teaching, then it must be accounted for on the same basis as teaching, that is, in terms of a hot too abstractly-
formulated model of learning. In my view, it is not necessary or useful to set up a model for language learning which presupposes that language learning is essentially different from all other kinds of learning. But it is essential to look for an account which recognizes that there are distinct, though interdependent, learning processes. I believe this to be true at any level of abstractness, but certainly, at a practical level, it is the only way of making sense of the many highly diverse teaching and testing practices which actually occur, and which actually work, when appropriately employed. The most useful account of this sort that I know of is Gagné's (1965) analysis of the conditions of learning, which is specifically aimed at educational contexts. I have elsewhere attempted to show its relevance to the second language learning and teaching situation (Ingram, 1975). I shall not repeat the arguments here, but, by definition, if the account is relevant to learning processes, it must also be relevant to testing practices (insofar as they work).

Gagné recognizes a number of types of learning, all hierarchically related. The least complex and most basic type is a very simple form of perceptual learning—learning to recognize and distinguish recurring objects and events. This underlies all other forms of learning and is generally difficult to exemplify in a pure form, because most of it happens in early childhood, and other and more complex forms of learning supervene almost immediately. But the process is very clear in second language learning. For instance, in order to differentiate, entendre; attendre [atadr]; [atadr]

one must distinguish nasalised from non-nasalised vowels, and in order to differentiate,

cent vents; cent vins [så vá]; [sa vé]

one must be able to tell one nasalised vowel from another.

Gagné makes it quite clear that there is no disjunction between this kind of very basic learning and the more complex forms, such as concept learning. Concept learning is essentially a matter of learning how to categorise partially different objects or events under one heading because they possess certain critical characteristics, e.g., Alsatians and terriers and dachshunds are all dogs, or because they are functionally equivalent in some way, e.g., guns and knives and arrows are all weapons. There can be no concept learning of this sort unless perceptual learning is secure, i.e., unless we have learned to identify and distinguish objects and events in the first place. Similarly, the ability to use words appropriately depends on a series of conceptualisations: categorisations of non-linguistic objects and events must be learned; semantic categories and syntactic classes must be respected. The objects that are categorised may be more or less abstract, but ultimately all concepts that have empirical reference relate back to the perceptual world and perceptual learning.

Two other forms of learning which Gagné recognizes are chaining and problem-solving. Chaining is that form of learning which enables us to produce as a smooth sequence an activity which has several component parts. For instance, verbal chaining enables us to produce and recognize a phrase or an utterance as a unit, to operate rules of agreement
and concord without computing each element separately, to get word-order right, to produce the more stereotyped utterances of social exchanges, and to fit everything into the appropriate intonation and stress contours.

In problem-solving learners have to structure a given task so that they can make decisions about relevant concepts and procedures. Whenever learners are asked to induce a given grammatical rule, they are invited to produce problem-solving behaviour. Problems can be difficult in two ways, either because the necessary conceptual structure is complex or, quite often, because the relevant concept just does not occur to people. It is, for instance, fairly difficult for native speakers of Germanic languages to induce unaided the rule for the use of the possessive son and sa in French: the fact that it is the concept of grammatical gender which is relevant, and the gender of the word functioning as object at that, seems initially very strange to such speakers.

I have mentioned four of Gagné's forms of learning—perceptual identification, chaining, concept learning, and problem-solving—and in the barest possible way indicated the links with certain language learning phenomena. Now consider them in relation to language testing formats. Perceptual learning provides a direct rationale for tests of sound discrimination, such as the one described on p. 10. Chaining can be seen to underlie those test formats which test the learner's ability to operate the obligatory rules of language, for instance, those concerning morphology and those concerning the sequencing of elements, and also those formats which test the learner's easy recognition of predictable patterns and conversational sequences. Concept learning is obviously relevant to all aspects of language use. In testing it is directly required by items which ask the learner to choose the appropriate form in light of a given context: the learner must categorize the occasion indicated by the context as being an instance of a class of occasions which call for the selection of one language form rather than another, for instance, the use of the present perfect rather than any other tense form. Finally, problem solving is an indispensable element in tests of comprehension. The learner must assemble his knowledge of grammar and vocabulary, his knowledge of the world and of the rules of discourse, to enable him to identify the facts and the conclusions and the implications of the passages he is asked to interpret.

This approach is not as elegantly simple as Chomsky's model (or Skinner's, for that matter). But it is serviceable; and that, in a teaching/testing context, is what matters.
In the language testing context, the term "psychometrics" can be most usefully defined as any and all utilisations of numerical data and related logical operations in the service of developing, using, and interpreting the results of measurement activities carried out upon language learners or potential learners. In any given measurement activity, the psychometric procedures involved are properly dependent on the purpose which the measurement activity itself is intended to serve, and their appropriateness and adequacy are judged by the extent to which they contribute to the accomplishment of the intended purpose.

It is useful, in this regard, to define three broad categories of purpose within the language testing area. The first is prognosis, briefly described as the prediction of an individual's future achievements in language learning on the basis of currently available measures of a linguistic or other nature. A second measurement purpose is the evaluation of achievement, in which the intent is to determine the extent to which the student has learned ("acquired," "mastered," etc.) elements of linguistic content formally presented in a course or other controlled learning situation. A third broad area of measurement purpose is the evaluation of proficiency, that is to say, the determination of the extent to which the student is able to utilize the tested language for such real-life receptive or communicative purposes as reading magazines or novels, conversing with friends on topics of general interest, and so forth.

In proficiency testing, the manner in which the measured proficiency has been acquired is not at issue; indeed, the testing process and test content should be completely independent of the student's language learning history.

In view of the extremely close relationship between the intended purpose of a given measurement instrument and the psychometric concepts and procedures appropriate to it, the discussions in the following pages have been sectioned according to the three categories of testing purpose identified. Within each section, the major concern will be to identify those aspects of psychometric practice most suited to the development, use, and interpretation of the test instruments in question, and to relate these to the format, content, and pragmatic purposes which the tests themselves are intended to serve.

PROGNOSTIC TESTING

The basic function of prognostic testing in the language learning con-
text is to use currently available information about a student to predict
the level of accomplishment which he or she is likely to attain at some
future time, after having followed a particular language learning program
or activity. The degree to which scores on a given test or other quanti-
fiable measure, such as rank in class or course grades, can accomplish
this predictive purpose depends on the extent to which these data corre-
late, in a statistical sense, with achievement test scores or other
quantifiable criteria of "success" used at the completion of the learning
program. The correlational relationship is usually expressed by means of
the Pearson product-moment correlation coefficient, which ranges from zero,
indicating a complete absence of relationship between scores on the pre-
dictor and criterion measures, to 1.0, indicating a perfectly consistent
relationship. The higher the correlation, the more accurate the predic-
tion, in the sense that there is a decreased statistical probability that
a given prediction will be inaccurate.

The development of effective prognostic techniques is thus, in large
part, an attempt to find tests or other measures which correlate highly
with appropriate indices of (later) language success. Grade averages,
rank in class, tests of general intelligence, and other measures generally
available in student records have for many years served in the prediction
of language learning success; these efforts have been reviewed by Henmon
et al. (1929), Salomon (1954), and Pimsleur et al. (1962). Predictive
value has also been sought through more specialized techniques, including
tests of musical ability (Blickenstaff, 1963), measures of articulatory
precision (E. Pike, 1959), and psychological profiles (Morgan, 1953).

Aptitude Test Development

An intensive search for effective predictors of language learning abil-
ity that could be readily and uniformly administered to prospective lan-
guage students was carried out by John R. Carroll, during the early 1950's
in the context of the intensive foreign language courses conducted at the
Army Language School in California and at other government training centers
(Carroll, 1962). The research technique used was to administer test bat-
teries consisting of a large number of experimental tasks to students enter-
ing the language learning programs, and to select, through factor analytic
techniques, a much smaller number of tasks which preserved most of the
predictive power of the original larger batteries. The major outcome of
the Carroll studies was the publication of the Modern Language Aptitude
Test (Carroll and Sapir, 1950), consisting of 5 separate subtests entitled
Number Learning, Phonetics, Script, Spelling, Words in Sentences, and
Paired Associates. Each of the subtests was intended to tap a competence
related to the ability to learn a foreign language without requiring the
student to be familiar with any language other than English.

Carroll's search for higher predictor criterion correlations (and hence,
more effective prognosis) was relatively successful. In the test manual
for the MLAT, Carroll was able to report correlations as high as .71 between
MLAT scores and high school language course grades, compared to correla-
tions of .35 to .52 for the Otis L Q test and other measures of general
intelligence.

Although such results did represent an appreciable improvement in pre-
dictive power, it should be noted that a correlation of .71 accounts for
only slightly more than half of the statistical variance present in the
criterion scores. The remaining "unpredicted" variance reflects influences
not accounted for by student scores on the prognostic test; these may be hypothesized to include differing levels of student motivation (which, in some instances, could counter-balance a lower degree of intrinsic-language learning ability), tutoring or other special study opportunities during the course of instruction, and various other factors.

Carroll Model of School Learning

A conceptual framework within which the nature and influence of these "other-than-aptitude" variables might be empirically analyzed was suggested by Carroll a number of years ago in his "model of school learning" (Carroll, 1963). According to this model, a student's success in accomplishing a given learning task can be represented as a mathematical function consisting of the following elements: the student's "aptitude" for the task in question; "ability to understand instruction," as determined by measures of overall intelligence and verbal ability; extent of "perseverance," as indicated by the amount of time the student is willing to spend in active study and presumed to reflect the level of motivation; the "time available for learning"; and the "quality of instruction" provided.

A powerful implication of such a model is the notion that students with a low level of measured aptitude for language study can, nonetheless, reach an acceptable level of accomplishment if other variables in the equation are suitably adjusted—for example, if more formal learning time is provided or if more carefully developed instructional materials are made available. These concepts may appear commonsensical to the practicing language teacher; nonetheless, their integration into the formal model proposed by Carroll is significant in that it clearly postulates the contribution to be made by each variable toward a criterion of measured achievement.

In order to validate the Carroll model and render it useful for instructional planning and prediction, it would be necessary to quantify each of the component variables for experimental study. Detailed procedures for gauging students' motivation for, and attitude toward, language study have been developed by Wallace Lambert and his associates (Gardner and Lambert, 1972; Lambert et al., 1968), and several of the scales and questionnaires used in the Lambert studies have been incorporated in the Foreign Language Attitude Questionnaire prepared by Leon Jakobovits on behalf of the Northeast Conference on Foreign Language Teaching (Tursi, 1970). Measures of this type could be expected to serve as indicators of "perseverance" in the Carroll model. Measures of "ability to understand instruction" are available in tests of general intelligence. "Time available for learning" could be quite easily quantified in a programmed instruction context and, notwithstanding current difficulties in accurately measuring "learning time" in the usual classroom and homework situation (Packard, 1972), effective quantification in these settings is basically a matter of improved observational and recording techniques.

The most elusive variable in the Carroll model is without doubt that of "quality of instruction." However, the use of interaction analysis procedures for classroom teaching (Moskowitz, 1970) and more precise formulations of effective teacher behaviors as judged by panels of experienced teachers (Hayes et al., 1967) provide encouraging signs
that reasonably satisfactory measures of this component may be available within the not too distant future. Multiple regression techniques and other statistical procedures are available for use with the Carroll model as soon as the necessary measures have been defined and data obtained for representative students and course combinations. The considerable practical value of a predictive system based on this model would be to permit a highly individualized prescription of the types of courses and lengths of study that students having various combinations of language aptitude, intelligence, and motivation would require in order to reach defined learning goals.

Selection of Criterion Measures

So far in the discussion, interest has been focused on the predictor measures as such, whether a single predictor—as represented by grade average, I.Q. score, or MLAT score—or the multiple predictors implied by the Carroll school learning model. The magnitude of any predictor-criterion correlation is also highly dependent on the nature of the criterion measure itself. It is unfortunately often the case that some readily available measure—such as the final course examination or a standardized test that happens to be on hand—will be adopted as the criterion measure for a predictive study, with little consideration of the extent to which it accurately represents the specific achievements which the prognostic measure was originally intended to predict. For example, a certain prognostic test that is intrinsically a highly accurate predictor of listening comprehension and speaking ability might show only moderate or low correlation with an end-of-course examination consisting predominantly of reading comprehension questions and writing exercises.

The proper selection of criterion measures is of special importance in large-scale research studies aimed at the experimental identification of promising predictor measures. Since the statistical procedures used in these studies operate to maximize the prediction of the criterion without regard to its nature, it is crucial that the criterion represent the most valid measure of the desired achievement available. In this respect, further advances in the area of prognostic measurement must rely, at least in part, on corresponding increases in the sophistication and precision of the criterion measures, which are validated.

EVALUATION OF ACHIEVEMENT

Tests used in the evaluation of achievement are focused on measuring the student's acquisition of course content—that is to say, those aspects of phonology, lexicon, and structure to which the student has been formally exposed in textbooks, classroom sessions, or through other instructional means. Within the achievement testing area, two subclassifications are possible, based on the degree of detail which the test results are intended to reflect. Tests which undertake to determine the student's acquisition, or lack of acquisition, of discrete elements of course content (for example, mastery of each of the vocabulary items introduced in a textbook unit) can be referred to as diagnostic-achievement tests. General achievement tests, on the other hand, are directed at measuring the student's ability to combine several different aspects of course.
content in situations which more closely approximate ordinary language use. Even though the content of a general achievement test may be more global and more "realistic" than that of a diagnostic achievement test, it continues to share the primary characteristic of all achievement tests in that it is properly based on only those combinations and recombinations of language elements that have previously figured in the formal instruction.

It should be emphasized that the procedures followed in developing an achievement test are uniformly applicable to any type of course or course sequence. Regardless of the theoretical or pragmatic guidelines used in the initial specification of course content (for example, contrastive analysis, functional load, situational utility, or simply the informed judgment of practicing teachers), the achievement measurement question is always that of adequately representing—within the content of the test itself—the content of the instructional syllabus on which it is based.

With the possible exception of an achievement test on the first lesson of a beginning course, it would be impossible to include in any test instrument of administerable length all of the linguistic elements to which the student is exposed in the instructional setting. The specification of test content, in virtually every instance, must involve sampling, from among an extremely large number of potentially testable elements, those which can be considered to stand in for a wide number of similar elements not formally tested. Unfortunately, the identification of meaningful domains of "similar" elements is an extremely complex matter, and the more highly diagnostic the test, the more evident are the problems involved.

Problems in Diagnostic Testing

Some of these difficulties have been previously cited (Clark, 1972b), using as an example the diagnostic testing of "the written forms of the French passé composé." Within this general area, the proper achievement testing strategy would be to identify various content domains which could be considered homogenous for testing purposes in the sense that student success or failure on a given item within the domain could be taken as indicative of similar performance on the other items in that domain. A proposed domain might be the different personal forms of a single conjugated verb (Je suis allé, tu es allé, il est allé, etc.). Student's answering a "tu es allé question" correctly would be expected to perform correctly on a "je suis allé question" or on any other component of this particular paradigm and those failing the tested item would be expected to miss each of the other elements of the domain were they to be tested on them.

It is obvious that the way in which the domains are specified is of crucial importance to the extrapolation of the testing results, and that the student's language learning history must also be taken into account in formulating these domains. For example, the je suis allé, tu es allé domain might be appropriate for students who have, in their course work, been introduced to all personal forms of this verb. The same domain would not, however, be usable for classes in which only the "tu" form had been introduced at the time of testing.

For a given course of instruction, it might be feasible, although certainly arduous, to specify a number of testing domains based on care
ful analysis of the content and sequencing of the teaching materials, and then to include each and every element of these domains in a lengthy validation test. Domains for which student testing results were not uniform across elements would be reformulated and retested; for any domains showing homogeneous results, individual elements could subsequently be drawn on a statistically random basis for inclusion in a smaller, operational test form.

Within the usual classroom situation, the prospects for such detailed test preparation activities would not seem encouraging. However, educational publishers developing new textbook programs and accompanying test materials might find this a reasonable procedure. It should also be noted that such an approach would permit the essentially simultaneous development of several alternate test forms, each having highly comparable content and measurement characteristics.

A second fundamental difficulty in diagnostic achievement measurement is that of designing testing formats and individual test items which accurately and unambiguously measure the specific behaviors in question. It is unfortunate that multiple choice procedures, although admirable from the viewpoints of scoring speed and objectivity, do not lend themselves well to the diagnostic testing of discrete linguistic accomplishments. One drawback in this regard is the probability of correct response by chance. This probability is at the highest level for 2-option or "true-false" items, for which the student has a 50% chance of answering the item correctly in the absence of any knowledge of the linguistic element tested. The likelihood of successful chance response can be reduced somewhat by increasing the number of answer options per item (in 4- or 5-choice items, the chance success probability is .25 and .20, respectively), but beyond a total of 4 or 5 options per item, the item writing task becomes extremely difficult and time consuming.

A second means of reducing the chance success factor is to incorporate into the test more than one item based on the same content element and to require the student to respond correctly to each of these items before mastery of the element is assumed. The statistical probability of a student's answering each of a series of multiple choice items by chance becomes very low with just a few items (for example, .008 for a sequence of three 5 choice items). Blatchford (1971) has made use of this technique in developing a diagnostically oriented test of Chinese grammar. However, despite the statistical appeal of this procedure, the time required for test administration is appreciably increased when more items must be presented for each of the elements to be tested. A further drawback to this approach is that alert students may be able to use certain formal similarities among the various items dealing with a single element and deduce the appropriate answer solely on this basis.

In addition to the problem of chance response in using multiple choice items for highly diagnostic purposes is the difficulty of designing item stems and response options so as to eliminate the possibility that the student will be able to use information unrelated to the element tested in arriving at a correct response. For example, in a 1-choice vocabulary item presumably testing a single lexical item (the keyed answer), the student might be able to rule out the other proposed answers as inappropriate without actually understanding the meaning of the intended word.

The possibility that the student may, in many cases, be able to find the correct response by following a linguistic path other than the one
intended, together with the unavoidable statistical probability of
correct response on a purely fortuitous basis, render multiple choice
techniques of dubious validity in testing situations which attempt to
certify the student's acquisition of discrete, highly specific elements
of course content. More appropriate formats for diagnostic testing pur-
poses would include the great number of fill-in or other "constructed
response" techniques presented and discussed in Lado (1961), Clark (1972a,
1975a), and Valette (1977).

If it can be assumed that the student's response to a diagnostic test
item is an accurate indication of his mastery (or lack of it) of the
linguistic element in question, a test based on a number of such items
(each dealing with a different element) may be thought of not as a single
instrument for which one total score would be generated, but as a series
of individual, one-item tests, with a separate ("pass-fail") score avail-
able for each item. Although such a high degree of diagnostic specificity
is possible in theory, the sheer data processing and interpretation
burden which the one-item, one-score principle imposes on classroom
teachers and students alike would make its full-scale implementation
unfeasible in most cases. For example, a 10-item diagnostic test admin-
istered to 30 students would yield 300 separate "scores." Administration
of 15 such tests over the course of a school year would produce 4,500
separate items of information on student performance which would have to
be tallied, reported, and interpreted.

An attempt at handling large quantities of diagnostic test data
through computer techniques has been made by Poulter (1969), who used
mark-sense cards as the student response medium for language laboratory
quizzes. The Center for Curriculum Development (1971) at one point
offered a computer-based scoring service for tests in its Voix et Images
French program in which individual item responses were stored and
retrieved for individual students and the class as a whole, together with
printed statements of the linguistic aspect tested in each case. Com-
puter-assisted test administration, scoring, and diagnostic reporting
has also been undertaken by Boyle et al. (1977). With few exceptions,
however, these and similar techniques are not readily available to the
classroom teacher.

An alternative to single-item reporting and interpretation is the
combining of several test items into broader units of content which still
retain some degree of diagnostic value. For example, 3 levels of score
reporting were provided for in an experimental test of "spoken Spanish
grammar" developed by Educational Testing Service for use in Peace Corps
language testing projects (Educational Testing Service, 1971). At the
more detailed level, each response was scored separately, permitting
diagnostic statements such as, "the student can produce the third person
singular present tense form of "vivir" in a single sentence context using
known vocabulary." At a second, more general level of scoring, a group
of related items was considered to constitute a "mini-test" for a some-
what broader category (e.g., "present tense verb forms"), with the score
for each mini-test reported as the number of correctly answered items
within that category. This second technique permitted identification of
areas of student strength and weakness at the level of "present tense
verb forms," "possessive pronouns," "definite and indefinite articles,"
and so forth. Although this second-level scoring procedure did not yield
the great informational detail of individual-item scoring, the data
handling aspects were considerably less onerous, especially for score.
information accumulated across students and test administrations.

An important conceptual and practical task in the future development of diagnostically-oriented tests of language achievement will be the adoption of a level of specificity which permits a useful degree of instructional feedback without exceeding the information processing capabilities of the students or teaching staff. Despite the problems involved in defining such a level, and in developing diagnostic achievement tests generally, these efforts should be more than repaid by the informational feedback which such instruments can provide in the service of increased student motivation (Cartier, 1972; Marso, 1969; Pack, 1972; and Steiner, 1970) and language course planning and improvement (Parent and Veidt, 1971; Valette and Disick, 1972).

General Achievement Tests

General achievement testing is by definition a less specific and less highly controlled type of evaluation in which diagnostic precision gives way to the presentation of longer and more natural language sequences. Within this framework, the use of multiple choice formats is not necessarily proscribed. Since the measurement focus is on whole-test performance, the effects of chance response are diffused over the test as a unit, and a certain proportion of the total test score is formally or implicitly discounted as attributable to chance factors. The possibility that students will take somewhat differing linguistic paths to a correct answer is also of lesser concern because of the more global measurement intent.

Although diagnostic standards may be relaxed for tests of general achievement, these tests must continue to be based on lexicon and structures to which the student has been exposed in the course of instruction. In this regard, the use of externally prepared standardized instruments for achievement testing purposes must be conditioned on the extent to which they incorporate the lexicon, structures, and other elements of linguistic content presented in the course of instruction. To the extent that test content and instructional content differ, the usefulness of the external test as a measure of specific course achievement is diminished. Carroll (1969) and Valette (1969) independently raised this point in their discussion of testing results for the so-called "Pennsylvania study" (Smith, 1970), in which scores on the MIA Cooperative Foreign Language Achievement Tests (Educational Testing Service, 1965) were used as criteria of accomplishment in "audiolingual" and "traditional" courses. Valette found that a large proportion of the vocabulary used in the MIA Cooperative Reading Test did not appear in the textbooks used by the audiolingual classes, and on the basis of this suggested that the Cooperative Test was not a valid measure of achievement for the audiolingual group.

The problem of content in using externally-prepared tests as measures of course achievement can be obviated to some extent by careful prior examination and selection of the test instruments. Cox and Sterrett (1970) have suggested a statistical procedure in which only those test items which are judged to reflect course content would be included in calculating total test scores. This procedure would effectively remove the influence of content-inappropriate items, and, provided that the unscored items constituted only a small proportion of the total items in the test, there would be little adverse effect on test reliability.
EVALUATION OF PROFICIENCY

The purpose of proficiency testing is to determine the student's ability to use the test language effectively for "real-life purposes," that is, to say, in vocational pursuits, for travel or residence abroad, or for such cultural and enjoyment purposes as reading literary works in the original text, attending motion pictures or plays in the test language, and so forth. In all cases, the measurement emphasis is on the extent to which the individual is capable of utilizing his knowledge of, and facility in, the language to accomplish some desired receptive or communicative purpose. In contrast to achievement testing, which is explicitly based on the nature and content of the student's language learning history, proficiency testing focuses entirely on the examinee's ability to perform pragmatically useful tasks in the language, without regard to the manner in which that ability was acquired.

Within the proficiency testing category, it is possible to distinguish direct and indirect procedures. From a theoretical standpoint, the most direct procedure for determining an individual's proficiency in a given language would simply be to follow that individual surreptitiously over an extended period of time, observing and judging the adequacy of performance in the language-use areas in question: buying train tickets, ordering a meal, conferring with colleagues on work-related matters, conversing with friends on topics of current interest, writing a note for the plumber, ordering business supplies by correspondence, and so forth. It is clearly impossible, or at least highly impractical, to administer a "test" of this type in the usual language learning situation. Nonetheless, the development of proficiency measurement procedures that can properly be considered "direct" must be based on approximating, to the greatest extent possible within the necessary constraints of testing time and facilities, the specific situations in which the proficiency is called upon in real life.

Validity Considerations in Proficiency Testing

The formal correspondence between the setting and operation of the testing procedure and the setting and operation of the real life situation constitutes the face/content validity of the test—the basic psychometric touchstone for direct proficiency tests. The face/content validity of a given instrument must be determined by close examination and analysis of the testing materials and procedures themselves, and this determination is necessarily logical and judgmental, rather than statistical, in nature. This concept may be somewhat disturbing to statistically-oriented test developers and users, who might prefer some numerical index of validity, perhaps a "coefficient of face/content validity" analogous to the predictive validity coefficients associated with prognostic tests. However, since a direct proficiency test is, in effect, its own criterion, it must necessarily be evaluated by informed inspection rather than through statistical means. The judgmental nature of face/content validity should not in any way be considered a disparagement of this validation process; as succinctly expressed by Ruon (1946), "[face/content validity] sounds as though it were a rather superficial thing; as though we should require some more conclusive proof of the test's validity. Actually, there can be no more conclusive proof (p. 290)."

Direct proficiency testing can encompass the measurement of student
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skill in any of the 4 language modalities. For example, the Graduate School Foreign Language Tests provide measures of the student's proficiency in reading verbatim excerpts from journal articles and other texts appropriate to given areas of graduate school specialization. Direct measures of writing proficiency require the student to produce materials such as business letters, reports, and other documents at issue in specified real-life writing situations. For purposes of discussion, it will be useful to concentrate on an area of language proficiency of high current interest to students, teachers, and language testers: the ability to communicate orally in face-to-face language situations.

As has been emphasized by a number of authors (Cooper, 1970; Jakobovits, 1969, 1970; Paulston, 1974; Spolsky, 1968; and Upshur, 1972), an individual's ability to communicate effectively in a given language cannot be considered directly proportional to his mastery (or lack of it) of specified lexical items, grammatical structures, or other discrete elements of performance. As a consequence, instead of using linguistic inventories as a point of departure for setting test specifications, the developer of a communicative proficiency test must be concerned with arranging testing situations that are the closest possible facsimiles of real-life communication situations. Instead of evaluating the linguistic accuracy per se of the examinee's performance, the tester must concentrate on determining the extent to which the examinee is able to convey various types of information in an accurate, efficient, and situationally appropriate way.

With respect to appropriate settings for a direct test of communicative proficiency, the presence of a live interlocutor is probably indispensable for adequate face/content validity. Published speaking tests using tape-recorded stimuli to which the student replies are some steps removed from a real communicative situation in that they do not allow for the speaker interaction and instantaneous alteration of content characteristic of face-to-face conversation. Except for telephone conversations and other communication-at-a-distance situations, real-life oral communication also involves facial, gestural, and other visual cues which cannot be provided in a test situation except on a face-to-face basis.

However, the mere fact of a face-to-face conversation is not of itself a sufficient demonstration of validity: close attention must also be paid to the topical content of the conversation and to the psychological/interpersonal relationships that are established during the course of the test. It is probably futile to hope that the affective components of a formal testing situation will ever closely approach those of the real-life situations which the test attempts to reflect. As Perreault (1967) expresses it: "...both participants know perfectly well that it is a test and not a tea-party, and both are subject to psychological tension and what is more important, to linguistic constraint of style and register thought appropriate to the occasion by both participants." None theless, for the sake of test validity, every effort must be made to minimize the "examination" aspects of the conversation in favor of a more natural and encouraging ambiance.

Scoring Procedures

In addition to the validity of the test setting and administration procedure, there is also the question of validity of the scoring procedures used. The degree of scoring validity depends on the extent to which the
scoring system represents examiner judgments of the student's ability to convey information in an efficient and situationally appropriate way, rather than the grammatical accuracy, correctness of vocabulary, or other linguistically-oriented aspects of the student's performance. It is, however, often difficult to separate "communication" and "linguistic accuracy" in scoring practice. For example, the scoring criteria for "level 2" performance on the Foreign Service Institute's language proficiency interview (Rice, 1959) are reproduced below, with emphasis (italicizing) added to indicate those portions involving judgments of linguistic accuracy rather than of communicative performance as such:

Can handle with confidence but not with facility most social situations including introductions and casual conversations about current events, as well as work, family, and autobiographical information; can handle limited work requirements, needing help in handling any complications or difficulties; can get the gist of most conversations on non-technical subjects (i.e., topics which require no specialized knowledge) and has a speaking vocabulary sufficient to express himself simply with some circumlocutions; accent, though often quite faulty, is intelligible; can usually handle elementary constructions quite accurately but does not have thorough or confident control of the grammar.

A similar intermingling of communicative and linguistic criteria is seen in the description of "elementary speaking proficiency" on the English Proficiency Chart of the National Association for Foreign Student Affairs (again, emphasis added): 9

Asks and answers questions on daily personal needs and familiar topics with very limited vocabulary; makes frequent basic errors in structure and pronunciation.

In addition to the validity question for scoring procedures is the problem of scoring reliability. Although scoring reliability is not a significant problem in testing procedures based on multiple choice or short response formats, it assumes substantial proportions in situations where human judges must assign numerical ratings to longer and less highly structured samples of language behavior. Two types of scoring reliability are at issue in such instances: intra rater reliability, which refers to the extent to which a given rater is able, repetitively, to assign the same score to a given test performance, and inter rater reliability, which refers to the extent to which 2 or more raters assign the same score to a given performance. Low intra rater reliability is a serious problem, since it indicates that the standards of scoring judgment are not stable even among individual judges. Low inter rater reliability is also a troublesome matter in that the obtained score becomes dependent in large part on the rater involved: examinees who happen to draw a more lenient rater stand to benefit by comparison with examinees whose performance is evaluated by a more severe rater.

Studies of intra- and inter-rater scoring performance have primarily been conducted in the area of written production or "essay testing" in the examinee's native language, as comprehensively reviewed by Coffman (1971). Tests of oral communication in either native or second languages pose technical problems in that it is substantially more difficult to "represent" the student's performance for repetitive scoring by the original
rater or other independent raters (Clark, 1975b); this situation has
doubtless contributed to the general paucity of scoring reliability stud-
ies in the speaking proficiency area. As reported in the test manual,
an inter-rater reliability study of 100 speaking test tapes in the MLA-
Cooperative Test battery yielded a 2-rater correlation of .59, using a
scoring procedure based primarily on judgments of linguistic accuracy
rather than on overall communicative ability. In a small-scale reliabil-
ity study of the FSI interview carried out at Educational Testing Service,
the scores of 2 raters simultaneously present at 80 interview sessions
coincided as to basic score level (on a 6-point scale) in approximately
95% of the cases. Notwithstanding the information provided by occasional
limited studies of this type, the scoring reliabilities of direct profi-
ciency interviews (and of tests of speaking ability in general) remain
to be comprehensively investigated and documented.:

Several procedures might be suggested to increase the scoring reliabil-
ity of direct tests of communicative proficiency. For example, the
interviewers could be asked to cover specified topical areas or to ask
a fixed series of questions of each examinee. Or various scoring aids
could also be devised, such as the "Factors in Speaking Proficiency"
chart developed by FSI staff for use along with the original verbal
ratings of competence (Wilds, 1975). This chart breaks down the student's
performance into the categories of pronunciation, grammar, vocabulary,
fluency, and comprehension. Weighted scores are assigned to each cate-
gory, and the student's final rating is derived from a total score across
categories which is then reconverted to the original verbal scale.

Although a high degree of scoring reliability for direct proficiency
tests is certainly an important goal, such reliability should not be
sought at the expense of face/content validity. In the first example
above, detailed advance structuring of the content and sequencing of the
interview would make it less representative of the often digressive con-
versations typical of real-life communication. In the second example, the
compartmentalization of the student's responses into different linguistic
categories for scoring purposes, together with the assignment of fixed
score weightings to each category, could be expected to do some violence
to the final rating as a direct measure of communicative proficiency.
Although it may be hoped that testing procedures can eventually be de-
veloped which combine a high degree of face/content validity with high
scoring reliability, in cases of conflict considerations of validity
should take precedence over scoring reliability.

Indirect Proficiency Tests

Indirect proficiency tests are also intended to assess the extent to
which the student is able to function appropriately in real life language
use situations. However, unlike direct proficiency tests, indirect
measures are not required to reflect authentic language-use contexts and,
indeed, they may in many cases bear little formal resemblance to linguis-
tic situations that the student would encounter in real life. One
example of an indirect proficiency measure is the "reduced redundancy"
test developed by Bernard Spolsky (Gaies et al., 1977; Spolsky, 1972; and
Spolsky et al., 1968). In this procedure, the student is asked to listen
to and transcribe a series of sentences in the test language which are
accompanied by a specified degree of electronically produced background
noise. Development of this test is based on the theory that individuals
who have a high level of global proficiency in the language will be better able to utilize the reduced number of linguistic cues available in acoustically distorted speech and will thus be able to perceive the recorded stimuli accurately at lower signal/noise levels. Although a case might be made for the existence of a limited number of "reduced redundancy" situations in real-life contexts (for example, telephone reception over faulty equipment), the Spolsky technique does not, in general, reflect the kinds of language-use situations in which the student would be expected to operate in real life.

The usefulness of the Spolsky test and other indirect proficiency measures does not, however, depend on the tests' face/content validity but on the extent to which the test scores are found to correlate, on a statistical basis, with more direct measures of the proficiency in question, simultaneously administered during the test validation phase. The practical utility of these concurrent validity studies and the obtained correlations lies in the extent to which it thereby becomes possible to predict, on the basis of an examinee's indirect test score alone, the score that he or she would be expected to obtain on the more direct measure when the latter cannot be administered for reasons of cost or complexity of administration.

An indirect testing technique which has received considerable recent attention is the so-called "cloze" procedure, in which the examinee attempts to replace words previously deleted from a continuous text. Originated by W. L. Taylor (1953) in connection with native language learning, the cloze procedure was intensively examined by Carroll et al. (1959) as a possible measure of foreign language proficiency within the College Entrance Examination Board testing program. In the Carroll study, only moderate reliabilities were found for French and German cloze tests based on an every 10th-word deletion pattern, and their operational use in the College Board program was not recommended. More recently, a number of additional investigations have been carried out using various adaptations of the original cloze procedure. Darnell (1968) developed a "clozentropy" procedure in which the test responses of native speakers were used to define and weight acceptable answers according to an information theory model. A 200-item test using the clozentropy technique was found to correlate to the extent of .84 with scores on the Test of English as a Foreign Language (TOEFL) for a group of 48 non-native speakers of English studying at the University of Colorado. A major disadvantage of the Darnell approach is the need for computer assistance in the complex scoring procedure.

In other studies, Oilier and Tnal (1971) administered an English cloze test in which only prepositions were deleted and obtained a correlation of .75 with total scores on the UCLA English placement examination, consisting of multiple choice and free response questions covering vocabulary, grammar, reading comprehension, and dictation. Oilier (1972b) found that a scoring system which gave credit for any contextually acceptable word (not necessarily the original deletion) resulted in higher test reliability than the exact-word-replacement method, as well as a higher (.83 vs. .75) correlation with the UCLA placement examination. Superiority of the "any-acceptable-word" scoring procedure was not, however, corroborated in a later study by Hanzeli (1977). Recent experimentation has also been conducted using the cloze procedure in a multiple choice format (Jonz, 1976; Griffin et al., 1978). 10

The correlational results so far obtained with indirect proficiency
measures, especially the cloze procedure, allow for some optimism that
techniques can be developed to estimate, in an efficient and economical
manner, the student's acquisition of "real-life" proficiencies that are
directly measurable only through more elaborate and more expensive
techniques. However, some cautionary observations should also be made, as
follows:

*With a few exceptions (Pike, 1973; Hinofotis, 1976), experimental
studies involving indirect procedures have used as comparison measures
multiple choice tests or other instruments that do not in themselves
have a high degree of face/content validity as direct measures of the
language proficiencies in question. As has been frequently urged in the
testing literature (Carroll et al., 1959; Clark, 1972b, 1975b; Lado,
1960; and Spolsky, 1968), it would be very desirable to carry out detailed
studies in which direct language interviews and other highly face-valid
techniques would serve as the criteria against which perception-in-noise
tests, cloze tests of various types, and other experimental measures
could be correlated and operationally compared. In addition to permitting
close examination and comparison of proposed indirect measures, such
investigations would focus attention on, and quite probably bring improve-
ments to, the direct measurement techniques themselves.

*The magnitude of the correlation between indirect and direct profi-
ciency measures may be affected by the specific language learning history
of the individuals tested. Although high correlations between a printed
cloze test and a direct measure of oral proficiency might be obtained for
examinee groups whose language experience has included routine contact
with both spoken and written materials, the same relationship might not
be shown for examinee groups having other learning backgrounds. In this
regard, the oral proficiency level of students whose language training
has been largely restricted to either the spoken mode (as in some Peace
Corps training situations) or the written mode (as in reading-knowledge-
only courses) might be under- or over-predicted, respectively, using
correlational results obtained from student groups with more heterogeneous
language backgrounds. Additional investigation of the influence of
diverse learning histories on indirect test performance would appear
indicated, as well as more global studies of the interrelationships among
language modalities as they affect test performance generally.

*The "representational value" of indirect proficiency tests is much
less than that of direct proficiency tests. Whereas the amount and
quality of language accomplishment represented by a given level of per-
formance on a direct proficiency test is readily apparent to the examinee
and other interested persons, the same cannot be said of indirect test
scores. When used in the classroom and other instructional situations,
indirect proficiency testing should properly be accompanied by explanatory
materials which permit an appropriate extrapolation of the test results
to specified types and levels of real-life performance.

**SUMMARY**

The discussions in the preceding sections have dealt with the major
psychometric considerations at issue in 3 types of language testing
activities. Prognostic measurement involves the use of test instruments
or other available measures to determine, through correlational tech-
niques, the level of language accomplishment that specified students
would be expected to attain if they were to follow particular instruc-
...
Psychometric Considerations in Language Testing

The MLAT and similar language aptitude tests can contribute to the effective measurement of at least one component of language learning success, but a potentially more effective prognostic technique involves a "systems approach" based on the Carroll model of school learning, in which several student-related and instruction-related variables are considered simultaneously in estimating, for a given student, the probable outcome of a number of alternative learning programs and strategies. Improvement in the quality of the criterion tests used to define language learning success is also considered of great importance in the continuing development of prognostic techniques.

In the area of achievement testing--defined as the measurement of the student's acquisition of course content--a major psychometric concern is that of appropriately sampling that content within the confines of an administratively-feasible test. A suggested empirical approach to the content question is the establishment of operationally homogeneous content domains from which individual elements can be drawn for testing. Diagnostically-oriented achievement tests attempt to certify the student's acquisition (or lack of it) of discrete, minutely specified content elements. Multiple choice techniques are not considered well-suited to diagnostic testing activities because of statistical and logical factors which render single-item data ambiguous as to the student's mastery of the point ostensibly tested. Completion exercises and other techniques requiring actual language production are considered more appropriate for highly diagnostic testing, even though they lack the scoring speed and convenience of the multiple choice format. Practical difficulties in handling the large amounts of data generated by diagnostic testing at its most highly specific level may make it necessary to combine tested elements into somewhat larger units for scoring and interpretation purposes.

General achievement testing is a more global type of measurement in which larger and more natural linguistic units can legitimately be presented or elicited. The basic requirement in achievement testing--that the test content be derived exclusively from course content--is applicable to general achievement tests as well as to diagnostic tests: in this respect, the appropriateness of using externally-prepared instruments for general achievement testing depends in large part on the extent to which the external instruments adequately mirror the content of the language program in which they are to be used.

Proficiency testing involves measuring the student's ability to utilize the tested language for pragmatically useful purposes within a real life context. Direct proficiency testing, discussed primarily in terms of the testing of face-to-face communicative proficiency, represents an attempt to duplicate the real life language use situation as closely as possible within the test setting, as a demonstration of high face/content validity. Scoring procedures for direct proficiency tests must demonstrate real communicative criteria and a high level of both intra and inter-rater reliability.

Indirect proficiency tests have the same measurement purpose as direct proficiency tests but derive validity as proficiency measures through a correlational relationship with direct proficiency tests, rather than through the face/content validity of the instruments themselves. "Reduced redundancy" tests and various types of cloze procedures are examples of indirect measures which show considerable promise as indices of language proficiency in situations where more direct tests cannot be administered. However, direct proficiency tests will continue...
to be needed, both for administration in their own right wherever possible and as criteria against which the adequacy and accuracy of more indirect procedures can be established.

FOOTNOTES

1 Negative correlations ranging from zero to -1.0 are also possible; these usually occur when the scoring scale for one of the correlated measures is reversed so that better performance is represented by lower scores. Negative correlations have just as much predictive value as the corresponding positive values.

2 Subsequent to the publication of the MLAT, a Language Aptitude Battery, based on generally similar principles, had been made available (Pimsleur, 1966).

3 For useful discussions of alternative procedures in defining course content, see George (1962) and Perren (1971).

4 For a fairly technical but highly useful further discussion of domain-based achievement testing, see Shoemaker (1975).

5 Various "correction-for-guessing" procedures have been developed in an attempt to minimize the statistical effect of random guessing on multiple choice test scores. However, these involve adjustments of the student's total test score and in no way counteract the possibility of correct answering by chance at the individual-item level. Test instructions which caution the student not to guess and warn of a penalty for wrong answers may be taken at face value by some students but disregarded by others more willing to risk an incorrect response. For a review of the literature in these areas, see Diamond and Evans (1973).

6 For additional discussion of this point, see Clark (1965).

7 "Item" is used here in the general sense of "test question"--including short answer, completion, and other question types--and not multiple choice questions per se, which are seen to have drawbacks for diagnostic testing.

8 Published as an ongoing series by Educational Testing Service, Princeton, New Jersey.

9 See National Association for Foreign Student Affairs (1971).

10 An extensive bibliography on cloze testing in English-second language applications is provided by Olier (1975b).
It is the purpose of this article to illustrate the usefulness of a sociolinguistic approach to the construction of language assessment procedures. This approach insists upon the specification of the communicative contexts in which the behavior to be assessed occurs, and can be justified on two grounds. First, language behavior and behavior toward language vary as a function of communicative context. Thus, global, uncontextualized measures of language proficiency, language usage, and language attitude may mask important systematic differences. Second, language assessment procedures have been successfully contextualized so as to gather data reflecting systematic sociolinguistic variation. This article presents evidence to support both justifications for the sociolinguistic contextualization of language assessment procedures.

SOCIOLINGUISTIC VARIATION

Sociolinguistics describes a loosely-associated set of inquiries which have as a common concern the relationships between linguistic and other social variables. (For a collection of essays reviewing the field, see Fishman, 1971.) While investigators who attempt to describe and explain these interrelationships differ in their orientations, all agree on at least one point: there are no single-style speakers and no single-style speech communities. That is to say, no one speaks in the same way all of the time, and no community is composed of speakers who all have identical verbal resources at their command. Thus, a person speaks differently when shouting at an umpire at Yankee Stadium than when delivering a formal lecture. Similarly, not all the people who "speak the same language" have the same opportunities for using it. Whereas most New Yorkers may have the opportunity to go to Yankee Stadium and to learn how to display their grievances at an umpire's call, fewer New Yorkers have the opportunity (and far fewer the desire) to learn how to deliver formal lectures.

Several examples can be cited to support this notion. Labov (1966), for example, demonstrated that in the speech of New Yorkers the presence of final or preconsonantal /r/ in words such as car and park is systematically related to the social class of the speaker and to the carefulness of his speech. Thus, New Yorkers belonging to the upper end of the socioeconomic continuum produce this sound more often than do New Yorkers from the lower end of the continuum, and all New Yorkers pronounce it more frequently when they speak carefully than when they speak casually and spontaneously.

Similarly, Fischer (1958) found that variation in the pronunciation of the present participle -ing by children of a New England village was systematically related to contextual and personal variables. The variant -in' (as in huntin' and fishin') was more likely to be produced in relaxed than in formal situations, i.e. in verbs like hunting and fishing.
than in verbs like reading and writing, by boys more often than by girls, and by "typical" boys more often than by a "model" boy. He found a slight tendency for children from less economically advantaged families to use 'in' more often than children from more favorable economic circumstances, but the community was relatively homogeneous with respect to social class.

Variation in the use of American terms of address has been shown to be systematically related to differential power relations and to degree of intimacy between speakers (Brown and Ford, 1961). Thus, for example, two Americans are more likely to use each other's first names when talking to each other if they have a close relationship and to use mutual title plus last name (e.g. Mr. Smith) if they do not. Non-reciprocal use of the first name is more likely to be found in situations of unequal power relations (e.g. employer-employee), with the more powerful addressing the less powerful by the latter's first name and receiving title plus last name from him. Also, the more powerful is typically the one who initiates a change from non-reciprocal to reciprocal use of the first name.

Another example of variation in American English can be seen in baby talk (speech addressed to infants), which is marked by a small set of lexical items, many of which involve reduplication (e.g. choo-choo, bow-wow) and special intonational contours and syntactic features (Ferguson, 1964). Americans consider baby talk appropriate for use with babies, pets, and lovers, but many, particularly men, feel embarrassed at using it in public. That Americans talk to infants (and are often tireless in their attempts to elicit speech from them) is itself culturally determined. Other groups, the Luo of Kenya, for example, believe it inappropriate to try to elicit speech from infants (Blount, 1972).

The rich collection of speech events in which inner-city American Black adolescent boys are skilled (Labov et al., 1968) presents another example of sociolinguistic variation. These events include ritual insults (playing the dozens), the recitation of epic poems (jokes or toasts), and the formal display of occult (heavy) knowledge (rifting). Each of these is stylistically marked. Rifting, for example, requires a high-flown rhetorical style and employs many learned, Latinate words, and its syntax is closer to that of Standard English than is the syntax of other speech events.

All of the above examples illustrate the sociolinguistic universal originally asserted—that there are no single-style speakers or single style speech communities. Social and contextual variables are reflected by differences in phonology, morphophonemics, lexicon, and syntax. They are also reflected by differences in what is said. Membership in a speech community is marked not only by a shared language or language variety, but also by shared rules for its use. Thus, members of a speech community share not only linguistic competence, the ability to understand and produce the theoretically infinite set of sentences comprising the language, but also communicative competence, the knowledge of when to speak and when to remain silent, and what to say to whom and when (Hymes, 1972). Thus, for example, one of the first things American students of Hindi or Marathi want to learn to say in those languages is please and thank you because of the importance of these terms in American English (Apte, 1974). They are among the first terms which American parents try to teach their children, and they are the terms used constantly by adults. As Apte has shown, however, the use of gratitude expressions is culturally
determined. If an American wants to speak Hindi or Marathi appropriately, he must learn that in the Hindi and Marathi speech communities there are some communicative contexts in which expressions of gratitude are obligatory, there are others in which they are optional, and there are still others in which they are taboo. He must learn when to express gratitude and, equally important, when not to express it. And he must learn this as part of learning these languages' rules of speaking, which will enable him to communicate appropriately as well as grammatically.

It is not difficult to demonstrate the systematic variation that exists in the same speaker's language usage or the systematic differences that exist between the language usages of different groups of speakers. If the obvious has been belabored, it has been because such variation is typically ignored in the construction of language assessment devices. Most writers of such devices appear to view language as a monolithic entity and to have adopted the simplifying assumption of an ideal speaker-hearer who speaks the same way all of the time and does so within a linguistically-homogeneous community. Such an assumption is justified when the language proficiency, language usage, or language attitude to be assessed is contextually invariant. Certainly, there are invariant behaviors which are worth assessing. For example, we may want to predict the speed and accuracy with which a person can translate articles in psychological journals from his mother tongue into a given target language. Or we may want to predict the degree to which a university student will be able to comprehend lectures in his field when the lectures are delivered in a given language. Yet even these examples are not illustrative of completely invariant behaviors. Articles in particular psychological journals or on given psychological topics may require somewhat different skills than other articles, and lectures given by particular instructors or on particular topics may require somewhat different skills than other lectures. But if the contextual variability of the behavior we wish to assess is relatively small, we may be justified in making the simplifying assumption of invariance.

Whether or not the assumption of contextual invariance is justified in a particular case, the assumption is typically an unexamined one. It is the point of this article that language assessment procedures can be improved if the assumption or contextual invariance (or variance) is made explicit. This can be done by specifying the communicative contexts for which the language behavior or behavior toward language is being assessed. If there is only one context for which the assessment is necessary or if the assessment is for substantially similar contexts, the procedure can be designed with that context or set of contexts in mind. If there are several contexts for which assessment is necessary and if these contexts have substantially different communicative requirements, the procedure can be designed to reflect this sociolinguistic variation.

EXAMPLES OF CONTEXTUALIZED LANGUAGE ASSESSMENT MEASURES

Although most language assessment devices appear to have been written on the implicit assumption that the behavior to be assessed is monolithic and contextually invariant, a beginning has been made in constructing contextualized assessment devices. Examples follow for the measurement of language proficiency, language usage, and language attitude.
Language Proficiency

Two language proficiency devices developed in connection with the description of bilingualism among Puerto Ricans in New York City (Fishman et al., 1971) illustrate the usefulness of a contextualized approach to the measurement of language proficiency. One procedure was a word-naming task administered in English and in Spanish. Respondents were asked to name, in one minute, as many different words referring to a specified context as they could. This was done in each language for each of five contextual domains: family, neighborhood, religion, education, and work. For the domain of family, respondents were asked to name as many words as they could that named things which could be seen or found in a kitchen, for neighborhood, things seen or found in a neighborhood; for religion, things seen or found in a church; for education, subjects taught in school; and for work, the names of jobs, occupations, or professions. Responses were elicited for all five domains in one language, followed by all five domains in the other. The language in which responses were first elicited was randomly chosen for each respondent. The order of domain, however, was kept constant, i.e. family, neighborhood, religion, education, and work. Directions were of the pattern, "Tell me as many English (Spanish) words as you can that name things you can see or find in a kitchen--your kitchen or any other kitchen. Words like salt (sal), spoon (cuchara), rice (arroz)." The task was individually administered to 38 adults.

When the average number of Spanish words produced was compared to the average number of English words produced, when summed across all five domains, no difference was found. On this basis the respondents could be called "balanced" bilinguals since their total, global performance was the same in each language. However, differences were observed between the average English and Spanish scores obtained for several domains. For example, more Spanish than English words were named for the contexts of family and religion. To describe the performance of the group as a whole would be misleading, however, for significant subgroup differences were observed when the respondents were divided by age and length of residence on the mainland of the United States. These subgroups, like the group as a whole, appeared "balanced" in terms of their total English and Spanish scores. However, differences were observed between the subgroups in the pattern of their relative language proficiency as exhibited by domain. For example, school-aged respondents who had received their formal education via the medium of English showed a significantly higher education score in English than in Spanish, whereas the school-aged respondents who had received their education via both languages showed no significant difference between their average language scores for that domain. Thus, the word-naming task revealed important proficiency differences associated with different interactional domains, and these differences could be explained in terms of the respondents' differential use of English and Spanish in their everyday life. These proficiency differences, however, would have been completely hidden if only a global, undifferentiated measure had been used.

It might be objected that the word-naming task is a relatively indirect measure of proficiency (although correlations between Spanish-English word-naming difference scores for particular domains, on the one hand, and more direct proficiency measures on the other were typically about .50, a respectable relationship considering the usual relative
unreliability of difference scores and the brevity of the procedure which elicited them). A more direct language proficiency test—a measure of listening comprehension in English and in Spanish—was employed with the same adults who participated in the word-naming task. It differed from conventional listening comprehension tests in that it was designed to assess comprehension in terms of specific social contexts.

The listening comprehension test's stimulus material consisted of five tape-recorded conversations between Spanish-English bilinguals living in New York. The participants in all but one of the conversations were Puerto Rican college students who spoke fluent, native English and who were adept at switching between languages. In one conversation, one of the speakers was a parish priest, who played himself in that role, and whose Spanish was fluent but not native.

Each conversation was obtained in the following manner. First, the "actors" agreed upon a social situation in which switching between English and Spanish would be appropriate among Puerto Ricans in New York. Second, they mapped out a story-line which determined the general direction of the conversation in that situation (i.e. who would say what to whom), but no scripts were prepared. The actors then assigned the roles to one another and "role played," or ad-libbed, the scene, using English when they felt English was appropriate and Spanish when they felt Spanish was appropriate. Finally, they played back the conversation to themselves to determine whether or not it sounded natural. If parts of the conversation struck them as unnatural, those portions were re-recorded and at a later time spliced into the tape. Each completed conversation lasted between two and three minutes. Transcripts of the conversations can be found in Fishman et al. (1971, pp. 675-694).

Each of the five conversations was intended to represent a different type of social context. Consequently, the relationships between speakers (e.g. mother-daughter, priest-parishioner), the locales or settings (e.g. home, rectory), the topics of conversation (e.g. the annual Puerto Rican parade, the health of an uncle), and the purpose of the interaction (e.g. offering an invitation, dictating a letter) all varied from conversation to conversation.

After a conversation had been played twice to the respondent, he was asked a series of questions designed to assess his comprehension of the passage. In addition to questions asked in order to test comprehension of the English and Spanish portions of each conversation, other questions were asked in order to assess the respondent's interpretation of various aspects of the social situation represented by the conversation as a whole. For example, respondents were asked to identify the role-relationship between speakers (e.g. boss-secretary), the degree of social distance or intimacy between speakers, the motivation underlying certain remarks made by the speakers, and, for some conversations, the educational and occupational status of the speakers.

For each conversation, the percentage of items assessing comprehension of the English portion which each respondent correctly answered was subtracted from the percentage which he correctly answered of items assessing comprehension of the Spanish portion. The percentage correct of the other types of items—assessing interpretation of various components of the conversation as a whole, such as the role-relationship between speakers—was also computed. Correctness was scored in terms of the impression intended by the actors in their formulation of the social situation to be presented.
The usefulness of contextualizing the listening comprehension test can be seen from the differences which were observed according to conversation. For example, there was a greater difference between the average English and Spanish comprehension scores for the conversations which took place within the context of work than for the conversations which took place within the context of a home. Similarly, the relationship between the ability to understand the manifest content of the conversation (what was said) and the ability to interpret the latent content of the conversation (what was meant) differed according to conversation. For example, respondents correctly answered a greater proportion of latent content items than of manifest content items for a conversation taking place within a home, whereas the reverse was true for a conversation taking place within an office. Thus, knowing what was said did not necessarily enable listeners to absorb the full communicative impact of a conversation; conversely, missing the details of manifest content did not necessarily prevent listeners from grasping the speakers' intent.

Techniques such as the contextualized listening comprehension test can be used to assess the degree to which a community's rules of speaking have been internalized. Thus, two contrasting groups, to whom the test was also administered (Anglo high school students studying Spanish and South Americans studying at a university in New York) often agreed with the Puerto Rican respondents about what was said but disagreed with them (and with each other) about what was meant. Clearly, the communicative competence of the three groups differed not only from one another but from context to context, and many of these differences would have been lost by conventional, noncontextualized measures of language proficiency.

Language Usage

Devices which are designed to assess the relative frequency with which a person employs his languages or language varieties may be misleading if they yield a single, overall score of language usage. Thus, if a person is asked what language he uses every day and if he uses one language for most everyday purposes but reserves another language for use in specified social contexts, his response that he mainly uses the first language, while true, is also misleading since it obscures his systematic use of another language.

Two procedures for assessing language usage illustrate the advantage of obtaining information about usage in different contexts. One measure is a language-usage questionnaire developed in connection with the study of Puerto Rican bilingualism mentioned above. Thirty-four schoolchildren, aged 6 to 12, were individually interviewed. The children were asked a series of questions to assess the degree to which they used Spanish relative to English with various bilingual interlocutors in school, at church, in the neighborhood, and at home. For example, the children were asked to indicate the extent to which they used Spanish with other Puerto Rican bilingual children when playing outside on the street near their home. Responses were scored on a 5-point scale, with the exclusive use of Spanish at one end of the scale and the exclusive use of English at the other. An average rating for the use of Spanish across various interlocutors was computed for each respondent and for each context. The children reported that they used more Spanish than English in the contexts of neighborhood and family, and more English than Spanish in the contexts...
of school and church. Their overall use of English and Spanish, however, summed across all four contexts, was about the same. Thus, a question designed to assess only their global use of Spanish relative to English, without reference to the contexts of language usage, would have been misleading.

Whereas the first example of a contextualized measure of language usage was obtained from self-reports, the second example was obtained from the reports of outside observers. As part of a study of the status of English in Israel, the use of English, on a busy shopping street in Jerusalem and in the shops that line it, was described (Rosenbaum et al., 1977). A transaction-count procedure (Bender et al., 1972) was employed by which the number of persons heard speaking English was determined. It was found that approximately 14% of all the persons heard (N=936) were speaking English (the majority of speakers, of course, used Hebrew). However, almost all of the interactions involving English were between pedestrians talking to each other on the street or between customers talking to each other in the shops. There was very little English observed between customers and shopkeepers inside the shops, but this was not due to the fact that the customers and shopkeepers did not know English. In fact, most of them were able to conduct transactions in that language. English was used mainly between native speakers of English, not as a lingua franca, i.e. as a medium of communication between persons who do not share the same mother tongue. In Israel, Hebrew is the lingua franca par excellence. It is the language which is expected for use between Israelis who do not share the same first language. Since almost none of the shopkeepers spoke English natively, the native speakers of English used Hebrew with them. Thus, the transaction-count procedure recorded an important systematic difference in language usage by taking into account the relationships between speakers. If only a single count had been made--of all speakers across all contexts--this difference would have been missed.

Language Attitude

Just as global measures of language proficiency and language usage may be misleading, so global measures of language attitude may obscure important systematic differences. Attitudes toward a language or attitudes toward a referent for which language serves as a symbol may vary according to the context in which the language is used. The effectiveness of a contextualized approach to the study of language attitudes can be illustrated by two studies, the first by Carranza and Ryan (1975) and the second by El-Dash and Tucker (1975).

Carranza and Ryan asked bilingual Anglo and Mexican American high school students to rate speakers of English and Spanish on the basis of voice cues alone. Following the work of Lambert (1967) and his associates, a comparison of evaluative reactions to speakers of two languages was used as an indirect measure of interethnic attitudes. Such a procedure typically employs, as stimulus material, tape recordings of speakers reading aloud a standard passage. This procedure has been criticized on the grounds that differences in ratings of speakers in the two languages may occur if the passage read represents a context inappropriate to one of the languages (Agheyisi and Fishman, 1970). Accordingly, Carranza and Ryan used two speech contexts. In one, a mother is talking as she prepares breakfast for her family; in the other, a teacher is giving a history
lesson to her class. These contexts were designed to represent home and school, respectively. Each context was recorded in each language, yielding four passages in all. Respondents were asked to rate each of sixteen different speakers (each reading one of the four passages so that each passage was heard four times) on each of 15 semantic-differential scales. Their responses demonstrated a striking interaction between language and context. The English versions of the school context were more highly rated than the Spanish versions, whereas the reverse was true for the home context. For these respondents, attitudes towards each language (or towards the group represented by the language) was in part a function of the appropriateness of the context in which each was used. If only one context had been employed, the results would have been misleading.

In the research reported by El-Dash and Tucker, the views of Egyptians toward Classical Arabic, Colloquial Arabic, and three varieties of English (American, British, and Egyptian) were studied. Respondents were asked to rate various personal characteristics of speakers heard on tape recordings, which represented each of the five language varieties. They were also asked to rate each speech variety heard with respect to its suitability for each of five contexts (at home, at school, at work, on radio and television, and for formal and religious speeches). While the respondents tended to rate speakers heard using Classical Arabic more favorably than speakers heard using the other speech varieties, Classical Arabic was not considered suitable for use at home. In this context, Colloquial Arabic was preferred. Thus, attitudes towards language use were found to be a function of communicative context. Again, a global measure would have obscured this result.

SUMMARY

This article has justified a sociolinguistic approach to the construction of language assessment devices on the grounds that it is both necessary and possible to use such an approach. It is necessary because language behavior and behavior toward language vary as a function of communicative context. That it is possible has been demonstrated by the examples of contextualized measures presented here. Authors of language assessment procedures, therefore, should consider explicitly the contexts in which the behaviors they wish to describe take place. The more the criterion behavior varies as a function of context, the more important it is to construct techniques which can reflect variation.
It is interesting that we often speak of the coinage of terms. This metaphor is doubly effective if you consider that terms are more or less stamped into existence by a mentor (if I may be allowed a bad pun), and they have a certain purchase like any other coin. The coin metaphor is particularly apropos to the term "pragmatics" which, in the words of William James, emphasizes the "cash value" of linguistic elements as negotiable items in communication. It comes from a brand of American philosophy initiated by Charles S. Pierce at about the turn of the century, and his thinking was extended by William James, John Dewey, and Charles Morris. Although all of these scholars were Americans, the methods and assumptions of what may be called a "pragmatic approach to language study" are by no means unique to Americans, nor are they a recent development.

This paper discusses in historical perspective the major concepts of pragmatics and relates them to language testing. Grammar is viewed as a theory of language competence and is characterized as a pragmatically-generated expectancy device. It is claimed that in order to adequately measure language skills, language tests—whether for first, second, or foreign language learners—must activate the internalized expectancy grammar of the learner. Empirical data showing remarkably high correlations on very different tests of language skills are explained on the basis of the postulated expectancy grammar. It is hypothesized that other tests of language skill which fail to produce high correlation with effective "integrative tests" (the term is from Carroll, 1961) are probably invalid as measures of language proficiency.

The claim that a person who learns a language internalizes a grammar, i.e., a generative system that specifies relationships between sound and meaning in the language, is now widely accepted, though there is still a lot of debate about the form of such a grammar. For instance, there is disagreement about whether it is primarily motivated by syntactic, semantic, or pragmatic considerations, whether it is more or less generated by principles of learning such as induction and substitution (Oiler, 1972c), or whether it is in substantial portion already present in the brain of an infant at birth. In this connection, it may be useful to note that the transformational generative approach seems to be evolving in the direction of a pragmatically-motivated theory of grammar. The first stage of the Chomskyan paradigm was the position that syntax and semantics were independent (see Chomsky, 1957, reviewed and criticized by Reichling, 1961; Jakobson, 1959; and others); the second was that syntax and semantics were not independent but together were independent of pragmatic considerations (see Chomsky, 1965; Katz and Fodor, 1963; and Katz and Postal, 1964; also, see criticisms by Uhlenbeck, 1967; and Oiler et al., 1969); the third stage which now seems to be emerging is that syntactic, semantic, and pragmatic factors are intricately interrelated and may, in
It is not clear at all that it is possible to distinguish sharply between the contribution of grammar to the determination of meaning, and the contribution of so-called 'pragmatic considerations', questions of fact and belief and context of utterance. It is perhaps worth mentioning that rather similar questions can be raised about the notion 'phonetic representation'. Although the latter is one of the best established and least controversial notions of linguistic theory, we can, nevertheless, raise the question whether or not it is a legitimate abstraction, whether a deeper understanding of the use of language might not show that factors that go beyond grammatical structure enter into the determination of perceptual representation and physical form in an inextricable fashion, and cannot be separated without distortion, from the formal rules that interpret surface structure as phonetic form (p. 111).

Apparently, Chomsky now sees theories of both sound and meaning as susceptible to reinterpretation due to pragmatic facts. Concerning phonetic representations, Dennis Sales and I had advanced the same basic argument as early as 1969, on the basis of a series of demonstrations showing that controlled variations in extralinguistic contexts systematically brought about changes in the stress patterns of the surface forms of utterances. Further support for Chomsky's somewhat cautious hint is provided by D. K. Oiler and Eilers (1975), who showed that the quality of phonetic transcriptions of children's utterances is improved when the transcribers are either able to guess or are told the meanings of the utterances. Even more recently, and perhaps more confidently than Chomsky, Fillmore (1973) has made a strong case for the importance of pragmatic factors in language teaching. In fact, his remarks parallel closely some of the observations on the importance of pragmatics in several earlier publications on the same topic (compare Oiler, 1970b, 1971b).

The chief argument in favor of a pragmatic approach to language derives from the principle of non-summativity. A theory of language that attempts to divorce syntax from semantics can have more hope to explain language communication than a good book on spelling can hope to explain the logic of a novel. The same sort of reasoning suggests that any attempt to account for meaning apart from situational context (i.e., semantics divorced from pragmatics) is doomed to inadequacy. With the present re-examination of the whole question of the relation between language and extralinguistic contexts, it seems that a growing interest in pragmatics is likely to be a major theme in linguistic analysis for some years. Although there are many important unanswered questions, there no longer seems to be any substantial disagreement concerning the fundamental need for a pragmatically-based account of language use and language learning. Scarcely anyone is still seriously maintaining that grammar can be regarded as a self-contained entity independent of extralinguistic contexts. This seems to be an indication of progress. However, the turn to pragmatics does not represent the birth of a new approach so much as a return to a useful tradition of language study. On the other hand, it does constitute a significant change in current trends of research in the language sciences.
As Solomon said, "There is nothing new under the sun," and much of what seems to be progress is without doubt merely a restatement in current terminology of notions that were held true by the ancients and have only been rediscovered in their modern contexts. A serious student of the nature of human communication and mental behavior can ill-afford a contemptuous attitude toward early thinking on these topics (Chomsky, 1972, and Cherry, 1965). One could compile a great compendium of pithy quotations showing that ancient scholars and many of their progeny were aware of the importance of the fact that language often relates to things other than language. What is remarkable is that some linguists in recent decades seem, temporarily at least, to have forgotten and even actively neglected so important and obvious a fact. This, of course, is the reason that it is necessary to stress the pragmatic nature of language.

One of the early indications of concern among language theorists for the pragmatic aspects of natural languages was the theorizing of the Danish Modistae in the thirteenth and fourteenth centuries. Bursill-Hall (1971) claims that they "constructed their theory [of grammar] on extra-linguistic facts based on the structure of reality..." Their concern for universal grammar was a tradition continued by the Port-Royal grammarians of the seventeenth century (Chomsky, 1966; Aarsleff, 1967). The emphasis of both schools on the rational explanation of grammatical categories in terms of intrinsic logic and extralinguistic fact is evidence of their concern for what has been termed pragmatic mappings (Oller, 1975a). John Locke (1690), who was a late contemporary of the Port-Royal grammarians, even went so far as to argue that "all words are taken from the operations of sensible things,... (cited in Kuhlwein, 1971, p. 53)."

Pragmatics distinguishes two basic levels of communication that are employed to relate linguistic elements and extralinguistic situations. James Harris (1751) proposed the basis for this distinction only a century after the heyday of the Port-Royal school (and I doubt that he was the first to notice it): "The Truth is, that every Medium throught which we exhibit any thing to another's Contemplation, is either derived from Natural Attributes, and then it is an Imitation; or else from Accidents quite arbitrary, and then it is a Symbol (his italics, cited in Kuhlwein, 1971, p. 69)." In other words, we may either use pictures or abstract symbols to map or portray extralinguistic facts. In natural languages we usually use both, though we tend to rely more heavily on abstract symbolic means for the communication of cognitive context and on facial expression and tone of voice for the conveyance of attitudinal information. As James Beattie (1788) put it, "the Natural signs of thought are those changes in complexion, eyes, features, and attitude, and those peculiar tones of voice which all men know to be significant of certain passions and sentiments (cited in Kuhlwein, 1971, p. 97)." The brandished fist may be a picture of a threatened slug in the mouth, or a symbol of brotherly solidarity, just as a smile is often a sign of friendliness, or sometimes hideous spite. But, postural and gestural changes are in themselves quite inadequate to code much of the information that the human mind negotiates. Beattie says, "when compared with the endless variety of our ideas, these Natural Signs will appear to be but few. And many thoughts there are in the mind of every man, which produce no sensible alteration in the body (p. 97)." He goes on, "Arti-
ficial Signs, or Language, have, therefore, been employed for the purpose of communicating thought, and are found so convenient as to have superseded in a great measure...the use of the Natural (p. 97)." Whether or not we agree with Beattie's intimations about language evolving from a need to communicate more abstract notions or ideas, his remarks clearly differentiate the two fundamental modes of communication distinguished in 20th century pragmatic theories of language (Watzlawick et al., 1967).

Of course, pragmatic mappings are abstract, and simple explanations that try to relate words and things directly are quite unsatisfactory. Paralleling the earlier statement quoted from Locke, Dugald Stewart (1810) wrote, "I have...remarked the disposition of the Mind to have recourse to metaphors borrowed from the Material World.... This analogical reference to the Material World adds greatly to the difficulty of analyzing with philosophical rigour, the various faculties and principles of our nature, yet it cannot be denied, that it facilitates, to a wonderful degree, the mutual communications of mankind concerning them... (cited in Kuhlwein, 1971, pp. 100-101)."

Though serious scholars have often noted the difficulty of incorporating into theories of language abstractions that relate words to things (Bloomfield, 1933; Harris, 1951; and Chomsky, 1957, 1965; just to mention a few), the fact that such relations exist is one that is ignored at great peril to the theories. Surprisingly, Bloomfieldian and early Chomskyan writings are about the only prominent sources of language theories that use the ostrich approach to pragmatic data, excepting possibly the positivistic philosophy of Rudolf Carnap and his followers. The lectures of de Saussure, about 1912, compiled by his students (1959), and the writings of B. Malinowski (1935), L. Hjelmslev (1954), J. R. Firth (1957), the Prague School (Vachek, 1966), Sidney Lamb (1966, 1973), M. A. K. Halliday (1961, 1977), and many others have maintained cognizance of the fact that language is used for purposes other than putting words together in a neat arrangement with other words. Since the writings of most of these more recent authors are better known and more readily available, we will just refer briefly to a note about Firth. Robins (1963) says, "meaning, the object of all linguistic analysis in Firth's approach, is function in a context, whether the extralinguistic context of situation or the intralinguistic contexts of grammar, phonology, or other subsidiary levels (reprinted in Kuhlwein, 1971, p. 9)."

Nor have linguists (excluding the Bloomfieldians and early Chomskians) been the only scholars concerned with pragmatic aspects of language structure. Psychologists (especially Osgood, 1957b), philosophers (especially Russell, 1940), logicians (especially Reichenbach, 1947), communication experts (Cherry, 1965), and even physicists (Einstein, 1951) have persistently evidenced concern for the fact that language is intrinsically structured for the codification of information that is largely non-linguistic. Not long ago, a group of logicians and philosophers met in Jerusalem to discuss the importance of pragmatics to theories of natural languages (Bar-Hillel, 1971). More recently a journal has been created on the topic. Obviously, a great deal more could be... and perhaps should be said in this vein, but the main theme of this volume, which is language testing, draws us in another direction.

As Upshur (1972) observed, trends in language teaching have tended to trail along in the wake of linguistic theories, and trends in testing, at least in second or foreign language testing, have been similarly tagging along behind the prevalent methods and theories of language
teaching. Witness the influential writings of Lado (1957) on methods of language teaching patterned after the "scientific" analysis of language, and his companion volume on language testing (Lado, 1961). These and many other books and articles on language testing and teaching were heavily influenced by theories that deliberately ignored the data of pragmatics (Oller, 1971a, 1973a, and forthcoming). The "discrete point" method of teaching and testing are both naive concerning the fact that a totality is greater than just a heap of unrelated parts.

Fortunately, many applied linguists rejected the naivete that was characteristic of dominant theories in the late 1940's, the 1950's, and through the mid-1960's. For example, as early as 1904, Otto Jespersen, the Danish linguist, was arguing that materials designed to teach a foreign language should have meaningful sequence throughout. He realized that if linguistic structures are presented outside of a meaningful context, learning will be more difficult. This has subsequently been demonstrated many times over. (For a review of the literature, see Oller, 1971b.) As Jespersen put it,

"We ought to learn a language through sensible communications; there must be (and this as far as possible from the very first day) a certain connection in the thoughts communicated in the new language...one cannot say anything with mere lists of words. Indeed not, even disconnected sentences ought to be used. When people say that instruction in languages ought to be a kind of mental gymnastics, I do not know if one of the things they have in mind is...sudden and violent leaps from one range of ideas to another (p. 11).

The reason that pragmatically based language teaching materials can be expected to be more effective has been made clear in numerous psycholinguistic studies in recent years. If the learner is made aware of the pragmatic contexts to which language structures relate, he has a much more powerful basis for subconsciously constructing and thereby internalizing the grammar of the language. The partially predictable sequence of events in communicative contexts is one sort of data that the learner can capitalize on to great benefit. In fact, if pragmatic mappings of utterances onto contexts are not made available to the learner, there is no reason to suppose that language acquisition can occur at all.

TOWARD A DESCRIPTION OF A PRAGMATIC EXPECTANCY GRAMMAR

Let us now turn our attention to the characterization of grammar as a model of underlying language competence. (Later we will relate these considerations to language testing.) We will first discuss some empirical facts of language use which suggest that one of the important characteristics of such a grammar must be a capability to generate expectancies based on contextual dependencies. With this in mind, we will use the term "expectancy grammar." Some empirical data will be cited in support of this notion, and a partial formalism will be described. Then we will consider some findings of research in language testing and attempt to draw some inferences about valid language tests.

For some years now, it has been popular to speak of the perception of language as a process of analysis-by-synthesis: The evidence that such a process underlies the perception of linguistic sequences--whether in
listening, reading, or some combination of the two, as when following a text that is being read aloud by someone else—is pervasive. The motor theory of speech perception, proposed by Liberman (1957) and others at Haskins Laboratories, maintained that the perception of distinctive sound segments was mediated by the articulatory processes necessary to produce those segments. This notion provided the seminal basis for the later theory of analysis-by-synthesis developed by Stevens (1960). It is well-known that some phonemes of English, for instance, and especially the distinctive intonational contours of English, are often indistinguishable without reference to higher-level contexts (Liberman, 1967; Stevens, 1960). We have already noted Chomsky's remarks (1972, p. 111) in this vein and the evidence in support of them. Much recent research in the perception of spoken and written forms of language suggests that there is a close relationship between perceptual processes and the pragmatic structure of language (see the articles in Horton and Jenkins, 1971; also, Kavanagh and Mattingly, 1972).

It seems that the perceptual organization of linguistic sequences is mediated by an expectancy grammar that is continually formulating, modifying, and reformulating hypotheses about the underlying structure and meaning of input signals. These hypotheses are related via pragmatic mappings to extralinguistic contexts and are instrumental in the analysis of the surface form. Chomsky and Halle (1968) suggest that, "the hypothesis will be accepted if it is not too radically at variance with the acoustic material." Or, putting it differently, the perceiver seems to rapidly alternate between a synthesis that is "fast" and "crude" and an analysis that is "deliberate, attentive..., and sequential" (Neisser, 1967).

A growing body of experimental data on listening and reading processes lends credence to the analysis-by-synthesis model of perception. As Levin and Kaplan (1971) put it, "listeners and readers alike, appear to decode sentences not only by interpreting as they hear or read, but also by anticipating what is likely to come next (p. 2)." Klee (1971) argues that the reader or listener seldom makes a specific guess as to what word, phrase, or sentence is likely to follow. Rather, he generates a kind of readiness for a range of possibilities. It is as though the perceiver were prepared for answers to certain questions even though he was searching for answers to specific questions.

The synthesis, or hypothesis, that the perceiver generates as a result of the input signal can be characterized in a natural way in terms of grammar of expectancy. The perceiver's hypothesis about the input signal is largely based on the contextual constraints that are utilized by the internalized grammar. The hypothesis is eventually accepted by what the perceiver hears, reads, or understands. In perception, these expectations generated by the grammar are subject to modification whenever they fail to produce a sufficient match for the incoming signal. Creative errors in reading and listening provide dramatic evidence for this process. For example, one foreign student taking a dictation test at UCLA transformed an entire paragraph on "brain cells" into a fairl readable text on "brand sales." The student's rendition was similar phonetically to the original passage on a phrase by phrase basis, but completely obliterated the original content. Less remarkable examples illustrate the same underlying process. On another dictation test, for instance, students wrote "scientist's imaginations" and "scientists' examinations" for "scientists from many nations." The latter kind of
errors are actually quite common among non-native speakers. Richards (1971a, 1971b) has drawn some interesting conclusions about underlying processes based on learner's errors, as has Corder (1971).

Although the process of analysis-by-synthesis has been quite widely accepted by researchers as a plausible basis for the perception of language, to my knowledge the proposal that an analogous process underlies the production of language (Oiler, 1973b, 1974a and b, and forthcoming) has only been tentatively suggested. Nevertheless, it seems that language production is a kind of synthesis-by-analysis. The speaker or writer has an idea that he wants to communicate, but, as Colin Cherry (1965) has said, he never really has it until he "jumps on it with both verbal feet." It seems that the speaker or writer has a notion of what he wants to say—a sort of hypothesis or prior synthesis, if you like—and he analyzes it by putting it into words. In this way, we may conveniently explain the potent observation by Dewey (1926) that the words which come out of a person's mouth often surprise that person more than anyone else. In the case of language production in contrast to perception, expectancies are the governing factor, and the physical signal is adjusted to match them.

In performing the synthesis-by-analysis, it is frequently the case that details and relationships previously unavailable on a conscious level do become available consciously, and, hence, the surprise value to ourselves of the things that we say.

At this point, an empirical example may help to make clear how a grammar of expectancy serves to explain crucial aspects of language use. The example will also provide a bridge to the description of the tentative formalism for a grammar of expectancy which is discussed below.

Clark (1966) has shown that phrases referring to actor, action, and recipient in transitive sentences are differentially constrained in actives and passives. In the passive, as Levin and Kaplan (1971) observe, "the latter part...[referring to] the...[action] and the actor is highly constrained by the former part, the...[recipient]; this was not true for the corresponding parts of active sentences (p. 4)." Clark (1966) and Roberts (1966) have shown further that recall for actives and passives is governed by the uncertainties predicted by Clark's earlier experiment. The experiments of Levin and Kaplan (1971) themselves, with eye voice-span (EVS), confirmed their prediction that EVS would increase in the middle of passive sentences but not in actives. Results that support similar generalizations have been achieved with...

The important point is that the constraints facilitate processing only insofar as they lead to the formation of successful anticipations. The reader then can test his hypothesis for himself. If it is confirmed, the previously assigned interpretation is accepted and the material can be easily and efficiently processed. If he cannot confirm his previously assigned interpretation he must backtrack and reassign interpretations, which seems easier to do in reading than in listening. To elaborate, successful hypothesis generation depends on the ability to formulate or assign some tentative interpretation to what has been read or heard (p. 13).

Further confirmation is provided by Wanat and Levin (1968) and Wanat (1971). The empirical data supporting the operation of an expectancy grammar...
a device that generates and confirms hypotheses, is overwhelmingly affirmative. The major question that remains is what specific form a grammar of expectancy might take. In other words, how can the notion be formalized in a suggestive and helpful way. More importantly, one may want the formalism itself to be vulnerable to empirical tests in a variety of ways. In particular, it should mirror the utilization of contextual constraints in a way that naturally accounts for the data of language use. It should also be conveniently modifiable wherever it fails to predict the data.

The first attempt at such a formalism was notably unsuccessful. It was, in fact, a left-to-right finite state grammar which operated only on constraints from one word to the next. A significant inadequacy of such a mechanism was its inability to suspend processing of a certain segment while dealing with an intervening one: it had no way of remembering to return to the earlier segment in order to continue its work there. Related to this debilitating difficulty was the lack of capability in handling recursive functions where elements of indefinite length might be strung together or imbedded in complicated ways. The observations of Lashley (1951) showed the total inadequacy of such devices as models of even the simplest sorts of human behavior. The work of Chomsky (1956) provided a mathematical proof for the inadequacy of finite state models.

A second stage in the attempt to come to grips with the sequential nature of language processing was achieved independently and nearly simultaneously by a number of researchers in diverse areas. "Finite state devices," "transition network grammars," or "directed graph models," as they were variously called, were modified in important ways to achieve recursive generative capacity (Newcomb, 1963; Johnson, 1965; Conway, 1964). While in most cases the generative power of the mechanisms achieved at this stage was equivalent only to context-free phrase structure grammars, they maintained the virtue of a fairly straightforward account of the sequential nature of a great deal of language processing. This virtue is not shared by the phrase structure grammars usually written by linguists operating in the Chomskyan tradition. Moreover, recursive transition network models allow for the expression of certain grammatical regularities in more economical and natural ways than phrase structure rewrite rules. They are more convenient in that the effects of modifications in the grammar are often more readily apparent than in phrase structure grammars.

Nevertheless, without further modification in the direction of greater complexity, recursive transition models are inadequate in a number of important ways. As Woods (1970) observed they are not able to "move fragments of the sentence around (so that their positions in deep structure are different from those in the surface structure), to copy and delete fragments of sentence structure, and to make...actions on constituents generally dependent on the context in which those constituents occur (p. 592)." Woods proposed a solution to these problems in the form of what he calls "an augmented recursive transition network grammar (p. 591)." The grammar Woods has developed does not utilize pragmatic constraints of extralinguistic context, but in spite of this limitation it provides a useful formalism for the notion "expectancy grammar" as we have used the term here. Moreover, such a grammar can be modified to incorporate pragmatic information.

The changes that Woods (1970, 1972) imposes on the "recursive transition network" in order to achieve what he calls an "augmented recursive transition network," or simply an "augmented transition network," are
various "conditions" which must be met if a transition is to be followed, as well as certain "actions" or formal operations on constituents that are to be executed if the transition is followed. The augmented grammar that Woods has developed is capable of keeping track of tentative decisions already made, and of modifying them as more input is analyzed. At the same time, it is constantly keeping track of the limits of subsequent possibilities by anticipatory operations based on the information available to a given point. Woods says, "structure building actions associated with the arcs of the grammar network allow for the re-ordering, re-structuring, and copying of constituents necessary to produce deep structure representations of the type normally obtained from a transformational analysis, and conditions on arcs allow for a powerful selectivity which can rule out meaningless analyses and take advantage of semantic information to guide the parsing (1970, p. 591)."

To illustrate the functioning of an "augmented transition network grammar," or an "expectancy grammar," we may refer to the differential processing of active and passive sentences noted earlier in this paper. Examples a and b below are parallel in several respects. However, a is "passive" while b is "active" (at least as these terms are defined in the research mentioned earlier). To be more correct, technically a uses a transitive verb in the passive while b uses an intransitive verb.

(a) The little boy was bucked off by the spotted pony
(b) The little boy was gone away by the next day.

An expectancy grammar with the properties described by Woods (1970, 1972), with modifications to take pragmatic information into account (as do real speaker-hearers), might recognize and interpret a and b in roughly the way described below. For the sake of the example, we assume a phonetic analyzer plus an expectancy grammar. Many grammatical details are omitted and we specify the grammar, that is we assume that it is somehow internalized in the brain of the speaker-hearer.

The first input word made available to the expectancy grammar from is the. This element can be segmented from little and the following elements inasmuch as the grammar has no lexical entry corresponding to phonetic sequences of [0-1], [0-1], [0-1, etc. It recognizes the as a determiner. Hence, it knows that the is the beginning of a noun phrase (of course, it assumes that the speaker has not made a false start, or any of a number of other possibilities which the grammar could eventually rule out anyway on the basis of subsequent information). The structure building operation which is executed results in the declarative sentence routine pictured in Figure 1.

The first arc in that routine corresponds to a noun phrase sub-routine which is expanded in Figure 2. For the subject of the declarative sentence, the grammar stores in its memory register the fact that the first word in the string being processed is the determiner the. Provided this analysis is correct so far, the grammar knows that several subsequent possibilities are likely. The determiner may be followed by an intensifier or string of them, modifying an adjective or string of them, modifying a head noun. Or, it may simply be followed by a head noun. In terms of the sub-routine in Figure 2, the grammar has already taken the transition labeled "Det" to arrive at state q1. The grammar anticipates a noun to follow which is represented in the transition to state q6.

In scanning the next word it discovers little. This phonetic sequence
Figure 1. A Fragment of a Recursive Transition Network Grammar: A Routine for Generating Some Declarative Sentences in English.
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Figure 3. A Sub-Routine for Some Prepositional Phrases in English.

is segmented from the phonetic sequences of [1r̩lb], [1r̩lbo], [1r̩lbor], etc. This is accomplished by virtue of the fact that the word little is the first phonetic sequence that not only matches a lexical entry in the grammar, but also is an adjective which allows a transition in the grammar from state $q_1$ to $q_5$. The grammar now anticipates either another
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Since *little* is semantically marked as a size indicator, the grammar anticipates a head noun that pragmatically maps onto a pre-specified physical object which has size and shape dimensions in some extralinguistic context. The next word scanned is *boy*. (Henceforth, reference to phonetic segmentation is omitted.) Since *boy* is a noun, it allows the transition from state $q_5$ to $q_6$. Since, $q_6$ is a final state for the noun phrase sub-routine (as indicated by the slash and subscript 1 in Figure 2), the grammar may now return processing to the declarative sentence routine provided that no prepositional phrase follows the presumed subject noun phrase. Since the next word is *was*, which is lexically classified as a form of a stative verb *be*, the grammar "pops" out of the NP sub-routine and returns control to the declarative sentence routine, where it starts processing the predicate (see Figure 1).

So far, it has recognized and interpreted the noun phrase the little boy, which it has tentatively parsed and interpreted semantically and pragmatically. The parsing is equivalent to an incomplete tree structure as shown below. In addition, the grammar has pragmatically mapped the subject NP onto some referent which is known to be a member of the set of boys and the subset of little boys. On the basis of the declarative sentence generator in Figure 1, it now anticipates a predicate which will tell something about the little boy. The kinds of predicates that are likely are limited by syntactic, semantic, and pragmatic constraints. Syntactically, on the basis of the transition network of Figure 1, the "T" may be followed by a transitive verb by taking the transition from $q_1$ to $q_2$, etc. The next word scanned by the grammar is *was*, which allows a transition from $q_1$ to $q_2$. This is a final state, but since the word "bucked" follows, the grammar does not "pop" (i.e., terminate processing in the routine). As soon as *bucked off* is processed and recognized as a past participle form of a transitive verb, the grammar has specified the passive construction and that an agent of a certain type is likely to follow. Pragmatically the grammar knows that certain four-legged brutes which are ridden by human beings buck. Hence, "an agent is expected in a subsequent by phrase, and certain properties of that agent are anticipated. The effect of this anticipation will be to facilitate processing if correct, and to hinder it if incorrect. Watanabe (1974) reported that a prepositional phrase with *by*, such as by the barn in the sentence, the boy was bucked off by the barn was more difficult to process than a by phrase such as by the pony in the sentence, the boy was bucked off by the pony. Not only is the by-phrase expected to refer to an agent, but it is pragmatically constrained to mention an agent of a certain sort. The rest of the analysis of Sentence a progresses through the by phrase.
and concludes with the processing of the agent noun phrase much the way the subject noun phrase was processed. When processing concludes, the grammar pops from state q14 of Figure 1.

Sentence b is analyzed in a similar way right up to the past participle, which in b is gone away. The possibilities that exist at that point; namely the ones that are specified by the grammar, are that the sentence will terminate, or that it will be followed by a modifier in the form of a prepositional phrase, or other adverbial or string of adverbials. Whatever follows if the sentence does not terminate is not constrained in the way that the agent in the by-phrase of the passive was constrained for sentence a. The modifier that is subsequent to the verb in sentence b may be a locative such as to his mother's; it may be a time adverbial like by the next day; a manner adverbial like quickly; or an instrumental adverbial like on a horse; etc.

These facts which are conveniently represented in an expectancy grammar explain the data referred to earlier in this paper concerning the differential processing of active and passive sentences. Although the deliberately oversimplified examples that we worked through to this point have attempted to account for language perception, complications of the basic notions illustrated apply equally to perception and production data. For example, combinations of perception and production, as in reading aloud, taking dictation, or having a conversation, all require an expectancy system of the sort illustrated. For this reason it is particularly well-equipped to serve as a framework within which the problems and data of language testing can be discussed.

Another useful extension of a theory of expectancy grammar is suggested by the research of Watzlawick et al. (1967). Their work stresses the fact that human communicative behavior has at least two aspects: there is a relationship (affective) aspect of messages concerning how people see each other as people, and there is a content (cognitive) aspect encompassing the coding of factual information in the everyday sense (see the remarks above in the section on historical perspective, pp. 41-43). To oversimplify a bit, factors that pertain to the relationship aspect of communication are basically the area of interest encountered by sociolinguists; factors that pertain to the content aspect, on the other hand, are characteristically the domain of interest of logicians, cognitive psychologists, and psycholinguists. Relationship information is normally coded by what we term paralinguistic mechanisms, whereas content information is normally coded in segmental phonemes, words, phrases, sentences, etc.

The research of Ogston and Condon (1971) shows an interesting connection between the paralinguistic mechanisms and content level mechanisms of coding. They demonstrated that "as a normal person speaks, his body 'dances' in precise and ordered cadence with the speech as it is articulated. The body moves in patterns of change which are directly proportional to the articulated pattern of the speech stream (p. 153)." And what is perhaps still more interesting: "A hearer's body was found to 'dance' in precise harmony with the speaker. When the units of change in their behavior are segmented and displayed consecutively, the speaker and hearer look like puppets moved by the same set of strings (p. 158)." In commenting on the research of Ogston and Condon; Lenneberg (1971) observed that it is apparently the case "that the flow of movements that constitute motor behavior consists of 'chunks' each having a peculiar program of nervous integration (p. 175)." Lenneberg goes on to observe that,
the sequences of behavior in animals and man are, under normal conditions, extremely flexible. As the organism moves from situation to situation, the patterns of sequences are constantly readjusted to fit specific demands; the only common denominator that remains between one motor sequence, for example, one episode of catching prey, and the next is a logical principle or, in other words, a generalized pattern. If the individual associates of change of neuromuscular events had to be stored one by one, it is difficult to see how and when the organism would have time to acquire the unique behavioral changes as they occur on one particular occasion, and how instantaneous transformations, which adjust behavior to the imperatives of the moment could be performed without a new trial and error procedure (p. 177).

All of this suggests that the organism possesses a complicated generative mechanism or hierarchy of programs that determines the behavior appropriate to a given situation. An expectancy grammar seems to be a natural mechanism for explaining these facts. Such a grammar seems not only to underlie language behavior in particular, but human behavior in general. That is to say, the human being has internalized a grammar of expectancy which enables him to generate (out of a rich repertoire of "grammatical" routines and sub-routines) unique models to fit particular situations. I have suggested elsewhere that it is reasonable to assume that such grammatical programs themselves are generated and constantly modified by certain principles of learning (Oliver, 1971a, 1972c, 1974b, and forthcoming).

CONNECTIONS WITH LANGUAGE TESTING

Within the context of expectancy grammars as models of underlying competence, a valid language test can be defined as one that activates the expectancy grammar that the learner has internalized. The extent to which the learner's grammar is able to synthesize and analyze meaningful sequences of elements in the language is an index of his proficiency or competence in the language. A great deal of data from research in second language testing, in particular, shows that some kinds of tests are better than others at activating the learner's internalized expectancy grammar. The arguments considered in this section originated largely in second language proficiency research. However, it should be borne in mind that the conclusions and generalizations from the data have much wider applicability.

Among the tests that appear to provide valid information about language proficiency are the traditional dictation and the more recently popularized cloze procedure. In various forms, these two and other integrative tests have been advocated by Carroll (1961), Valette (1964, 1967), Spolsky et al. (1968), Oliver (1970a; 1973b; forthcoming and references there), Johansson (1974), Angelis (1974), Upshur (1972), Upshur and Palmer (1974), Gradman (1973), Stubbs and Tucker (1974), and many others. One of the indications of the validity of such tests is their strong intercorrelation with each other. A cloze test is based on a visual input that is read by the examinee, while a dictation is based on an auditory input that is heard by the examinee; nevertheless, they tend to correlate at near the .90 level. This means that roughly 81% of the variance on the tests is common variance. Similar results have been achieved with tests
of reading and speaking skills (Oller and Perkins, forthcoming, and Appendix to Oller, forthcoming).

While the typical interpretation of such data by experts prior to the 1970's was that it only indicated test reliability (and more recently Rand, 1972, and Educational Testing Service, 1970), there is reason to believe that such data can only be interpreted as an indication of test validity. In particular, such results show that the two types of tests are probably tapping a common underlying skill. The notion of an "expectancy grammar" offers a sound theoretical basis for explaining the overlap.

Figure 4 illustrates the facts that have been observed in a wide variety of integrative tests, especially the subclass of pragmatic language tests. The areas of the various circles can be taken as rough representations of the variances on different pragmatic tests involving listening, speaking, reading, and writing. The overlap between the circles may be taken as evidence of a basic expectancy grammar that is tapped by all of the tests. While the areas of non-overlap, i.e. the shaded portions of the figure, may perhaps be attributed either to relatively superficial differences in peripheral processing mechanisms (such as hearing and seeing), or to unreliability, or to both, in the cases of individual subjects where the correlation may be practically nil, an explanation can be provided on the basis of disorders in the peripheral processing mechanisms, unusual experiential background (such as only having experienced the language in written form), and the like. For example, a person may be weak in the ability to read English script even though he understands spoken English very well. Similarly, a learner may have acquired considerable skill in deciphering the written form of the language and be quite inept at understanding its spoken form.

Some of the tests which qualify as belonging to the family of pragmatic tests, in addition to those we have already noted, include the Foreign Service Institute's Oral Interview, many reading tasks, essay writing, and a great many other communication tasks. In general, these tests have remarkable characteristics of stability and sensitivity. To illustrate some of their practical and theoretical virtues, we will review only a couple of samples of data from dictation and cloze tests.

A dictation of the sort that is reasonably termed a pragmatic test is one that is administered at a normal conversational rate over segments that challenge the short term memory span of the examinees. This kind, contrary to much of what the "experts" said during the 1950's and 1960's, has proved repeatedly to be an excellent device for the measurement of language proficiency (Oller, 1970a; Johansson, 1971; Oller and Streiff, 1975), and it also works well as an elicitation device for data concerning specific deficiencies in the internalized grammar of the second language learner (Angelis, 1974). On a dictation as a global proficiency test, the examinee's score is determined by counting the number of deleted words, extraneous insertions, reversals of order, and phonologically mutilated entries.

Of course, more specific "achievement" tests may be constructed by salting the passage with particular sorts of phonological, morphological, lexical, syntactic, semantic, or pragmatic exemplars of rule applications. Many other uses for this integrative testing technique, and the others mentioned earlier, are not difficult to imagine. An important point to remember in the construction of any such test is that the language it represents should be characteristic of the kinds of situations and styles of speech or writing the examinee is apt to encounter in the "real" use.
Figure 4. Variance overlap on integrative tests as an indication of an underlying grammar of expectancy.
of the language skills that the test seeks to measure. This is just another way of saying that the activities required by the test, to be valid, must resemble (at a deep level) as accurately as possible the real life activities that they try to predict the examinee's skill in.

A cloze test is constructed by deleting words from a passage of prose. The task set the examinee is to replace the missing items. Probably the simplest and most frequently used method for constructing a cloze test in order to achieve a 'global' estimate of language skill is to delete every sixth or seventh word from a passage of prose of 300 to 350 words in length. The scoring of the test may be done in several ways. The least complicated method is to count the number of words that are restored exactly as they were placed in the original text. Although this method works about as well as any other in determining the readability of a text for native speakers, either one of two other methods will probably work better in the measurement of non-native proficiency. Darnell (1968) recommends a method based on a fairly sophisticated comparison of the non-native's choice on each item against a response frequency analysis for native speakers. The drawback to this scoring technique is its considerable complexity. Having native speakers make judgments of acceptability actually works slightly better than the exact-word scoring method, and is simpler to use than methods requiring response frequency analysis (Darnell, 1968). As in the case of dictation, cloze tests also are adaptable to many different testing purposes. Again, their theoretical claim to validity resides in the fact that they activate the internalized expectancy grammar of the examinee.

Pragmatic tests, such as cloze procedure and dictation, have not been entirely wanting for criticism. It has been argued (Rand, 1972) that they do not provide specific enough information on the precise points of grammar where the examinee may be deficient, whereas discrete-point tests are especially designed to do so. It seems, however, that this criticism is not well founded. In general, pragmatic tests are much better equipped to provide diagnostic information than discrete-point tests because pragmatic tests elicit errors in contexts where the dynamic aspects of grammar are operative (cf. Angelis, 1974; and Oiler, forthcoming).

It has also been argued that pragmatic tests do not clearly differentiate non-native students who can and cannot succeed in college level coursework (Rand, 1972). This argument is based on the false assumption that a language test by itself can predict which foreign students will succeed in a college level (or any other) course of study. If language skill were all that were required, no fluent native speaker should ever fail, and this is simply not the case.

Yet another criticism is that integrative tests are "too vague," that one cannot tell precisely what they measure. This, however, is no fault of the tests but is rather characteristic of the skill(s) they seek to measure. Answering the question, "How much language proficiency is necessary to understand what goes on in a college level course" is like answering the question, "How much light is sufficient to find your way out of a forest?" It depends hardly at all on any particular discrete "rays" of light, and the same sort of thing can be said about "points" of language skill. It just happens to be the case, moreover, that pragmatic tests are better suited to the mapping measurement of language proficiency (albeit in a vague way) than discrete-point tests are.

Probably, expectancy grammars are as resistant to mutilations of vari-
ous sorts as is the use of language itself. We can frequently say what we do not mean and still be correctly understood. Or, we may mean what we do not say and still be understood. The well-known and now classic experiments of Miller et al. (1951) for Bell Laboratories are evidence enough of the fact that the speech signal itself may be quite badly distorted and still be understood readily by a listener. The concept of a pragmatically-motivated expectancy grammar suggests a straightforward explanation for this. Similarly, a person who scarcely utters a word that is clearly understandable in isolation may be understood easily when his communications are dealt with in their extralinguistic and linguistic contexts. Thus, pragmatic tests sample the non-native speaker's ability to do what native speakers do in the normal use of language.

SUMMARY

The study of pragmatics as it relates generally to linguistic theory and applied linguistics, and particularly to language testing, has been considered. Although the pragmatic approach may represent a change in the emphasis of current research, it is rooted in a long history of concern for the meaning-oriented aspects of language use and learning. The transformational tradition has largely ignored the pragmatic nature of language until quite recently, but now seems to be moving rapidly in the direction of a pragmatically-motivated theory. The major premise of pragmatics that a whole is greater than the sum of its parts has important consequences for linguistics, applied linguistics, and language testing. Nor is it a new idea. The notion of an "expectancy grammar" is employed as a basis for explaining certain psycholinguistic facts as well as data from language testing research. Pragmatic tests, it is claimed, are superior to the discrete-point type in that they tap the underlying, internalized expectancy grammar of the examinee.

FOOTNOTES

1This article incorporates and expands material presented in three earlier papers. The first, "Pragmatic Language Testing: A Theory for Use and a Use for Theory," was an invited lecture presented at Indiana University in January, 1973 at a meeting sponsored by the Committee on Research in Educational Development and Language Instruction. A version of that lecture appeared in Language Sciences, 28, 1973, pp. 7-12. The second lecture, entitled "Pragmatics," was presented at the University of New Mexico in April, 1973 at a meeting of the Duke City Linguistics Circle. The third lecture, which had the same title as the present paper, was given in San Juan, Puerto Rico in May, 1973 at an International Seminar on Language Testing, jointly sponsored by the ALA Commission on Language Tests and Testing and the Organization of Teachers of English to Speakers of Other Languages (TESOL).

2The relevant works of any one of the four men mentioned here would constitute an impressive bibliography. In connection with the notion of "pragmatics" and its relation to the philosophy of pragmatism, see Hayden and Alworth (1965) and the selections in it by Pierce, James, and Dewey. For one of the major works on the topic, see Morris (1938). A thorough history of the topic would take us too far off course.

3For instance, see Oller and Perkins (1978) for research demonstrating the relevance of expectancy grammar to first language and bilingual con-
texts. (See also Part VI of Oller and Perkins, forthcoming.) Apparently, language proficiency in the sense discussed in this paper is the key factor in a very wide range of educational contexts and especially tests. In fact, one can make a case for the view that intelligence is intrinsically tied to language proficiency in the sense defined, and the tests aimed at the former may really only be measuring the latter (see Oller, 1978).

Pragmatic tests are defined (Oller, forthcoming) as that class of integrative tests meeting two requirements: first, they must require the pragmatic mapping of utterances (or their surrogates) onto extralinguistic context. This can be termed the meaning requirement. Second, they must require the processing to take place under temporal constraints. This may be termed the time requirement. Integrative tests, on the other hand, are a much broader class of tests defined as the antithesis of discrete-point tests.

I am indebted to the late Dr. Walton Geiger for this metaphor.
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