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The purpose of this paper 1is to present a numerical example which illus-

N

trates some of the theoretical interrelationships among several competing

analysis strategies.f,Ihe analysis strategies considered are ANOVA of the

'posttest; ANGVA of an index of'response, and ANCOVA.

-The.context forgedmpare

hing the analysis strategies is any balanced design having random assignment _

of experimental units to levels of a fixed independent variable (T), a single‘

s

random dependent variable (), and a single random covariable (X) The num- ‘

- erical example and the comparison‘of results from competing analysis strate-

gies may facilitate students undgrstanding of more general re1ationahipa.

~

+ One or the’ topics typically considered in a beginning course on experi-

mental design is methods for improving precision, where precision is defined

. as the standard error of a simple contrast.

n

It is helpful to introduce these .

methods for random assignment experiments so hat\the more difficult problems

of measuring change ‘are not distracting.

Thus, the ‘studer.z starts with the

be1ief that effects estimated by ANOVA of the posttest are of'intereat and

that they may be used to define the null hypotheses that motivated the study._‘

[« pl -Vu.'. ’.
Y YT Y T

u

[

A treatment effect for ANOVA'of the posttest is defined
4 . . . . . Y

* Invited paper for Educational Statisticians Symposium,_"Tips for Teaching
Basic Statistical Concepts", AERA'1978.
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where by denotes the population mean of the T th revel of the independent

T-
variable on the posttest. The null hypothesis can then be athtpd
. \ : Tt
i ) . ‘ » " Ho: T aﬁ =0, -
‘ T=1 T.

where t denotes the number‘of levels of T. /},-

ANOVA of the posttest serves as a baseline against which other strate-

giés may be judged " In judging the utility of ainew strategy the student
first bust be convinced that the effeqts estimated by - the ‘new strategy are
R the ones of interests i.e., the same a4s would be yielded by ANOVA of the poat-

tegt. . Once the.validity of the effects has been established, the student‘

/. ' . \\ . . -
' -should consider prec1sion. There are, of course, other criteria for gelect--

.

fJ ,' ing. among design/analysis strategies, €.8., assumptions and robustness to ,'2

A ' " violation of assumptions, but they are beyond the scope of this paper.

‘Alternatlve Strategieép . N
] o ’

ANOVA of 1ndek of response is a design/analysis strategy that might be

considered in placekpf ANOVA of the posttest. An index_of-response is de-
fined E L | | .

. TR. TR - TR - °.

s

. s . oo .
where R denotes ceplication and K is'any constant, The most popular form

of index of response is when K equals one, i. e.; a gain score.‘ The design'

for ANOVA of index of response is identical to that for ANOVA of posttest
'pexcept that 1nformat10n is- also available on a covariable X. . Once the index’

has been created it is used as the dependent variable in ANOVA. The effectsi

'estimated by ANOVA of Z are




and are eééily obtained by substitutioh. Since given random qssignment.all. \

'QXT are zero, the student quickly sees that independent of choice of K, the

strategy estimates the desired effects. Relevant to preéision, the expected
- -

value of the mean square error,for ANOVA of Z is

’ 2 22 B
°z °Y (- pyy) +a x.’ o o
. . , g

[N .
- ! o

~  where.a = K- By. x,pr is the correlation of X and Y and By.x is the BLQPe of Y

’. :
on X pooled within levels of T -(Porperrand'Chibucos, 1973) .while this ex- .
. pression makes it easy to see that setting K= BY xyields ‘minimum. _error var- .

iance, it is also true that ANOVA &f / will be ‘moreé precise than ANOVA of Y

»whenever - e o . .. ' ) 'f '
. R . ) . N ' .
0¥

Yét a third design/analysis strategy for improving precision is the

analysis of covarinnce. An ANCOVA effect is defined

o @y " By.yg Uy o | |
Y., %, T Peex 4Ry o

where prime denotes aoJusted effect. -‘As was true‘for index of response, the -

'second term of an ANCOVA effect disappears Under random assignment and ANCOVA

’

is s=en ‘to estimate the effects of interest. The expected value of‘;he mean

_vsquare'error for ANCOVA is . . o o

»

‘ ' 2 _ 2 2. ."]_ ’1. ~’
/ Oy.x T oy (7 oexy) [1 TaE2 |

Y
°

- where d.f. denotes'degrees of freedom.
. TeachingiANOVA of index of regponse prior to~ANCOVA has some advantages.
First, ANOVA of ingex of response is an intuitive procedure which is compue

tationally straightforward.-'ANCOVA‘is conputationallv‘mvsterious but can

1




be thought of as essentially ‘an index of response in which BY X is estf-
. : "mated from the sample rather than known priori. The smaller the sample
. -the poorer the pstimate of BY x? and so the larger [l +-E—%——§] and thus - {T?:

error va;iance. Conversely, +as sample'size goes to infinity, the-sample-

estimate of BY X converges on the parameter, and the error variance reduces

\

to its minimum. Thus, a second advantage of tea.hing ANOVA of index of re-

sponse- first is that, consyétent with intuition, the limiting form of the

€ -
: error variance for ANCOVA is identical to the minimum error variance fbr -
. . 7 . . .
index pf,response: A summary of the effects and variances of the three ; . 2

<

i : :
,  strategies considered is provided~in_Tab1e 1. L % A S
. : . ’ : : \ .
‘ L)

N A Numerical Example o ‘ 'l

“ Table 2 contains data that can be used to illustrate the interrelation-
,sgips presented in Table 1. In the example, there are two treatments and two:
'levels of a second i///pendent variable, say sex.(S),_crosbed with treatments.'

| The design 1is balanced with five individuals per cell. The data in Table 2-

.

‘ have several properties which,facilitate instruction. First the observations
S on‘the posttest (Y) and. the covariable (X) are all whole ‘numbers of modest

size. Second the correlation between X and Y is exactly .8 within each cell.

Third the within cell variances. of-x'and Y are equal'so that the_slope of

»

Y on X is ‘equal to the correlation between Y and x. Finally,vthe treatment'
! ' ' level means on the covariable are exactly-equal.l While this is<unlikely given

random assignment it is conSistent with the long run expectation and. will
- 7 N .-

facilitate illustration of ‘the- Table 1 relat,ionships‘. -

€ 3

: oo . : K -
% ANCOVA is not, however, computationally equivalent to ANOVA of z '"Y - By k.;
. ' -where 3Y .x 18 the sample esti® ate of. slope. - . : X




‘ . . hs

Ignoring the covdriable information it is possible to Analyze the post-
~test data using a two-way fixed effects ANOVA - The results of guch an analysis'
. 1f , . are reported in Table 4. The F-test for a sex by treatment interaction is
zero prowiding no. evidence for rejecting éhe nu11 hypothesis. "The F test.ford
a treatment effect ig 2 which does not exceed the tabled critical value of

."4.49-for.a - .05, While,the F test for d gsex main effect was significant;

“it_was brdh&hly never in doubt. From the point of)view of‘precision,'the

’ PA
~

treatment effects-

. e ’ —'.Y . - Y_oc Ei 05 . - . . ’

T e . i < Te : T R »: . . : ' : .ot
- ' (Tabie 3) were not_ judged to'be'different ﬁrom.zero sing an error variance | RN
of MSy,pg =23+ o | ST -

"
The observations on_X .contained in Table 2 migh have been used to form

. .

!

an index of response.. ‘Since’ gain scores have been so popular~and because

‘ they have, also been so heavily criticized (Cronbach and Furby, 1970) gain

\
scores is a pedagogically good starting pointf The results of an ANOVA of

— gain scores are reported in Table 5. Consistent with’ the conclusion from .

) .o v . .\

LT Table 1 that index of response tests the same hypothesis as ANOVA of the post- R

, -

’

test, the mean square treatment is equal to five in both Tables 4 and 5. Simi"mW

.

1ar1y, using the means from Table 3. the treatment effects for gain scoggs are

e S . -; | ._" /\'/\ R t' I\-J\ ' ) - $

It must be remembered however, that this identity of effeﬁts at the sample e

» 3 -~

1eVe1 is a function of .exactly equal treatment means on X and should not -"f

s - . ne 1

'be expected in practice.:_-" _h' _ f Lo ; " -
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predicted from the relat onships summarized ir, Table 1, i e., ' - o R

[ o o L
Using ghin scores the interaction F. teat remains zero but the treatment_, . R

S
- ww I
'

effectt F. test is 5 which is " statistically significant at o .05. The sig-

.

nificant F results from the errdr variancé having been reduced from 2.5 to

1 0. The'main point ‘for, the student is that these results could have been -

2 _ 2 ‘ z)‘z\ A o
“ 2 = GY.(]- pr) + a Cy . . ] -' . "v_‘:‘;/ |
- R .. = 2,5 (1--..8 _)-+'(‘1 - .8)2 2.5 -
| = 1.0 . L

. I

Table 6 provides information on the~re1atio ship between K/sY x and

- 4

#the mean square error Consistent wich the.relationships given in Table_l,

error variance is seen to be a minimum when'K/BY x 1. Further, the erample.'

illustrates'that réiative 4o improvemen; over ANOVA of the posttest the break-

even points are K/aY X equal 0 and 2. - f . . L

As an aside, it is useful to point oTt to the student that the precision

.“of gain scores for testing effects was quite gbod despite pgpular criticism

‘about their low reliability. Explaining the paradox is beydnd the scope of o L

™~

-
|
this paper but worth including in a- course on experimental design (qorter, i
!

1973) The beginning student might also be interested to- know' that on occasion 'fji

a repeated measures design hasvbeen suggested~as an alternative to the low

'reliability gain scores. While the algebra is tedious, the numerical example

:_from ‘Table 2 provides an easy illustration ‘that the two procedures are iden- )

-~

-tical Using pretest as level one and posttest as level two of a repeated

-

measures dimen;ion crossed with T, S, and I, the ANDVA results are presented

in Table(7. The mean squa;es in Table 7 are exactly half’the comparable me&n

‘.squares for gain scores given in ‘Table, 5 s0 that the factor cancels when forming;.v

N
] / EEEEN . . —— . . - )

.




‘the mean square for treatments and treatments by sex interaction are as

of the other design/analysis strategies. The mean square error for ANCOVA is

the student may wish to refer to Cox (1957)'where:7an index o“‘ec sion is '

) Sment effects in random assignment designs. The £

the F tests. _' ' . : N S

Analysis of qqyariance is the final analysis strategy to be illustrated

-,

| uging the data from Table 2 and the results are presented in Table. 8 Again,

‘

‘fbefore, i.e., five and zero respectively. Similarly, COVK adjusted treat-,

‘ment effects estimated using means from Table 3 are + .5 as they were for each

- .

%een to be .96 which could have been predicted from Table 1, i.e.,

I/ . . - - . ot .- . “ o /'\
. 2 _ 2 .. 2 . 1 '
oy.x T oy @+ va),[l *t 3 f2 1
’ , 3 . . i T ‘
- 3 2 ..];. -t ‘l
= .96, o e
Again, these numerical“results.allos the student to verify predic ions'basedu~~’

/

‘_ on'relationships summarized in‘fable.l. For exaAple, the ANCOVA ‘ean square'

error is not as small as the minimum mean bquare error for ANOVA o‘ index"
(U

of response. Further, not counting the /bss of one degree of freedom,

3: )
the example ANCOVA is comparable to'gain scores:in-precision. At‘ his ‘poiat.

’

prouided that reflects both mean’square error and. degrees-of'freéddm...

In summary, the purpose of this paper has been to present a teaching aid CT

. ' - e

‘ that might be used in a beginning course on experimental design. The intent

of the aid is to provide concrete illustrations of some of the interrelation-'

—

»

§hips among three alternative design/analysis stritegiea for estin@ting treat-

fst re1ationship to. be
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Repeated Measures Analysis of Variance
Using Pretest and Posttest as Measures

d.f.

Table 7

™~ 7
e
-

. -9 .
Sources

SM

™M:TS

F = 4.49 required for sigﬁifiéancé at Zra:=f-o\§, 'v'withv.'lf- ar'id'\,:Té\d,.ﬁk. o

N

ss MS Fhk s,

—

™

i N . ’ : : ™~

é
' .
RS 1
A [
[
E )
*
.
i
..... .
ot S
k .
LN *
<
« -
R 5
- .
~ -
A
a -
.- . /
° K}
. . f -
. .
-~ - . s
A / : RN



¥

Sources L dE sy 85y ssy  sy' et ows! ¥

L _ Table 8
o Analysis'of Coyari_ance of the Posttest Data Using X as the Cova_fiaﬁe
- '\'. _—
.
: &

s+ -1 8 8 8 L0727 1 107 L1

LTS 16 - 40 40 32 144 15 .96

e
Tow

¢ must equal or exceed 4.54 to be'statistically significant at'a = .05, for
~1 and 15 d.f. T o /R o e ;

B / . Coy

o

»
e

- . ' NS X . . . A

.

) b

BN
o~




o™~

Y

~ . . . Refarences

~ -

‘Cox, D. R._ The use of a codbomxtanc varlable in selecting d experimental

"design. Biometrika 1957‘ 44, 150-158,

'Cronbach, L. J & Furby, T. How we should measure "change" 4- or ahnuld we?

PSycholggical Bulletin, 1970 74(1), Pp> 68-80..._

presented at the meeting of the American Educatlonal Research Association,
1973. L . -~ . Lo o ,

Porter, A. C and Chibucos, T. R. Analysis issues in summative evaluetton. .
Chapter which appeared in Evaluating Educational-Programs and Products ;-
‘Gary -Borich' (Ed.), Educational Technolouy Press, 1973. '

’
-4
’ ~
[ o .
i
- X :
. - .
- 1
4 ~
- x> ¢ °
t
e -
P
>
. ’ < Y
- i "
. . . . - v Xp
a A K} . . . L] ;
e ¢ . N L
- . R . .
o R .
- <. - oY PN
o - I . e
o ‘e . .
: ¥ & O - -
- » - " ~t
. ’ . R »
‘ St - .Y
4 . ¢
. . .
. ) L
“ . . © . ! - ”n
. . - . -
D .. ¥ w ' . - -
1, .
a . . - h
B . -
; -
e -
] - e~
’ . - - - .
. . : 2
. ¢ 3 Do i
~
¢ -
- ‘ ,
s R '
e . N ‘-
@ .
n
- i
< - .
3
U .
B . ‘
™ - - . . ' < i <
o T~ .
- .
v = " o
3 -
1 PR . " v
£ -
. ‘- &Y
i) .
i, o . N
Rl . s} —
" N
¥ -
- A “
5 . Ay
A .
9]
' [ . o .y
. ot
- ny L .
- M -y . . «
o ' iel
a
: . ¥ .6‘
- . N .
’ ) A 1 8 '!
1
. -
’ P
k¢ 5 i

;Porter, A. C. Analzsis strategles for some common evaluation ggradigms.j Paper L




