ABSTRACT

It is shown that empirical mental test P - P plots are approximately equal to theoretical item-item curves, at least for long tests administered to many people. This result is important because it leads to (1) a distribution free method for estimating points on item-item curves; (2) a general method for defining estimates of item parameters; and (3) the only parameter estimation method known to be consistent for some of the most important aptitude test models. (Author/CTM)
Abstract

It is shown that empirical mental test P - P plots are approximately equal to theoretical item-item curves, at least for long tests administered to many people. This result is important because it leads to (1) a distribution free method for estimating points on item-item curves, (2) a general method for defining estimates of item parameters and (3) the only parameter estimation method known to be consistent for some of the most important aptitude test models.
I. Background and Motivation

The "answer sheets" for multiple choice aptitude tests are commonly considered to be generated by a two stage process. First, an examinee with some (unobserved) ability $\theta$ is sampled. Second, the various items are answered independently so that the conditional probability of a randomly selected person with ability $\theta$ having a specified pattern of right and wrong answers on the first $n$ items of the test can be expressed in the form

$$\prod_{i=1}^{n} P_i(\theta)^{u_i}[1 - P_i(\theta)]^{1-u_i}$$

where $u_i = 1$ or 0 according to whether item $i$ is correctly answered or not and $P_i(\theta)$ is the conditional probability of passing the $i$-th item.

The conditional passing probabilities or "item characteristic functions" $P_i$ are generally assumed to have one of three forms:

1. (Rasch model) $P_i(\theta) = P(\theta - b_i)$
2. (Two parameter model) $P_i(\theta) = P(a_i\theta - b_i)$
3. (Guessing model) $P_i(\theta) = c_i + (1 - c_i)P(a_i\theta - b_i)$

$P$ is usually specified to be the logistic function

$$P = \frac{1}{1 + e^{-t}}$$

or the normal ogive
Our results will be applicable to a much wider class of functions \( P \) and \( P_1 \).

For a discussion of these models and basic parameter estimation results, see Birnbaum (1968).

Throughout this paper we assume that the distribution of ability is unknown. For comments on this point see section II.4.1.

Our basic result provides a mathematical justification for a distribution-free method for estimating points on item-item curves, a method which is currently being used [Levine and Saxe, 1976]. (Item-item curves are defined below. They play an essential role in the application of functional equations and group theoretical methods to psychometric problems [Levine, 1970, 1972, 1975; Levine and Saxe, 1976].)

Our results also have implications for parameter estimation, especially with equation (2) and (3). The extra generality of equations (2) and (3) seems to be needed for such important applications as the design of optimal tests, computer supported individualized testing and the detection of bias in tests. However, the estimation of item parameters \( (a_i, b_i, c_i) \) is considerably more complicated for (2) and (3) than for (1). In fact, it is not known whether any of the parameter estimation procedures that are now used (that is, used in applications in which the ability distribution is not specified) are consistent.
Our results can be used to show that a simple, common-sense way to estimate parameters (for (2) as well as (1)) is consistent. The results may be applicable to (3) as well, but an elementary step in the verification for (3) has not been proved.

It is unlikely that the estimation technique suggested in this paper will be applied in its present form as it uses data inefficiently. However, the technique seems intrinsically interesting as an application of P - P plots [Gnanadesikan and Wilk, 1968]. Furthermore, it seems important to show that at least one consistent estimation procedure is available for the general models.
II. The Model and an Informal Discussion of the Basic Result

Since the result is complicated, we first present the central finding informally, in outline form, together with some explanatory comments.

II.1 Model and Notation

We assume that the "abilities" or \( \theta \)'s are obtained by sampling from a population with a continuous density denoted by \( f \). The \( i \)-th item score random variable \( u_i \) has the interpretation: \( u_i = 1 \) if item \( i \) is answered correctly and zero otherwise. \( P_i \) is called the \( i \)-th item characteristic function.

We assume that for each \( n \), each vector of zeros and ones \( < v_1, v_2, \ldots, v_n > \) and each interval of numbers \( T \),

\[
\text{Prob}(u_1 = v_1, u_2 = v_2, \ldots, u_n = v_n \text{ and } \theta \in T) = \int_T \prod_{i=1}^{n} P_i(t)^{v_i}[1 - P_i(t)]^{1-v_i} f(t) \, dt.
\]

This model will be used throughout the paper.

II.2 Basic Result

We assume that each \( P_i \) is strictly increasing and continuous, that \( f \) is continuous and that these functions satisfy technical conditions detailed in section III.
Consider any two items, say item 1 and 2. The item-item curve for these items is the point set, $C = C(1,2)$ given by

$$C = \{ <x,y> \in \mathbb{R}^2 \mid \text{for some } t, x = P_1(t) \text{ and } y = P_2(t) \}.$$ 

Let $d$ be the usual distance from a point $<x,y>$ in the plane to the curve $C$, i.e.,

$$d(<x,y>) = \inf_t \sqrt{[x - P_1(t)]^2 + [y - P_2(t)]^2}.$$ 

Denote by $z_n$ the average

$$z_n = \frac{1}{n} \sum_{i=1}^{n} u_i.$$ 

This is simply the usual average score or proportion correct score on the first $n$ items.

Assume $\xi$ is a proportion in the range of each $P_i$. Then it is possible to select a sequence of positive numbers $s_n$ decreasing to zero such that the sequence of points $<x_n,y_n>$ in the unit square with coordinates given by the conditional expectations

$$x_n = \mathbb{E}(u_1 \mid \{z_n - \xi < s_n\})$$
$$y_n = \mathbb{E}(u_2 \mid \{z_n - \xi < s_n\})$$

is eventually close to $C$ in the sense that

$$d(<x_n,y_n>) \rightarrow 0.$$
II.3 Significance of Basic Result

The basic result implies that if a large sample of people is administered an $n$-item test, the point in the plane defined by the sample conditional proportions

$$\hat{x}_n = \text{proportion passing item 1 among those with proportion correct within } s_n \text{ of } \xi$$

$$\hat{y}_n = \text{proportion passing item 2 among those with proportion correct within } s_n \text{ of } \xi$$

will be very likely to be close to a point on the curve $C$. For $(\hat{x}_n, \hat{y}_n)$ can be made arbitrarily close to $(x_n, y_n)$ by taking a sufficiently large sample. And $(x_n, y_n)$ can be made arbitrarily close to a point on the item-item curve $C$ by taking sufficiently large $n$.

These curves can be used to obtain consistency results. For suppose (2) is correct and $P$ is, say, the logistic function

$$y = \left(1 + e^{-x}\right)^{-1}$$

with continuous inverse

$$P^{-1}(y) = -\log\left[\frac{y}{y - 1}\right].$$

Then the transformation

$$< x, y > \rightarrow < P^{-1}(x), P^{-1}(y) >$$

carries $C$ to the straight line

$$a_1 x - b_1 = a_2 y - b_2$$

and the identifiable parameters (e.g., the slope $a_1/a_2$, or intercept $(b_2 - b_1)/a_2$) can be computed by Cramer's rule from any two distinct
points on \( C \). Since the formulas of Cramer's rule are continuous, a sequence of points converging to two distinct points on \( C \) could be used to define a sequence of estimates converging to parameter values.

The case on hand is somewhat more complicated. The technical assumption made in section III will imply that if two different proportions \( \xi \) and \( \xi' \) are used to define two different sequences \( \langle \hat{x}_n, \hat{y}_n \rangle \) and \( \langle \hat{x'}_n, \hat{y'}_n \rangle \), then both will eventually be arbitrarily close to \( C \). Generally neither sequences will converge (see section II.4.3). But it can be shown that corresponding points in the sequence will be "separated," i.e., for some positive \( \epsilon \), for all \( n \)

\[
(\hat{x}_n - \hat{x'}_n)^2 + (\hat{y}_n - \hat{y'}_n)^2 > \epsilon
\]

This means that the line connecting (transformed) corresponding points will converge to the transformed item-item curve line, and Cramer's rule could be used to define a convergent sequence of parameter estimates.

(We consider only two \( \xi \)'s here to keep the reasoning as simple as possible. In practice it would be preferable to use many \( \xi \)'s and estimate parameters by fitting a line to transformed \( \langle \hat{x}_n, \hat{y}_n \rangle \) 's.)

The key points of the above scheme for estimating parameters for equation (2) are: (i) There is at most one item-item curve passing through two distinct points in plane and (ii) a continuous formula (Cramer's rule) is available for expressing item parameters as functions
of points in the plane. The scheme, thus, clearly could be used for the
model in which $P$ is the normal ogive, or any other such function
appearing in ($\alpha$).

One would like to apply this estimation scheme to the commonly used
model in which $P$ is logistic and each $P_i$ satisfies (3). But unfor-
tunately, I have not yet succeeded in verifying that for some $n$ there is
at most one item-item curve consistent with (3) and the logistic assumption
passing through $n$ distinct points in the plane. This elementary step and
the exhibiting of a continuous inversion formula presently blocks the
application of the basic result to the most commonly used model, the
logistic guessing model.

The item-item curves $< P_i, P_j >$ are interesting in their own
right since they play a central role in the use of group theoretical
and Fourier methods to analyze test data [Levine and Saxe, 1976]. The
basic result supports a distribution free method for estimating points
in these curves which is currently being used. (The method is to
compute the $\hat{x}_n, \hat{y}_n$'s for many $\xi$'s and then compute the best
fitting monotonic function to the $\hat{x}_n, \hat{y}_n$'s.)

II.4 Comments

1. If $f$ is assumed to be normal, then estimation problems
can be greatly simplified. However large scale studies
have clearly disconfirmed normal and other guesses about
the form of $f$. Consequently we choose to make only
plausible regularity assumptions about the form of $f$.

2. Our method circumvents the complications of simultaneously
introducing new unknown "item parameters" by increasing test
length and unknown abilities $\Theta$ by increasing sample size.
5. Since proportion correct is a fraction, \( z_n \) takes only finitely many different values. Consequently we condition upon \( z_n \) being in an interval containing \( \xi \) rather than \( z_n = \xi \).

4. Convergence of proportion correct \( z_n \) to \( \xi \) does not imply convergence of estimated ability. In fact since blocks of easy and hard items may be interspersed even the sequence

\[
\varepsilon(\psi|z_{2n} = 1/2)
\]

in which proportion correct is constant can oscillate indefinitely. A fortiori, convergence of \( z_n \) to \( \xi \) cannot imply convergence of either

\[
\varepsilon(u_1|z_n = \xi_n)
\]

or

\[
\varepsilon(u_2|z_n = \xi_n)
\]

Thus neither

\[
x_n = \varepsilon(u_1|z_n - \xi < s_n)
\]

nor

\[
y_n = \varepsilon(u_2|z_n - \xi < s_n)
\]

need converge. All that can be proved without further assumptions is that \( <x_n, y_n> \) is eventually close to the curve \( <p_1, p_2> \).
Our results are fully distribution free. The basic result remains valid even if none of the formulas (1), (2) or (3) are valid for any $P$. 
III. Technical Details

III.1

In accord with current practice we will generally use

\[ E(\epsilon(1 \mid \frac{1}{n-1} \sum_{i=1}^{n} u_i - \xi) \leq s_n) \]

rather than

\[ E(\epsilon(1 \mid \frac{1}{n} \sum_{i=1}^{n} u_i - \xi) \leq s_n) \]

That is, we condition on the average score on the test without the item being studied rather than on the first \( n \) items. In applications (4) is preferred to (5) because for short tests the quantities

\[ E(\epsilon(1 \mid \frac{1}{n} \sum_{i=1}^{n} u_j - \xi) \leq s_n) \]

obtained for different items \( j \) are markedly interdependent [Lord and Novick, 1968, Theorem 16.4.1] Asymptotically (4) and (5) are the same, but some of the proofs using (4) are simpler.

III.2

It is well known that "true score" or proportion correct on a very long test is very nearly equal to a function of ability. We will use a more specific result, namely that under general conditions, if

\[ s_n \rightarrow 0 \quad \text{and} \quad ns_n^3 \rightarrow \infty \]

then for a given proportion \( \xi \) there is a constant \( k \) such that
\[ \text{(6)} \quad \text{Prob}\{\theta_n \leq \text{ability} - \theta_n \leq \theta_n | \text{proportion correct} - \left| \frac{\theta_n}{s_n} \right| \leq s_n \} \rightarrow 1 \]

where \( \theta_n \) is the unique solution to the equation

\[
\xi = \frac{1}{n} \sum_{i=1}^{n} P_i(\theta_n) .
\]

(The uniqueness of \( \theta_n \) will follow from the assumptions to be made about the \( P_i \)'s.)

This result will imply the key part of the basic result. For denoting

\[ z^*_n = \text{average score on the first } n \text{ items of the test,} \]

except for the first item

\[ z_n = \frac{1}{n-1} \sum_{i=2}^{n} z_i \]

and

\[ x_n = \xi(u_1 | z^*_n - \xi \leq s_n) , \]

we have

\[ x_n = \text{Prob}\{u_1 = 1 & | \theta - \theta_n | \leq k\theta_n | z^*_n - \xi \leq s_n \} + \text{Prob}\{u_1 = 1 & | \theta - \theta_n | > k\theta_n | z^*_n - \xi \leq s_n \} . \]
where \( \Theta = \) the ability random variable and

\[ G^* \text{ satisfies } \sum_{i=2}^{n} P_i(G^*_n) = \zeta. \]

Formula (6) implies that the second term tends to zero. The first term

\[ \text{Prob}(u_1 = 1 \& | \Theta - G^*_n| \leq ks_n | z^*_n - \zeta| \leq s_n) \]

equals

\[ \frac{\int_{-\infty}^{\infty} P_i(\Theta) \text{Prob}(|z^*_n - \zeta| \leq s_n | \Theta = \Theta) f(\Theta) d\Theta}{\text{Prob}(|z^*_n - \zeta| \leq s_n)} \]

But since \( P_1 \) will be assumed to be continuous, this will be very nearly

\[ P_1(G^*_n) \text{Prob}(| \Theta - G^*_n| \leq ks_n | z^*_n - \zeta| \leq s_n) \]

which by (6) is asymptotically equal to

\[ P_1(G^*_n) \]

Our assumptions about the \( P_i \)'s will imply that \( G^*_n - \Theta_n \rightarrow 0 \).

Thus \( x_n - P_1(\Theta_n) \) will tend to zero. Similarly, if

\[ y_n = c(u_2 | \frac{1}{n-1} (u_1 + u_3 + \cdots + u_n) - \zeta| \leq s_n) \]

then \( y_n - P_2(\Theta_n) \) also tends to zero, and the distance between \( <x_n, y_n> \)
and curve \( < P_1(\Theta), P_2(\Theta) > \) will tend to zero. Thus to establish the result considered in II.2 it is necessary only to more precisely formulate and prove (6).

III.3

In this section inequality (6) is stated more completely and proved.

Notation and Assumptions

- \( f = \) "ability" density, assumed to be continuous.
- \([a, b]\) a fixed interval with \( a < b \).
- \( k = \min_{\Theta \in [a, b]} f(\Theta) \), assumed to be positive.
- \( P_i = \) "item characteristic function," assumed to be continuous, strictly increasing, differentiable.
- \( \alpha = \inf_{i} \inf_{\Theta \in [a, b]} P'_i(\Theta) \), assumed to be positive.
- \( \beta = \sup_{i} \sup_{\Theta \in [a, b]} P'_i(\Theta) \), assumed to be finite.
- \( \zeta = \) a constant in the range of each \( P_i \).
- \( \Theta_n = \) the unique solution to \( \zeta = \frac{1}{n} \sum_{i=1}^{n} P_i(\Theta) \).
- \( \Theta = \) "ability" random variable. Has density \( f \).
- \( u_i, i \geq 1 = \) "item score" random variable, satisfies

\[
\text{Prob}[u_i = 1 | \Theta = \Theta] = P_i(\Theta) .
\]
$z_n = \text{"proportion correct" random variable, satisfies}$

$$z_n = \frac{1}{n} \sum_{i=1}^{n} u_i$$

$\varepsilon = \text{a positive constant. We assume for all } n$

$$a + \varepsilon < \theta_n < b - \varepsilon$$

**Asymptotic relation between proportion correct and ability:**

If $s_n \rightarrow 0$ and $ns_n \rightarrow \infty$, then

$$\operatorname{Prob}\{|\theta - \theta_n| \geq \frac{2s_n}{\alpha} \mid z_n - \xi| \leq s_n\} \rightarrow 0$$

**Proof:** Let $\mu_n(\theta)$ denote the conditional expectation

$$\varepsilon(z_n \mid \theta = \Theta) = \frac{1}{n} \sum_{i=1}^{n} \operatorname{P}_i(\Theta)$$

Clearly $\mu_n(\theta)$ is continuous, differentiable, strictly increasing and satisfies $\alpha < \mu_n'(\Theta) < \beta$ for all $n$ and $\Theta \in [a, b]$.

The conditional variance of $z_n$ satisfies

$$\operatorname{Var}(z_n \mid \Theta = \Theta) = \frac{1}{\alpha^2} \sum_{i=1}^{n} \operatorname{P}_i(\Theta)[1 - \operatorname{P}_i(\Theta)] \leq \frac{1}{4n}$$

Using this in Chebyshev's inequality gives

$$\operatorname{Prob}\{|z_n - \mu_n(\theta)| \geq \delta\} \leq \frac{1}{4n} \frac{1}{\delta^2}$$
From the triangle inequality we have

\[ |\mu_n(\Theta) - z_n| \geq |\mu_n(\Theta) - \xi - z_n - \xi| \]

Consequently

\[ \text{(8)} \quad \text{Prob}(|z_n - \xi| \leq s \mid \Theta = \Theta) \leq \text{Prob}(|\mu_n(\Theta) - z_n| \geq |\mu_n(\Theta) - \xi - s| \mid \Theta = \Theta) \]

For \( \Theta \in (a, b) \) and \( 0 < s < \alpha |\theta_n - \Theta| \) it follows from (8), the mean value theorem and Chebyshev's inequality that

\[ \text{(9)} \quad \text{Prob}(|z_n - \xi| \leq s \mid \Theta = \Theta) \leq \frac{1}{4n} \left[ \alpha |\theta_n - \Theta| - s \right]^2 \]

For \( s > 0 \), put \( U_n = (a, b) \cap [\theta_n - 2s/\alpha, \theta_n + 2s/\alpha] \). Then \( \Theta \in U_n \) implies \( 0 < s < 2s < \alpha |\theta_n - \Theta| \), so (9) can be used to derive

\[ \text{(10)} \quad \text{Prob}(|z_n - \xi| \leq s \ \& \ \Theta \in U_n) \]

\[ = \int_{U_n} \text{Prob}(|z_n - \xi| \leq s \mid \Theta = \Theta)f(\Theta)d\Theta \]

\[ = \int_{U_n} \frac{1}{4n} \left[ \alpha |\theta_n - \Theta| - s \right]^2 f(\Theta)d\Theta \]

\[ \leq \frac{1}{4ns^2} \]
For \( \theta \in (a, b)^c \) and \( 0 < s < \alpha \varepsilon /2 \)

\[
(11) \quad \text{Prob}(|z_n - \xi| \leq s | \theta = \theta) \\
\leq \text{Prob}(|z_n - \mu_n(\theta)| \geq |\mu_n(\theta) - \xi| - s | \theta = \theta),
\]

from (8),

\[
\leq \text{Prob}(|z_n - \mu_n(\theta)| \geq \min_{x=a,b} |\mu_n(x) - \xi| - s | \theta = \theta),
\]

since \( \mu_n \) is monotonic

\[
\leq \frac{1}{4n} \cdot \frac{1}{(\alpha \varepsilon - s)^2},
\]

from Chebyshev's inequality and the mean value theorem,

\[
\leq \frac{1}{4n} \frac{1}{s^2},
\]

since \( \alpha \varepsilon > 2s \).

Combining these results gives

for \( s < \alpha \varepsilon /2, \ t = 2s/\alpha \)

\[
(12) \quad \text{Prob}(|z_n - \xi| \leq s \& |\theta_n - \theta| \geq t) \\
= \int_{U_n(0)} \text{Prob}(|z_n - \xi| \leq s | \theta = \theta) \tau(\theta) d\theta
\]
\[ \int \text{Prob}\left( |\zeta_n - \xi| \leq s \mid \theta = \theta \right) f(\theta) \, d\theta \]

\[ \leq \frac{1}{4n} \int_{\left[ U_n U(a,b) \right]^c \cap \{|\theta_n - \theta| \geq t\}} f(\theta) \, d\theta \leq \frac{1}{4ns^2} \]

Finally, we obtain a bound on \( \text{Prob}\left( |\zeta_n - \xi| \leq s \right) \) as follows: For \( s < 2\beta \), \( |\theta - \theta_n| < s/2 \) implies \( \theta \in (a,b) \) and

\[ \text{Prob}\left( |\zeta_n - \xi| \leq s \right) \]

\[ \geq \text{Prob}\left( |\zeta_n - \xi| \leq s \mid \theta_n - \theta | < s/2 \right) \]

\[ \geq \int_{\theta_n - s/2}^{\theta_n + s/2} \text{Prob}\left( |\zeta_n - \xi| \leq s, \theta_n - \theta | < s/2 \right) f(\theta) \, d\theta \]

\[ \geq \int_{\theta_n - s/2}^{\theta_n + s/2} \text{Prob}\left( |\zeta_n - \mu_n(\theta)| + |\mu_n(\theta) - \xi| \leq s \mid \theta = \theta \right) f(\theta) \, d\theta \]

\[ \geq \int_{\theta_n - s/2}^{\theta_n + s/2} \text{Prob}\left( |\zeta_n - \mu_n(\theta)| \leq s - \beta |\theta_n - \theta | \mid \theta = \theta \right) f(\theta) \, d\theta \]

\[ \geq \int_{\theta_n - s/2}^{\theta_n + s/2} \text{Prob}\left( |\zeta_n - \mu_n(\theta)| \leq s/2 \mid \theta = \theta \right) f(\theta) \, d\theta \]

\[ \geq \left( 1 - \frac{1}{4n} - \frac{1}{2s} \right) \int_{\theta_n + s/2}^{\theta_n + s/2} f(\theta) \, d\theta \]
\[
\begin{align*}
\frac{1}{n^2} \left( 1 - \frac{1}{n^2} \right) \min_{a \leq \Theta \leq b} f(\Theta) \cdot \frac{s}{\beta} \\
= \left( \frac{n^2 - 1}{n^2} \right) s \cdot \frac{k}{\beta}
\end{align*}
\]

Combining this result with (12) gives for \( s < \alpha / 2, 2\beta / \epsilon \)

\[
\text{Prob}\{ | \Theta - \Theta_n | \geq 2s/\alpha | z_n - \xi | \leq s \} \\
\leq \frac{1}{s(n^2 - 1)} \frac{\beta}{4k}
\]

which tends to zero as \( s \to 0 \) and \( n^3 \to \infty \), as was to be proved.
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