Recent developments in such fields as linguistics, logic, information theory, computer science, speech act theory, and psychology can lead to a greater interdisciplinary understanding of the process of writing (defined as purposeful activity involving language use in special modes). Purposes for writing, which may be correlated with the many decisions and selections made in the writing act, are different from those of speech and also differ between various writing modes. An adequate writing model will include explicit strategies for making good decisions. Linguistic research has shown that grammar is related to systems of meaning and language use by the establishment of priorities; sentences typically include both previously known and new material, and information priorities within sentences can be analyzed. To plan whole texts, a writer must be trained in forming hierarchies of topics. The writer can make the message as strong as possible by considering reader backgrounds and expectations and by tailoring his or her approach to logical arrangement accordingly. Explicit knowledge of the decision making processes in writing and of the prospective consequences of these decisions is of key importance in writing well; such knowledge is a great part of good style and correct usage. (A recommended reading list is included.)
INTERDISCIPLINARY RESEARCH TOWARD A THEORY OF WRITING

Robert de Beaugrande

There are two frequently encountered views on the future source of a theory of writing suitable for explicit and effective writing programs. Either such a theory will emerge from within the English discipline itself, as an offshoot of the profession's concern with language and (more predominantly) literature; or else a theory must be imported from some adjacent discipline also concerned with language, such as those cited in the title of this paper.

My own research in these areas as well as in English leads me to reject both views as inadequate. The theory we need is sufficiently complex that it must be worked out in concerted interaction between English and all of the above cited disciplines—an interaction free of all the insider's jargon, rivalry, and compartmentalization that have blocked such efforts in the past.

Only a short time ago, such a vision of interdisciplinary co-operation would have been dismissed on all sides as utopian. But we are witnessing today an unprecedented willingness for co-operation, such that greater and faster progress is occurring in the participating disciplines than was ever possible as long as isolation was the rule. This trend is older and stronger in Europe than America, but here also, such occasions as the Shelter Island Conference (to be discussed below) justify new hopes. My purpose today is firstly to survey the recent advances made possible in adjacent disciplines by interdisciplinary co-operation and secondly to look at how a theory of writing can be created by this kind of interaction.

At the outset, I must stress that no adjacent discipline has anything like an explicit theory of writing that could be transported to the English class. However, all of them are now aware of the pressing need for such a theory as a means of understanding many of their own special problems. The English profession
can offer in return its experience with actual writing processes and its insights into literature as an especially effective mode of using language. Therefore, despite the dimensions of the task at hand, I feel that a certain optimism is justified after all.

I shall begin with linguistics, which, being defined as a science of languages, seems a logical starting point. Traditionally, this discipline has been preoccupied with constructing internally consistent formal descriptions of language at a level of abstractness where the issues of human motivation and social interaction could scarcely be raised. Such descriptions were evaluated solely on their formal correctness and not on their usefulness in approaching language-related problems. If some researchers did try to make use of these formal descriptions later, as in so-called "applied linguistics," the theoretical justification as well as the practical results were often rather lacking in substance, at least when the original model was kept rigorously intact.

Transformational grammar will serve to illustrate my point. Its instigators were fond of pointing out that the theory was intended to account for "abstract automata" rather than people. We are to envision a robot who knows nothing about society and the world and has no desire to communicate meaningful messages, but who is able, by means of a large memory for formal rules, to string together words into grammatical sentences of English. Yet experience has shown that this model is not even usable for the computer. Precisely because our robot knows nothing about the world and doesn’t want to communicate, it can only analyze sentences by running through vast quantities of rules. One researcher who developed a transformational analysis model for a computer at MIT calculated that the analysis of a single sentence would demand a time span six times that of the expected life of the solar system.

We begin to understand my point made above concerning the usefulness of
linguistic descriptions, the sociologist Emanuel Schegloff has been led to conclude that transformational grammar is not about language at all. It can be put to some limited use, as the popular technique of "sentence combining" has demonstrated. But it provides no account whatsoever about why human beings are or are not motivated to combine sentences in actual cases. It is entirely possible that poorly written sentences are not improved by combining.

At present, linguistics is undergoing a long-awaited change. A broad approach, known as "text linguistics" is asking the question that old-style linguistics could not answer: what gives a text its "textuality," that is, what makes a text a coherent stretch of discourse and not the mere sequence of minimal units, words, or sentences studied by older linguists? Understandably enough, early research tried to answer the question by staying inside the text. Such aspects were studied as the use of pronouns and other "proforms" that can be substituted for material given elsewhere in the text. Another issue is the distribution of old and new information in sentences, which I shall discuss later on. Recent work reflects the realization that textuality is also determined from outside the text: the coherence of texts is partly derived from the coherence of our views about the real world. Semantics, the study of systems of meaning, and "pragmatics," the study of human motivations and responses in language use, are now emerging from long neglect and isolation to fill in major gaps in language theory.

A significant development in this connection is the rise of a comprehensive science of the use of signs in communication, known as "semiotics." This new discipline is devoted to investigating all kinds of communication, including speech, writing, imagery, gestures, and facial expressions. Such a broad and unified approach has already brought notable advances in such diverse areas as social psychology and the theory of artistic media. The extent to which
semiotics can be a complete success depends directly upon the willingness of the relevant disciplines to continue and intensify their participation.

The brief outline of linguistics just provided can be seen as typical of the state of the art in other areas also, such as logic, information theory, and psychology. Like linguistics, these disciplines traversed barren periods of isolation and narrow-mindedness, only to discover recently that even their most basic tenets are only to be stated and proven through free consultation with adjacent disciplines.

Logic, which has traditionally formed a central part of language philosophy, has largely been concerned with constructing systems of meaning in which objects are fully definable and describable through consistent operations, and in which all assertions formed by such operations can be unambiguously classed as true or false. Predicate logic deals with the internal construction of assertions, while propositional logic deals with the truth values of assertions in various combinations. The rules and operations allowed in conventional types of logic are kept very stringent in order to eliminate all possible ambiguities in advance. As a result, such logics are unsuited to representing statements made in "natural languages" (i.e., real languages such as English) about the world around us with its many nuances and ambiguities. The situation has been similar to that of transformational grammar in that the stringency of the system tends to vitiate its usefulness as an account of language. 11

One might compare logic to a system of measurement that uses only feet and inches. Objects and distances which are not exactly measurable in these units are simply rounded off or ignored. The task of recent logicians has therefore been to find more exact and flexible units for representing some model of the real world. In modal logic, assertions do not simply possess a value of either true or false, but instead a degree of probability at a
given time point. Other developments concern the concept of the function, which is defined as an entity that assigns one element to another. Functions can be used to assign properties to objects and thus to reconstruct whole states of affairs, or "possible worlds." Richard Montague has proposed a much richer system for the formation of functions. If an object is assigned a property, a new function could be used to assign a property to that property and so on, until the desired precision and detail is attained.

In this way, logical representation becomes a very accurate scale of measurement in comparison to its early insistence upon forcing everything into cumbersome patterns. Montague's system also captures the details of situations by defining "time-world-states" where certain conditions prevail.

An intriguing example of interdisciplinary co-operation between logic, information theory, psychology, and computer science is the development of a computer teacher using the Socratic method. Induction, being the process whereby one inspects some actual instances and attempts to construct a rule, is an important component of a theory of writing. The object is not so much to construct a perfect and complete rule system as to acquire strategies for forming rules and revising them when contradictions appear. These strategies are essential for presenting convincing and consistent arguments with examples.

The computer system, called SCHOLAR, can use virtually any subject matter to train a student in making and defending or revising predictions on the basis of observation.

Speech-act theory has been another major area of interdisciplinary interaction, this time between logic, linguistics, and sociology, or "socio-linguistics" (as the borderline region between the two latter disciplines is often called). This theory deals with conventions and actions which can be counted as constituting the social acts of making promises or threats, giving advice, and so on. So far, the theory has
been most successful in treating such clearly defined uses of language as the above or in ceremonies such as baptism, marriage and the like. More intense participation is needed among a wider group of disciplines, including psychology in particular.

The question of how systems of meaning are correlated with conventions of language use is too large to be handled by speech-act theory alone. This is evident in the matter of information value. It is not enough to simply represent a state of the world in a logical form. We need to know how people take this state as a background and make a new or important statement about it. In other words, we must find out how some information is focussed and other information kept marginal.

The original conception of information theory was to determine the information value of elements by reference to their probability of occurring in a given sequence. A highly probable element is said to carry little information and vice versa. This seems reasonable enough, but problems arise when probability is viewed as computable only when the exact number of alternatives for any point is known. The alternatives in a natural language like English are very numerous, and they are seldom freely interchangeable. Moreover, when readers encounter highly improbable elements in texts, they are less likely to be highly informed than totally mystified. What we really require is a comprehensive account of the various factors that influence the expectations of readers about texts. Only then can we speak of an element as probable or improbable in a communicative sense.

The need to judge reader expectations and responses demands consultation with psychology. This discipline is also emerging from a long phase of isolation during which very mechanical experiments based on reductionist theories were the rule. The experts at the conference on learning psychology on Shelter Island, whose proceedings are a must for every English teacher, were in
impressive agreement about "the past irrelevance of psychology to the educational enterprise." The usual testing methods for language experiments involved recall of nonsense syllables and words lists, two forms in which real-life language never occurs. Later, transformational grammar stirred interest in sentence formation, but only considerations of syntax were allowed. To prevent test persons from consulting other cues, such as context or voice quality, experimenters presented samples of single sentences spoken by people in a dead monotone or else a shrill, unwavering scream.

Only recently have tests begun using coherent texts read under more natural circumstances. Rather than the single word or the grammatical pattern, the basic unit is often a logical assertion, that is, an object and some property. This co-operation of logic with psychology has already allowed the design of a useful standard to measure readability.

Another new element in psychological studies is the realization that language is not just a matter of responding to outward stimuli. Language users have complex frames of knowledge, belief, and experience which they use to predict what will be said and how things should be interpreted. Tests which assume test persons with blank minds are unrealistic, and any accurate results they might achieve are artifacts of the efforts of people to be good "test persons" in the expected way.

A major impulse in the development of artificial intelligence models came from the desire to find models of how people stored knowledge about the world. The very conception of artificial intelligence as a field of techniques for machine comprehension has made it an eminently interdisciplinary and hence rapidly progressing area of research. The most intriguing aspect of computer models is their demand for a much more explicit model of understanding than any available so far. Such models must be realistic in the very sense that
traditional linguistics and logic were not, because otherwise the model will simply not run on the computer. Therefore, artificial intelligence provides a rough proving grounds for language theories of all kinds. I remarked already that the weakness of transformational grammar was clearly shown in attempts to computerize it. In contrast, Terry Winograd was able to get a robot working quite well with a "functional grammar" suggested by Michael A.K. Halliday.21 The computer also verifies logical systems for representing "possible worlds" by such techniques as mechanical theorem proving. And the interest of psychologists in artificial intelligence was very manifest at the Shelter Island conference.

The input to the computer is first of all a sequence of symbols in a mechanically readable form. The simplest system uses a grammatical analyzer and a dictionary to understand the input. But this kind of system is often helpless for dealing with ambiguities resulting from the simple fact that one word can be used to mean different things. Assigning markers to words for compatibility tests did not help much.22 What is needed is to create inside the computer a body of knowledge capable of solving common problems of ambiguity by making inferences from context. In addition to a grammar and a dictionary, researchers have developed networks of knowledge, often called "frames,"23 which enable the computer to understand messages about limited models of the world. The computer can infer more facts than it is actually given, and create or update states of affairs. Factfinding and inference procedures readily solve many kinds of ambiguities quite beyond the reach of purely grammatical systems. Here we have a striking confirmation of the conclusion reached independently by linguists: the coherence of texts depends on the coherence of our understanding the world.

Having come full circle, I would now like to suggest how the disciplines I have briefly surveyed might interact in the development of a theory of writing.
To begin with, we can define writing as a purposeful activity involving language use in special modes. We must go on to inquire how purposes should be defined and correlated with the many decisions and selections that must be made during the act of writing. Decision-making criteria must reflect the fact that the options and the potential of writing differ not only from those of speech, but vary also for different text types. It might seem desirable to begin with an exhaustive presentation of the options, but this will soon prove unworkable. Instead, we need general standards which allow the writer to determine the suitability of actually appearing options (i.e., options coming to mind) for the text type at hand. For example, topic shifts in expository writing must be controlled with much stricter means than in face-to-face speech or a personal letter. Expository writing also demands much greater attention to possible ambiguities, due to the relatively large distance between writer and reader.

The options in such areas as topic choice and arrangement, hierarchies of detail, strategies of argumentation, sequences of presentation, and grammatical structure are too numerous to be managed all at once. It follows that we need management strategies for making decisions in a suitable order, so that contingencies can be respected. For instance, one must decide whether the agent or the recipient of an action is to be given prominence before choosing the active or the passive form of the verb. My own experiments indicate that the best time for co-ordinating decisions is not during the act of writing, but after one has written a relatively complete stretch of discourse. It is not surprising and certainly not degrading to notice that many initial decisions were not the best possible, and to revise them accordingly. This effect is a simple result of the complexity of the task.

It should be stressed that a model with explicit strategies for making good decisions is well worth the initial difficulties of designing it. For
one thing, we would have a systematic and eminently fair standard for assigning grades to student performance. What is still more important, students would have direct knowledge of performance standards, so that they would be motivated to evaluate and revise their own work extensively before submitting it in the first place. The rather unproductive cycle in which teachers simply mark and count whatever are considered "errors" would be replaced by a co-operative discussion of teachers and students about how to use manifest principles for building and judging texts. Human resources would be employed much more effectively, both in dramatically reducing teacher work loads and in openly promoting student self-sufficiency.

The contribution of linguistics to an explicit theory of writing is very important. Linguists have already provided a formal descriptions of the grammatical and syntactic options of English. Research is now in progress concerning the relationship of grammar to systems of meaning and language use. One major factor that pervades all considerations of communicative functions is the establishment of priorities. The typical sentence contains some material which refers either to what has been said before or else to what the readers presumably know; and some material which is important either because it is new or because the writer wishes to call it to the focus of the readers' attention. The most usual arrangement for English sentences is old (or obvious) information followed by new (or strategically important) information. However, information priorities are not to be analyzed only within sentences. Accurate judgements about reader background and expectations are indispensable. If a writer focuses on material already known to the readers, the act of reading loses its dynamic effect. In a writer wrongly presupposes extensive background knowledge, the text may not be understood at all, as is the case of technical writing.
when presented to general audiences. A certain range of ratios between old and new information is advisable for a given reader group, while ratios falling too low or too high run the scale from utter confusion to sheer boredom. Psychological tests with alternate versions of the same text, each version having a characteristic information ratio, would be very instructive. We also need studies from the areas of pragmatics and socio-linguistics dealing with issues of motivation and response among readers with particular interests.

To plan whole texts, a writer must also be trained in forming hierarchies of topics. Logical systems for organizing the relationships between a central thesis and the supporting facts or illustrations must be refined. These systems must not be restricted to logical considerations alone, but must be correlated with such systems for managing linguistic options and judging reader responses as I have outlined above. For example, if a writer's purpose requires imparting a highly unexpected message, the decision to present that message at once and follow it up with supporting material (the deductive approach), or to begin with seemingly incidental material and build up to the message as a conclusion to be drawn (the inductive approach) depends on presumed reader attitudes. If the message is likely to encounter resistance or rejection, the inductive method is better, while the deductive method is effective for messages that will be approved. The writer can thus take advantage of reader predispositions to make the message as strong as possible. Depending upon which of these approaches is chosen, the information contours and hence the grammatical formation of the individual sentences will be substantially affected.

Reader responses can also be studied in analogy to artificial intelligence models. When new information is introduced into a system, does the system reject it, transform it, or update its own knowledge by discarding old facts? The
response should depend upon how many items of information in the system are attached to whatever items would be discarded or updated, and how strong the motivations to preserve the old order may be. The system need not insist upon complete logical consistency, any more than humans do. But the system would hardly tolerate large contradictions between items closely linked in the network. Research is now under way to study how networks of meaning function in processes of understanding and interacting.

In teaching writing, it is important to remember that texts are also situated in networks of previous texts. This factor has been studied in semiotics under the name of "intertextuality." Here is where the English profession's expertise in literature and literary influences become active. The most important use of literature here would be to show how the creativity of authors results from an awareness of the background of intertextuality and an acceptance of the implied challenge to discover new possibilities.

Explicit knowledge about the decisions made in writing and about the prospective consequences of those decisions is surely a key factor in writing well. Such knowledge has a great share in what has traditionally been described as "good style" and "correct usage." Obviously, more time is needed to develop a sufficiently complete and explicit account for wide use in teaching writing. But we can make significant inroads on this large task with the help of other language-oriented disciplines. I hope that I have at least suggested what these disciplines can offer and what some areas of future cooperation might be.
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