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Preface

In accordance with the objectives of contract §400-76-129’between the
National Institute of Education and the American’ Institutes for Research,

this document was produced to present as clearly as possible to nod-methodol- )

ogists the sources of controversy surrohnding the decade of evaluation of
Titde I of te Eleméntary and Secondary Education Act of 1965. At the begin-
ning cf October 1976, the authors 'set out to write (1) this methodological
discussion, (2) a volume of summaries of Titie I evaluation studies, and

(3) a synthesis of the substantive findings about Title 1 that have been
provided by t'ose studies. Allotment of time to the three documents wag a
constant prob“km during the nine-month period of the contract, because the
direct expenses covened only about 10 person-months of professional effort.

This document represents about 402 of that effort.

The authors intended to produce a document that would .serve as the first
draft of an intrdductory textbook for educational evaluation. While this
goal would, we feel, fulfi%} a real need, it has proven more difficult than

?

expected to explain complex"problems simply, and we would welcome any readers'

suggestions on how to do that better The current document contains véry

little algebraic notation° however, lanses into undefined technical jargon

can be frustrating to readers who are completely unfamiliar with the subject

matter, and we cannot guarantee to have eliminated all such lapses

The first draft manuscript for this document was produced in February
1977 to delimit the scope of the task. It was circulated among ‘the authors .
and to the NIE project monitor,‘Alison Wolf, whose comments on this draft
were very helpful. A second draft was producéd-in March 1877 and circulated
to-several revievers. These reviewers were exceptional in their donation of
time to this endeavor and the sophistication of the feedback they provided.
They were Michael Wargo, now the Director of the Evaluation Division of the
Office of Policy and Plgnningin ACTION: G. Kasten Tallmadge of RMC Research
Corporation; Jane David of the Educational,Policy Research Center at the
Stanford Research Institute; Alison Wolf and’Joy Frechtling of NIE; and from
the staff of AIR, William Clehans, William Shagner, and Marion Shaycoft. We
aré deeply grateful to these individuals for their efforts; hgwever, because
we did not follow theirrcounsel in every case, we accept responsibility for

any faults that remain {n this document.

1
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/The third draft of this document, essentially that which is‘preSentedQA
here, was completed in early July 1977 and was sent to NIE for final approval
prior to printing. The authors wish to express their special thanks to
Alison Wolf for her understanding of thé budgetary and temporal constraints
involved in producing this document as well as for her cogent advice: on .’(
inproving the content anll format of the document. -

Finally, we are very grateful for the exceptional efforts of Ms. Emily
Canpbell who gracefully accented our missed interim deadlines and efficieantly
turned our manugscript into a presentable document through her typing/editing

-expertise.

Donald H.,McLavghlin '
Kevin J. Gilmartin .- "

Robert J. Rossi
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' $FONTROVERSIES IN THE EVALUATION OF COMPENSATORY EPUCATTON - <
v ‘ M f’ . ' . . /\ s
) . . Introduction S . )
/ N [ ,

. ,+ Since the middle 60s, many billions of dollars havekﬁeen-allocated
‘through'the federal government to socisl action programs, and many millions
‘ havé been spent on the:evaluation of these programs. In particular, the 15
biilion“dollars that have been spent on eompensatory education{through Title I
~_of the Elementary and Secondary Education Act of 1965 have been accompanied
;;;///// by a continual stre;m of evaluation efforts As hag been pointed out by
g several authors, program evaluation is in a sense an adversary,of program
’ operation, and throughout .~he last decade there has bEen a great deal Sf
criticism of programs by evaluations and also criticisin of the evaluations by
proponents o1l the programs. In this do&ument, we would 1ike to set forth the
) critical igsues in the evaluation of compensatory education and attempt to
¢ ‘“‘*Eupply the reader with ap understanding of the complexities involved so that
he or she can judge how and why .to do evaluations as well as the,vg}idity

*
4
>

: of otherst evaluations.’ - < .

The crucial issue, as set forth in the classic argiment hetween Donald
Camplell aJd John~Evans (Camppell and Etlebacher, 1970; Evans, 1970) is~

whether evaIuations should be don” perfectly or not at all, or should be done *

as well as possible in each situation. On the one hand federal programs
will inevitably be evaluated during congressional subcommittee presentations,
~ whether based on.quantitative data or on anecdotes, so it seéms prudent to
provide as much valid, objective, representative information asqpossible to
our policy decision—qakers. On the other hand, evaluation carried out by
credentialed scientific organizations and academic institutions carries .some
weight thereby and correspondingly reflects on their reputations, and providing
the stamp of scientific integrity to a compromised evaluation may result in
the end in the debasing of the scientific method. If an evaluation must
itself be evaluated before acceptance (Scriven, 1976), the resulting infinite
regression ensures the lack of value of evaluation as @ tool in policy-making
€valuations must be carried out by proficient investigators with proper objec-
tives, and the audience of the reports must be sufficiently aware of the

issues in evaluation to_judge for themselves that the evaluations are per-

formed acceptably.




ARt Ten {ssues dealiﬂNith the evaluation of Title I have been ide'ixt-ified,,' . "

within a general theoretical framework of evaluation. For sach issue, it is - 'v
the aim of this document (1) to clarify the issue, (1) to point‘out examples

in which it s crucial, (3) to present and evaluate arguments on different“ '
sides of the isaue,' and (4) to suggest resolutions of the issue_. Each' of the -

Ais{ ues was selected_because 1ts resofution is a necessary step in tite dovelop-. ,

L4

ment of a rational Title I evaluation policy. : .o . '

)

Thia document discusses evaluation in the context of dscision—making wi:h-'
in a rational planning system. As shom in Figure 1, the system has four .pri-
_ mary components. decisions, rationales, infomation#nd gathering (of infore
mation). Decisions have rataonales, and information is in turn gathered :ﬁ*
test and validate these ratiqnales. The term evalua:ion:.can refer to either
the total system or gubsets of 1it, although it is ufually limited to the
gathering of information. Tte decision-theoretic approawh (Edvﬁds, Guttentag,
and Snapper, 1975) is the cleaxest example of &he widest scope of. evifbation*in
in this framework From that viewpoint, the task ¢f a program eva’}.uation
includes, among other things, the analys®s of the decision process, and ih

¢
particular, the quan{itative determination of values that affect decisions.

Strict adherence to this framewoxk would exclude from consideratian research . e

E

¢
studies whose produét is not related to decibions (e.g., badc research to

#* determine the nature of educational disadvantage) and studies called "evalua- .

tioms" but undertaken for extraneous purposes (discussed by Floden and Weiner, .
 1976) . However, that fact will not preclude the discussion of such studies s,

9 N

they relate to Title I in this document. N I SR

'« The separation of the ‘our primary components of ratio planning isxan“
important step in the identification of different types of evaluations. Eval--'
uations can be characterized by the types of decisions to be'made, the types )
of rationales advAnced for them, tha,types of information relevant to testing

and validating the rationa&ﬁs and the ways of gathering the infqrmation. The

most - notable distinction of evaluations in terms of decision type is the form-
ative-summative dicHotomy (Sériven 1967) ; according to that dichotomy, infor-
mation gathered in evaluation can be used either_to improve the  process ‘eval-
uated (formative evaluation) or to support a decision of whether to make further
invesfment in the process evaluated (sggmgtive evaluation). That distinction
affécts all components to the exten\hthat the type of dzcision determines the

nd the appropriateness "of waye of gather-

4

yationales., the information needed,
" ing. information.

.- t
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. g" Figure 1. Schematic\Qiffjfn of the framework of evaluation, o
- - ] o . ¢ P .
' . "- . T . N bt ' .
’ A,pliusible rationale for any decision must take the form of an argument

] that the value of .the expested outcome given one choice i3 greater than the
T values of expected outcomes given other choices.' Independently of whether the
link drawn between a decisinn and later outcomé is ~orrect, there, ‘can be sub-
s stantial disdgreement about which aspects of outcomes are ‘to be considered. A‘

- good deal of controversy over eValuation stens from this fact. Thd need for

information gathering arises when a?;ationale contains an empirical testable
(e

statement whoge truth is in questio g., statements like "if we can get the

noney“translhted into smalLen student teacher, ratios, achievement gain will

N2

Q?W") .
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.rationale may pertain to a program's context (e.g., the needs and abilities of "

"distal continuum: proximal outcomes tend to be more under the control of the’ -

*, tand -to be moye ‘clearly relat

.cepts and to problems inmtpe assignment of numerical scores to

- “ ° ° ) . Y ' ' } .
L 4 , . l‘ . R & .
i ? ¥
. ‘The, four Lypes of informatiOn shown in Figure 1 correspond 'to the fout

2

types of evaluation identified by Stufflebeam (1971) qu refetred’ to frequently

ad the CTZP model of evaluation. *-Information relevant to a particular deciaiog‘.

the target group), to its inputs (e g., the funding pattern and regulations),
its processes (e.g., the gelection of participants and of treatment methods and

the inplementation of treatments), and to its Erodacts, or outcomes. The
products of a program to be evaluated can bs expected to vary along 2 prdtimal—

-

prbgrsm to affect and less su jcct to LOBCQXCUul factors, whereas distsl outcomes
%d to values which programs’are hoped to achieve. ,

Stufflebeam pointed out the ways in which each of “the four types of information

18" eapecially important for a particular decision type; of course, the four types

-

of information are useful in combination for many decisions

.

The four aspects of ga.hering information form the methodological substance
of most evaluations of federal programs, as reported by the researchers who
carried out the studies. The methodologtcal issues to be discussed in' the pres-
ent document will be presented in four sections corresponding to these aspects
of information gathering. Design issues refer to pro.lems in the general plana
fon testing of decision rationales. In many actual cases, the rationales to be’
tested have not been made explicit and can only be inferred from the nature of
the report' s conclusions. Sampling issues refer to problems in generalizing to
a population, aghd they concern the size, representativeness apd units ‘'of the
sample. Measurdment issues refer to problems in transiating fundamentsl program
concepts (e.g., "educational disadvantage") into instruments tegzzsess the con= .,

orded behav- -

1ors (scaling) Finallyf analysis issues refer to problems in isolating and
explsining particular relations in the data.

Before 1aunching into the discussions of methodological- issues, we shall
provide some context by expanding the general evaluation framework of Mlgure 1
ds it applies to fgderal studies of compensacory education. €Each of the issues
in’ the four areas will be discussed abstractly, as it pertains to any poten~
tial evaluations of Title I,~and it will also be discus in terms of spe-
¢ific past evaluations for which it is relevant—wnlhe;zgzlusion of particular
projects as eiamples in the discussiemns will take the p ogects out of con-
text, however, and readers should not consider these discussions to comstitute

4
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. .
evaluations of the projects. Finding that a project has some methodological

.weakness may not diminish the importance of many of its conclusions, espec-

ially for stfidies that address many different aspects of Title I.

)

Decisions and Rationales in Title I

. The primary derision-makers in the Title I system are Congress, the U.S. hd
~ Office of Education (USCE), local school administrators, and teachers. Al-

though each of these groups is far from monofithic and makes numerous 2’
diverse decisions that affect the operation of Title I, it Is helpfui co .ay
Tf . out aine of the major decision types' they address and the rat{onales and

information needs for them: fcur decisions by Congress, three\by USOE, and
: " one each by local administrators and teachers.

" 1. Congress decides whether to increase %he appropriation level Ihere

.

are at least three basic rationales for increasing fundp: {a) the
program is reaching only some of the intended target population,
it is helping those reacted, and the reason it is ‘not reaching
others 1s because there are too few funds; (b) an effective method
. for solution has been found, but its typical per-pupil cost of
implementation is higher than the typical expenditure allotted to
each participant; or (c) increased costs for the same services

requi}e increased expenditures. Although the reason any particular

member of Congress votes to increase Title I appropriations is a
complex function of competing forces that may involve &ecisions on
other appropriation8 completely unrelated to compensatory education,
' any decision to increase Title I funding must be accompaniéd by a’
- L) rationale such as *hose licted--otherwise, it caﬁ be attacked as

jrrational or as an instance of "boondoggling."

Even though we caﬁnot‘hope to compile a complete set of rationales

- n here, those that are included serve to identify the types of infor-
mation needed. For thenfirst rationale to be useful, Congress must
know who the target population is and what the discrepancies are
between the target population (educationally and economically dis-

/ ' ‘ alvaataged children) and the participant population. They must %}ﬁo

know whether Title I is helping those it reaches. For the second

* ‘rationale, Congress thust know of methods found to be effective and




.

.
’and capable of being widely utilized, their costs, and typical per-
pupil allocations. For the third rationale’, Congress must know

how inflation contributes to the costs of compensatory education
services and what the effects would be of "holding the line on -
spena;og."*

A comprehensive evaluation of Title I would aim to provide Con{ress *

with the information necessary to test the validity of the various

P

s : rationales. Due to constraints of time and effort, however, evalq-'
-ations normally provide only partial validation of rationales,
which, alchough it is useful, leaves significant gaps to be filled
by faith. An example related to the first rationale above would

Chlial SO

be a study that demonstrated that substantial numbers of disadvan-
taged children were not being served, but foiled to demonstrate

that the children who were served benefiteu }rom the service. When-
ever it is infeasible to close the informational gaps completely,

an evaluation will be most useful when it addresses the gaps with
whatever information is available. ’

In discussing this first decision type, we have tried to exp ain

some of the problems that arise in relating decision-making to

information-gathering. These apply alsq to the remaining nine ‘
decision types, although they will not be presented in equal detail.

2. ,Congress decides wﬁether to decrease the appropriation level. The

rationnles for decreasing spending are not merely the inverses of
the rationales for increasing spending. Two rationales for this
decision might be (a) that funds are'being used for services for
people other than disadvantaged children or (b) that the need fo~

a federal compensatory education program had diminished. Another
possible rationale, that although the need persists the program is
not dealing with it, is an argument for changing the” program, not
reducing its funding level. To test the two rationales for decreas-
0 ing funding, the necessary information includes the distribution

of compensatory education needs and services throughout the &ountry.

n

“4

*This third rationale is relatively weak, because it can be applied to all
-appropriations. <

4




Congress might modify the funding allocation formula. The rationale

for this decision might be either (a) that the children served by
Title I are not exactly those for whom the program was intended or

(b) that the nature of the need served by the program is modified.

Again, the necessary information concerns ‘the distribution of com-

pensatory education needs and services, but possibly with emphasis

on variations among needs and services.

Congrgss might modify or add a rule concerning the use of program

funds. The rationale for this decision would be the identification
of a problem that reduces the effectiveness of the program and a
general method for eliminating or reducing the fregquency of that
problem. The information needed for this type of decision is there-
fore evidence that.a pargicular unintended process frequently occurs
in implementation of tlie program and that this process reduces pro-
gran‘effectiveness. The latter type of evidence is necessary in
order to avoid eliminating effective processes, and its.validity
depends upon the demonstratien of causal linkages, not merely cor-
relations‘ it is quite dikely that ‘the program will be more effec-
tive in some situations than in others but the situation is not the
cause of the effectiveness. Another type of evidence, that a par-
ticular modIfieation to the law will deal effectively with the prob-
lem, is unlikely to be available before the modification is made,
but can be obtained after the modification by comparing the preva-
lence of the problem before and after the modification. Further

modification can then be made.

q

Turning now to the U.S. Office of Education, we have three more major

decision situations. One of these is essentially the same as the congres-

sional decision to modify or add a rnle.

5.

USOE might modify or add a rule concerning the use of program funds.

That rule might be im. the form of a regulation (with the status of -
a legal requirement) or a guideline (a formal suggestion for proce-
dures). The rationale and evidence necessary for such a decision

would be the same as for the analogous congressional decision.

USOE may decide to disapprove a state's application for its annual

allotment of funds or to request retum bf funds. The rationale

15




for this decision would be that the state is not complying with the-
lav and regulatione, that its noncompliance reduces the effective-
ness of the program, and that punitive action would be likely to
impro-» program performance. Evidence needed for this rationale
concems processes and outcomes within particular states and iocal

districts, rather than national averages. It also concerns whether .

- . punitive action will deal with the problem, which, except for gen- k
eralization from other federal programs, can only be determined

after the action is taken.

7. USOE may decide to provide tecnnical assistance. In fact, that

decision may be incorporated into the law by Congress, ag in the
case of the instructicns to USOE to orovide technical assistance
to states and local districts in the preparation of their annual
Title I evaluation reports. The rationale for such = decision is
that there is a clear and pervasive problem that cannot be deslt
with through regulations, because states and local districts do
not have the capability for solving the problem. In the case of
annual eva.uation reports, a substantial part of the problem is
that data are presentea 1573déh varied forms that aggregation across
o states to form a national program assessment has been impopsibie;
technical assistance has aimed to promote uniformity of reporting,

among other things. ) .

The information needed in order to implement a technical assistance
program includes not only evidence of a problem but also informa-
“tion concerning proper methods for carryihg out processes, and this
information need requires research and development efforts that go
beyond the usual type of evaluative information gathering. The

area in which there is greatest need for technical agsistance within
Title I is the specification of effective methods for compensatory
instruction, and in order to provide this ‘assistance USOE has under-

taken, among other -things, to discover effective methods.
. , .
The many decisions involving actual delivery of compensatory education

are made at the local level. The participation of state education agencies in
the decision-making process varies greatly among the states and contributes to

the local decision-making effort.

Q ' . l[; g\’/
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8. Local school administrators decide upon particular eﬁﬁenditures of

Title I funds. The rationale for a choice among alternative projects
would include information concerning which methods will generate the
greatest reduction in gducational disadvantage in the context of the
local schools. Two forms of sthis information are (a) the results

_ of careful research on compensatory education coupled with knoJledge
about the effects of the special context of the local district on
compensatory education effectiveness or (b) finding that the methods

_ used.previously in the district's schools were satisfactory actordf

ing to local standards. It is the purpose of local evaluations to

v provide the latter type of information; the general lack of valid-

evidence of effectiveness of locally developed methods provides the
justification ior technical assistance from the federal government

in the form of disseminatlné information about effective methods.

. ‘ <y (-4
9. The teacher of a compensatory education participant, besides desig-

nating him/her for participation, makes day-to-day decisions on the

form and content of compensatory instruction that for the child are

at le- st as important as any ether decisions made in the system.
Although these decisionhs have their rationales, the rationales are
most frequently not clearly understood. It is an objective of cur-
riculum packages to provide the decision rules (for example, in ‘
individualized instruction) that will enhance the child's achieve-
ment. Those decision rules are (ideally) the result of validation
of rationales tased on student performance during the development

of the curriculum packages.

Afthough many other decisions might be included, these nine provide a
basis for the specification of the prim .y information need: for Title I
decision-making. Although it is the purpose of evaluation, generally, to
meet these information needs, any particular evaluation project will meet
only one or a few of the needs. An overall strategy is needed that would
mect all the néeds efficiently. The collection of information need not be
related to decisions in a one-to-one fashion; not only are many decisions
made simultaneously or in overlapping time periods, but.certain types of

information call for similar evaluation paradighs, some for different para-

digms. .

3]
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" Information Required in Title I Evaluations o g

At the inception of Title I, information needs hgﬁfﬁot been clearly
differentiated, and information gathering efforts designed to satisfy impre-
cise forms of all information needs at once were undertaken. As reported
by zimiles (1970), Wargo, Tallmadge, Michaels, Lipe, and Morris (1972), and
HcLaughlih (1975), the first five years of evaluation of Title I were essen-
tially a total less 'in terms of achieving any of the valid objectives for
evaluation. In recent years, there has been greater differentiatiéh of roles
and opjectives wifhin the federal edqcational evaluation bureaucragy, and
efforts such as the Descriptive Study of Compensatory Reading Programs
(Trismen, Waller, and Wilder, 1975), the PIPs dissemination strategy (Stearns,
1977), the technical assistance centers and evaluation packages to help

states and local districts carry out evaluations (Wood, Cannara, Fagan, and

‘Tallmadge, 1976), and currently ongoing:efforts funded through tﬁé Office

of EducatiOn (the Sustaining Effects Study, System Development Coryoration,
1976) and the National Institute of Education (the overall Title I assess-
ment, National Institute of Education, 1976) are evidence of movement towards

more realistic relations between objectives and operations in evaluations.

o

There are seven basic categories of information needed to test fhg
rationales listed above. Various combinations of two and three categories

of information, when properly analyZed, yield the required tests The rela-

tions of the seven categories and their combinations to the rationales are—— -

shown in Table 1. Information on target and participant populations and on
costs is "context" in‘ormatiOn, information on resource allocation is "input"
information; information on management and services is "process" information;
and information on effectiveness is "product" information. While tﬁe readen
may ‘disagree with some of the specific entries in this table, the important
point is that such a relational table is a proper foundation for the develop-
ment of a comprehensive evaluation strategy. .Understanding how che informa-
tion is to be used provides an important input to choices of ways of gathering
the information (e.g., what populations the sample must represent and what
particular details of information should be included in measurement instru-

ments).

In order to provide this foundation, it is necessary to address four
"gystemic' questions, questions that concern the principles of the system's

oﬁerat-or These may be addressed either as part of an evaluation project

LS °
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Table 1

/

Categori;;Vof Information Reiﬁifed of Title I Evaluations -

A ]

‘ . ) Needed to Test’
Categoty of Information : Rationale*

. 1. Target Population (level and frequency of needs; : ‘
other characterigtics) . 2b, 3b

and Participant Population ‘ la, 23; 3a

and‘Participant Population and Allocation Process ‘ 3a

and "Costs la, 3a

.

and Effectiveness Y 7

H [

2. Participant Population\(numbers, per~pupil allocations,
other characterisﬁ}cs)

‘and Services ani Effectiveness

s and Costs and Effectiveness

3. Resource Allocation Process (selectiox of participants)

4. Llocal School Management Process (parental involvement,
evaluation, project design)

and Effectiveness

Services (processes, agents, contents, settings)
and Cokts ‘ la, 8
and Costs and Effectiveness 7, 8
and Effectiveness ’ 5 4, 5,~7, 8, 9

6. Costs (resources needed for delivering compensatory
education) ) lc

-,
v

and Effectiveness

7. Effectiveness -(changes in pupils’ school performance)

-

*The rationales are numbered to match the presentation in the text. For
example, "2b" refers to Rationale b for Decision 2.

,
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oF as a precondition to the design of evaluation projects. These four ques-—

L .. _____ tions are:

What operations are intended to occur in the Title I system and

how do they interrelfie? In order that information gathered be

_ to be considered as justifying Title I experiditurés. Do these

relevant to decision—making, there must be a clear understanding
of how the systenm:1s supposedﬁto function, in greater detail than-
expressed in the laws For example, the meaning of "economic dis- Sp——
advantage,” “evaluation,” and “'supplementary services" must be |
translated into specific observable evnnts, if empirical observa-

0

tions are to be related to the program s principles.

What assumptions about society and human behavior are incorporated

into the Title I system? For example, there would appear to be an

assumption that economic disadvantage is a source of problems in
schools that money can remedy. There also appears to be an assump-
tion that children, once brought up to the ability levels of their
classmates, will benefit from regular school instruction a3 much

as their peers. Such assumptions must be separated from nypotheses _
about process-effecti;eness in order thatnevaluation outcomes ‘can

be interpreted appropriately Iir other words, the testing of
rationales for decisionemaking should be undertaken with a clear

awareness of the presuppositions inherent in those rationales.

What- are the objectives of the program? For example, there needs

to be a clarification of the types of impact on students that are .

include cognitive skills beyond reading’ Do they include attitudes
and self—concepts’ Do they include the physical well—being of the
student? As andther example, there needs to be clarification of
the intended impact of Title I on the administration of local
school districts. Should it include generally greater emphasis
on promoting equality among all students or greater emphasis on
evaluation and planning in school programs or more careful diag-
nosis of individual students' special needs? Also, to ‘'what extent
is the objective of the program the mere transfer of funds to
impoverished school districts’ Mistaken assumptions about a pro-
gram's real objectives will lead to useless retommendations, an
P 20
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' For one thing, the resulting set would oversimplify the situation. Ap impor-

13
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evaluator vho understands “hcse objectives can provide a more pro-

found interprétation of his/her data.

What are the relative values of different program outcomes? This

is a refinement anﬂ quantification of the preceding question. Not
ocly does -the range of objectives need to be identified, but also
there must be some estimate of the relative importance of different
-gutcomes. — For_examplé, to decide what percentage of a district's
Title I funds should ‘be spent on students in _grades 1 through 3,

ic 1. qgefu; to h3ve 3ome estimat. of the value of compensatory
aducation for'children of different ages, based on a_comptrehensive
theory of education. {Likewise, fqt an evaluator to compare the
benefits of different projects that achieve different goals, a

quantitative measure of those achievements is necessary.

An argument against including gystemic questions in an evaluation frame-~
work is that they are beyond the province of evaluators and are to be decided
through political negqtiation,ulogic, and common sense. As the work of many
psychologists has shown, however, these processes are themselves subject 'to
principles of human behavior that can be studied and improved upon. The use
of scaling techniques’to arrive at consensis value- end the use gf the re- ‘
search literature on social processes and human learning to identify the
assgmptions in the system are two instances in which sfstemic studies might
well supplement the often bias-laden human processes such as political nego—
tiation. Edwards, Guttentag;:and Snapper (1975), have elaborated specific
methods for dealing with snme systemic questions 1in evaluation.

t

The general arguments for'including systemic questions in the evalnétion

framework are (1) that otherwise they quite likely are not answered and the
meaningfulness of the tests of decision rationales is therefore severely
reduced, and (2) answers to systemic questions are.more likely to represent
the views of society at large if arrived at through s,stematic, replichiiymﬂpﬂﬂ‘d“g‘
(i.e., scientific) methods. el ; o T e - @
| Specific arguments can be medq;against forcing an evaluation to charac-

terize the system in cerms of a single set of obJectives and outcome values.

tant aspect of !}:1e 1 is the multiplicity of goals of the program as viewed
By citizensi}ﬁﬁaifferent‘situations. By;hgt delineating the operational

N
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objectives of the program precisely, Congress can forge a.coalitien of con=
- ltituenciea in favor of the program that might collapse if all the ohJectivesAi
o were well specified. Any method of establishing objectives and values must v
o _ not hava the effect of forcing a collapse of the coalitiom. This is not an
o inlurlountable barrier to rational decision-making, howeve'r. Systematically_
v‘*—estaklishingighe value dimensions for various outcomes of Title I would pro-
vide a much needed fOundation for addressing fundamental evaluatiom issues,

-
N

such as how to scale and aggregate achievement gains.

¢

lnformation Gathering Processes

' The aspect of rationsl decision—making most freqnently referred to as
evaluation" is the gathering of information, or as it has recently beeil
called, "the productiOn of knowledge." For most evaluation specialists, the
area Qf their training and technological expertise is in gathering reliable
and valid information, and the choice among evaluators for a particulsr’proj-
ect usually depends on the demonstration of that expertise. Although eval-.

uators are wise to be aware of the points discussed in the preceding section’

(i.e., how the information they <ather is to be used), their primary ‘Tespon-
sibility is for gathering the informs:&izc“ In keeping ‘with this concept of
evaluation, the methodological issues d ssed in this document relate
_primarily to information gathering, although the context of the information:
gathering. will be seen to modulate the issues (One 'general heuristic for
this is that the evaluation of information gathering, .like any other activity,
, - should take into consideration tfhe objectives of that activity. Another is
that whenever you find you cannot gather a particular type of information,

B yoﬁ'shonld ask whether you really need ic.

As set- forth in Figure 1, we can’view information gathering as consist4 '
ing of four components: design, sampling, measurement, and analysis. The
igsues addressed in the subsequent sections are, in- fact, grouped according
" to these categories. '

The first of. the components, design, is the most difficult .o delimit.

It is the planning process, the development or selection of a framework for-

inforhation gathering. Thus, it overlaps the vther three components: the

detailed specification of the sampling, measurement, and analyses components
would in fact include the total content of the design of informstion gather-

ing. ‘There are, however, three design factors that transcend the other
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* conﬁonents (1) the general frame of reference,- (2). the specific, design
model, and (3) the longitudinality of measurement. Much of the’ controversy
condcrning Title I evaluations has centered on the specific design models

. usedqp In particular, comparisons of performance of ‘nonequivalent groups
have proven faulty. The first design issue to, ‘Z discussed will consider
a possible resolution of that controversy by way of changing the evaluation
frame of reference. The other design issue to be discussed pertains to the.
validity\of evaluations based on gains within a single school year, a ques-
tion of longitudinality.

- L

_ . __.___ 'The second component, sampling, refers to the specification’of rules for _
) -

selectfng which states, districts, schools, projects, classrooms, or children

3 to collect data from in order to reach general conclusions: Of the two sam®
: . e
; pling issues discussed, the first will focus on the impact of having nonrep-
resentative esamples on the validity of the information provided and the a

- ¢ second will focus.on the necessary size of samples to be used in evaluation

The third component, measurement, has also been a center of contrc grsy.

E . There are three factors in ‘the specification of measurements in evaluations:

- (1) the selection of which constructs to measure, (2) the selection, or

" - development, of instruments (e.g., achievement tests) to.make .the measure-

_ ments, and (3) the scoring, or scaling, of responses on the measuring instru-
ment. Pertaining to the first factor are issues of .how general the achieve-
ment gains are to be. Theée issues border on substantive issues of what the
objectives of Title I should be; however, they also involve methodological
issues of how to measure cognitive growth., Pertaining to the second factor
is the issue of the role of criterion- and norm-referenced tests in evaluation
of compensatory educationgkand pertdining to the third factor is the perva- ’

- sive issue of the units of'measurement, in particular, the role of grade-

equivalent.scores. ) .

{ ‘ The fourth component of information gathering is analysis. Analysis

l has as its purpose the transformation of measures of sampled individuals

. into information relevant to rationales for decision-making. More particu-
larly, the results of analysis are assignments of the likely truth of par-
ticular statements that contribute to rationales, (e.g., "the likelihood that
children would have learned this much in the absence of the program is less

Y than 1 in 100"). The most salieit issues concerning anelysis are (1) whether

2 ‘ ‘
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there are adequate analytical methods for comparison between nonequivalent
groups, a;d'in particulat, whether variants of analysis of covariance are
appropriate, (2) whether analyses used to determine relations between_effec-
tiveness and EQE:s and services are appropriate; and (3) whether methods
used to aggregate data from different sources Ce.g., annual state reports)

)

are_appropriate. ’ . ~

Realities of Evaluwation ° . : ) L

An important characteristic of evaluation is “that it is a process in-
volving people, and therefore the assumption that "in reality evaluafion con-

_for?s to some simple model, such as is presented here, will miss a large

part of the true nature of evaluation. First, the purpose for which infor-
mation is ggthered does not directly affect whethgr it is reliableror valid; .
and. large numbers of studies in the research literature are subject to the
-gange methodological criticisms that are directed at federal . evaluations of
compensatory education. There are, however, two fundaméntal reagbns\why
methodological problems appear to be more prevalent in the federal. evalua—
tion, studies than elsewhere: (1) the results of the studies are of aubstan-
tial importance to the lives of many people, 80 they are subjected to\?ore
intense scrutiny than are less sensitive research projects; and (2) redhireh
ments and constraints on information gathering are to a great extent speci—
fied by individuals with expertise in the use of information in decision - . R
rationales but not in the process of gathering information, and’ as a result e
the -information gathering designs allowed are often limited. to those of \

qugstionable validiry (e g., quasiexperimental designs, see Campbell and y

,Stanely, 1963, and Campbell and Boruch, l975) Only when policy-makers are

aware of the alternatives for reliable and valid information gatharing and

) of the consequefices of basing rationales-on less than adequate information

can there be adequate evaluation. ’ . -

2

One particular way in which evaluations of federal educational programs -
are limited is in their effects on. the-.schools in which they collect data.
Teachers and local school administrators naturally evaluate the goals of
national evaluations as of secondary importance to the main task of teaching
their stu&ents, and because the operations of information gathering do con~
flict with normal classroom activities, compromises must be made in order

for any information to be gathered. One(direction for creative solutions

24




to methodological prahlems in evaluation may be in the negotiation of new-"

. O]
. . , ~
Finally, before turning to the methodological ¥ssues, We should poihs

forms of compromise between educf&ors and evaluaters.

outatha: the decision-orientwed framework for evaluation that has been pre-
lgnted.is not ‘the onlydframeyork for evaluation. As pointEd out by Floden,
and Weiner (1976), evaluations frequently have non—decisionrmaking goals
that complicate the identification of the information needed. "Evaluations"
may be undertaken as a means of stimulating & project to take action, or as
a form of.public relations, or as a way of justifying decisions already made,
' or as a strategy in the development of an organizatiopal power structure.
While these attivities are in a sense demeaning for evaluators who take
pride in their information gathering craft, they.nevertheless provide oppor-
tunities for the practice’and enhancement of their craft. The hethodological
issues to be discussed are relevant to these activities also; to the extent
that the information gathered might also e useful in futu‘s’decisiqnsg)and,
moreover, they are likely to be especially difficult to deal with because
the individuals allocating resourced to the "evaluation" are not motivated
primarily tg obtain reliable and valid information. )

4
»

Evaluation of federal programs such as Title I has become a large—-scale
activity. Limitations on allowable information gathering ¢ontinue to plague
evaluators; however: This document will attempt to clarify the éffects those
limitations have on the validity of information gathered and to suggest poten-
tial directions for searching for solutions. Evaluation.is viewed here as
the gathering of information to tegt rationales for decisions, although the
issues.to be addressed are also rélevant to other information gathering, or

*knowledge production, efforts.) The information needs for Title I evaluation
can be generally derived from consideration of the types of decisions Con-

" gress, USOE, local school administrators,wand teachers must make, and they
fall into seven categories: target population, participant population,

' resourgce allocation process, local school managsﬁent process, services, costs,
and effectiveness. In order to relate such information to decision-making, .)
on the other hand, it is necessary to answer several systemic quesjions about
the Title I system, either as- a precondition or as a part of evaluation.

Information gathering can be divided into four categories design, sampling,




measurement, and analysis; these categories provide the organ#!ation of the

rest -of this document. : However, the issues to be.discussed will involve

political realities of evaluacion that transcerd those four catezeories.

i ) .
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Design
-\8 A ———
Introduction
The design of iaformation gathering is a dangerous topic for f

dilcussio‘ Many Kalicy-makers view the technical aspects of it to be

details that technicians can carry out, and they are concerned only

vith more global design issues; and many technicians view these technical
details as the entirety of the design problem and fail to consider the more
global design issues. Neitber ‘approach is satisfact. 'y, however; the

global issues and the technical details are actually closely interrelated.

The best solution to.a technical problem may be a change in the globgi design .
rather than an increase in the sophistication of techniques. Such a

solution is proposed in the first issue to be:considered in this section .

(the issue of the role or "control groups” in Title I evaluations).

Although that issue has been considered by many researchers as a specific
design procedure requiring further methodologicaﬂ development, a promising
avenue for resolving the issue may lie in‘changing the frame of reference

for éﬁaluation. Policy—makers nust listen to the expert‘advice of

researchers and call upon other researchers to question and refine . . -t
evaluation designs, if evaluations are to make use of tie> recent develop—
ments ‘in methodolcgy. Especially in the case of the first issue, the
methodological sophistication in the cesearch community in l977 is s

Jsignificantly greater than a decade, or even fiveyyears, ago. Methods

long accepted throughout the research commun‘ty have been found question-

able, at least as thev apply to evaluations of conpensatory education. .
The basic design problem, which has long been noted by philesophers . -

of science (e.g., Eddington, 1958), is that all scientifin observatian .

and interpretation is perfor-2d in the context of a theoretichl frame-

work. Acceptance of the information thus gathered often depe:Es on

the acceptance of the framework In particular, the use of statistical

methods, such as estimation of effects in the population from effects

observed on a sample, is predicated on sets of assump:.ons that are

rarely tested in eualuation studies. One reason lor this is that

statisticians have demonstrated that many of the most common methods

are quite ' robust" with\ respect to some of their assumptions; that 1s,
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the metho s would produce valid resu;ts)even when the assumptions were
not duite trye. For example, the common tjtesﬂ' assumes that random
errors are normally distributea, but the test is quite valid even for
significant départures'from normafityi
In the case - f compensatory education, a recurring issue has concerned

the validity of éomparing achieveﬁént gains of Title I participants with
the gains of a control group or of a standardized population. Methods for
comparison of two groups in a psychological éxperiment are based on )
assumpcions likely to hold true in the laboratory, but violated in the
conduct of uncontrolled studies of ongoing progfams in the field. One
direction of resolution of these problems has been the "improvement"' of *
statistical methods so that they involve fewer assumptions to be tested.
That process is incremental; however, it is more costly tﬁan is generally
recognized, and quite often it has taker the form of ieplacing one set

of assumptions to be tested with another. The last deservés comment :

it certainly is an advance to have two analytical methods th;t wark

‘for two different sets of asswmppions rather than a single method; -
however, in practice having two frameworks requires the collection of
extra information to test which framework is appropriate, which increases
the overt cost of an evaluation.‘ Plans for evaluationé should explicitly
inclvde the assumptions underlying the observation and tﬁterpretation

process and insofar as possible include plans for teéting the assumptions.

*Student's t-test is a method for testing whether one group's scores are
generally higher than anothgr's. To carry out the test, one divides the
‘difference between they group means by an estimate of how,variable the
scores are within each group. The larger the quotient, the more
‘statistically significant is the difference in the group's scores. The
aim of this monograph is not t- 3erve as a statistical text, so particular
statistical methods will only 'e descrited in sufficient detail to permit
non-statistically rrained reagers to fullow the discussion. The basic
concept involved is that the truth of a statement is a function of the
relative likelihood of obtaining « particular set of scores if the
statement were true or were false. In the case of the t-test, it is

the likelihood of obtaining a particular difference between groups if

the difference were real or merely a chance occurrence.

4
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In addition to the general question of what type of comparison should

" 'be used ip Title I evaluations, there is another question of frame of \

reference that must be considered in planning an evaluation: What pracess
is to be evaluated? !1though,1from a strict program evaluation perspective,
it is the "Title I process" of allocating national resources t0 meet the
special educational needs of disadvantaged children, the testing of

/4
rationales for decisidns may depend more on information.about other

* processes, such as 'compensatory education," however funded, or "indivi-

dualized instruction,” or the relationship between economic and education-
disadvantage. A problem in trying to evaluate “he Title I process per

se is the ability to separate those processes that have Title I as a

cause from other processes occurring in the same classroom. Although
superficially it appears that local school administrators are able to
allocate Title I funds to identifiable categories, classroom dynamics
preclude measurement of overall effects (e.g., if the effect of a
particular Title I project is to pull students out for special reading
instruction, the side-effects of this on the studeﬂts remaining in the

regular classroom cannot be ignored in a comprehens aluation of

" that project) Eecause the issue of what process is to be evaluated

is determined more by considerations of the use of information than by
problems in the gathering of information, it will not be considered

as a separate methodological issue in this presentation.

-

Questions concerning the specific experimental design for information
gathering have centera=d on the use of quasi—experimental designs to substitute
for randomized, or true experimental, designs. Design in this sense
refers to the operationalization of tests pof decision rationales in
terms of numerical relations to be observed among measureme..s of
subjects (e.g., children) and the specification of subject selection in
a way that will make inferences from numerical relations to tests of
rationales meaningful and;valid. There are dozens of common’ experimental
designs" that evaluatcrs can apply to the evaluation task, but each 1is
based on implicit assumptions that should be tested. It appears that
at present we may be in a position in which none of the known "experimental
designs" (including quasi-experimental designs) are both politically
gcceptable ana able to provide valid tests of important decision rationales

in Title I. This is discussed in Issue 1.

©
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- Questions concerning the. longitudinality needed.in Title I evaluation
have centered on the paradox that children in compensatory education
programs tend to learn about as fast as children who have no educational
disadvantage, when measured from fall to spring; yet from year to year )
. the childcen in compensatory education programs fall fither and further
behind their peers. Various aSpects of this question are discussed in - .

Issue 2 in this section.

The’ two issues discussed in this section by no means exhaust the
methodological questions to be addressed in designing an evaluation study. *
They both focus on evaluations that aim to assess impact on students'
< - performance. In addition to sampling, measurement, and analysis issues ‘
o discussed in later sectigrs, there are numerous "details' of procedure ,
to which the director of a large-scale program evaluation must attend,
such as staff management, scheduling, liaison with program and project

managers, data management, and report design. An evaluat.on is equally

v susceptible to loss of crédibility from carelessness in these aspects

as from statistical design problems.

S

Iseue 1. To what should Title I treatments” be compared?

Evaluation i%Jdot mere description. Where description is su;i?ituted
for evaluation, important systemic questions about the program have
not been addres%ed The testing of decision ‘rationales through the
gathering of information always involves the interpretation of that
! .
information as it relates to a hypothesized description or the program.
Thus, there must always be some comparison of the information on program,
performance, in1our present case the achievement of children who have
o received'Title i services, with a standard. Based ‘on this comparison,
the validity of! decision "rationales can be tested, and recommendations
for policy can be developed. As pointed out by Stake ‘(1967), there are
two fundamental types of standards for comparison: (1) comparison with

what would have occurred were the treatment not present-- a relative

comparison; and (2) comparison with a goal-outcome that the treatment

*A summary of the types of treatments funded under Title I is contained
in a companion volume (McLaughlin, 1977).
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* was intended to produce——an absolute comparison.*

In the case of relative comparison, the estimation of what would
have occurred without thg‘special treatment is the most significant
design problem; in the c;se of absolute comparison, the specification of

" the goal-outcome desired is the most significant design problem. Methodo-
logies for estimating "what would have occurred" are noticeably further
developed than the (more complex) science of educational goal-setting
(e.g., the t-test is universally accepted, but goals for the schools
vary from one community to.another). For that reason, it would seem,
compensatory education evaluations have been aesigned for relativé
comparisons. The recent development cf "criterion-referenced tests,"
"objective-referenced curricula," and "competency-based education"
(Spady, 1977) is, perhaps, a harbinger of a movement toward spazcification
of goal-outcomes for compensatory education, which would d1lew absolute
comparidons. Both types of comparison play a role in ideal program
quelopment, as shown in Table 2. They are based on distinctly different

points of view, however. The type of question answered by a relative

’EEEEE}ison is "Did. the program have an :ffect?", and the type cf

question answered by an absolute comparison i8¥"'Did the program meet

. .
the peed?" A relative &omparison will not tell us whether the problem

tell us whether the level of expenditure is justified. A comprehensive

evaluation strategy would require both types of ccmparison.

In order to resolve this issue, it is necessary to weigh the costs
and benefits of the various alternatives for comparing Title I treatmentd.
We shall first consider the intricacies that have been discovered in using
relative comparisons and then examine the potential for the use of absolute
comparisons, which have received little aftention in the ten years of'
Title I gvaluatiog. o
)

*Lest the terms "relative" and "absolute" confuse the reader, it should

be noted that in a sensz all comparisons are relative. The way these
terms are being used here refers to the dependency of the validity of the
decigion rationale being tested on the operationalization of some hypo- ‘
thetical model: (e.g., what would have occurred in the absence of Title

I). A "relative" comparison is so dependent, and an "absolute'" comparison
is not.
rd
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Relationships between Outcomes

Table 2

of Absolute a .d Relative Comparisons

. Absolute Comparison

Relative )
Comparison

-

Positive
Results

Positive Rasults-

Conclusion:

Program opération
satisfactory.

Negative Results.

-

Conclusion:

Need for more effort
or reconsideration of
goal-outcomes .

Negative
~Results

-Conclusion:

Program effort can be,
decreased substantially
or goal-outcomes need
reconsideration.

Conclusion:

Need for redirection
of program efforts and
need for new methods.




~  Relative comparisdns. For relative comparisons, the only method

known for estimating what the perfoinance level would have been without

the treatment is to observe cﬁL performance level-of some other group

not receiviﬁ% the treatment*. The selection of that ‘other group is crucial
to interpretation of the comphrison. Tﬁere are three qategoriés of
alternatives: (1) random assignment of preselected'subjects to treatment
and no~-treatment (i.e., standard school treatment) conditions; (2) selec-
tion of a comparison sample in any other way; ‘and (3) use of norms q§b1es~
of estimated performance in the general population, published with |
gstandardized tests'. Random assignnment is -necessary for.ghe true experi-

mental method; it involves the least threat to the internal validity

,of evaldﬁtion but the greatest complexity in interaction with program

operation. Random assignment, it should be noted, can refer to assignment "

. of students within a classroom to treatment and control groups, to

assiénmenc of schools to treatment and control conditions, or any other
unit. The implications of ‘randomization of Qiffefent levels of units

are discussed under Issue 3. The only major federal education program

‘ evaluations that have employed rand@mization are the ESAP and ESAA
_evaluations (NORC, 1973; Coulson et al., 1976).

Notffrandom comparison groups' that habe'beeﬁ used in major Title I
evaluations include (1) students jin the same school in a prior year
(Mosbaek, 1968), (2) students whose claésmates were participants in
Title I (Trismen et al.,°i976), and (3) students without compensatory
education programs (Trismen et al., 1976). Nonrandom comparison groups
have been used in numerous local evaluatioms, and‘curfent efforts by
USOE to help local districts.carry out Title I evaiqations include this
method (Wood et al., 1976). The problem with nonrandom comparison -
groups is that-there is no assurance that they are comparable to the
treatment group prior to treatment. As we shall see, the ways in which they

can differ are numerous, and testing for all the possible differences

#A repeated measures design in which each-.child acts as his/her own
control is an interesting alternative, but would involve extremely

complex corrections because the goal of compensatory, and regular,

education is to change the child, and the rate of individual growth
varies in complex patterns from year to year.

-
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so one can make thc correct adjustment of the comparigon borders on .

the infeasible. On the reverse side of the coin, there 1is,; by the fact
that Title I is designed for a subset of the children in a school,

nearly alvsys some comparison group nearby that can be inexpensively

= tested to provide comparison data. One type of comparison data available

in many school districts is cumulative growth curves for children in

the .distzict. Although subject to problems, these local norm data are

. usually preferable to the use of national norms .

* "he use of national standardization data has much the same set of

problems as uge of a nonrandom comparison group. The problems are

.

- compounded by the fact that, unlike a contemporary local comparison

—

group, one cannot observe what variety-of experiences and traits character-

ize the national cdnparison group. The problems associated “with use

of the norms tables of standardized tests are discussed under Issue 6.

Nevertheless, such data, in the form of gains relative to typical

performance at a grade level ‘(grade-equivalents), have been used by many
" satates for their ainual Title I evaluation reports and thus by ‘the
federal evaluators who aggregated the state reports. Of course, for the
local evaluator, use of norms tables is the least expensive 'method

for generating a comparison of a treatment group's performance.

In order to evaluate tke usefulness of these three methods for
performing relative comparisons, we must cciisider the various costs

generated by each alternative. Four types of marginal costs must be

~

e included: . >
‘um..,x ;’
g . 1. ‘costs of collecting the needed data for comparison;
Sy 2. costs of producing the dats (incurred by teachers and students);

¢ 3, costs in lost validity and in resulting lost credibility of
M the evaluation's findings, conpared with other methods; and
é ) 4, costs for development of the method. v
These costs offset each other, and they apply to absolute compariscns

as well as to relative comparisons. Tﬁerefore, it is essential for an

A

evaluation designer to understand their differences and to be able to -
compare their values. Because the credibility of the findings is
partially dependent on what the findings are (that is, whether or not

they conform to results desired by groups in a position to attack.their

l " 4
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‘validity), policy~makers and evaluation designers must choose whether to
[ . ? .
~—— ——.-gamble with an "inexpensive' design and lhope that results prove n noncontro-

_versial or to’'be conservative and use an "expensive" design. A pilot

evaliation is a useful-tool in this situation. . . .

-

For random ‘selection, marginal cdsts are nearly all in the category

. ) QQEMQEEELA The major cost, invariably given as the reason
for ruling out randomization, lS“thc.withholding of Title I beng‘its — s
from the unlucky needy 3tudents selected to be in the control group. The

. law specifies that Title I funds are to be used to meet specfal edycatiomal
needs of the young people with the greatest needs, and program adminis-

trators and teachers are reluctant to compromise that principle’ merely
for the purposes of valid evaluation. This is a constraint within whizh

esaluation must be carried out. Proponents of randomized designs must

k4

find :ationalee for randomization that will meet the objections of

administrators and teachers.

Several such rationales have been suggested'(e.éyg Campbell and
Boruch 1975)., First, one miglit argue that there is litxle evidence
that missing out on the program for a year has lasting effects on one's
education; after all, "no Title I treatment" does not mean "o ingtruction."”
Finding that local districts, teachers, and parents do nbt readily accept
., this argument would indicate by itself that these people, at least, believed

the treatment to be effective.

A secénd design for randomization is conceivable when more than one
conpensatory service is available, only one of which a student can

receive at a time. For example, if there are compensatory reading and

mathematics classes, then it might be reasonable to assign needy students
"randomly first to one for a year and then to the other for a year. This
would be questionable 1f children normally were behind in only one of

the subjects: assigning a child with math difficulties to a compensatory
reading class might be counterproductive. The results, at least for

the first year, would be a randomiced design in which each compensatory
group was the control for the other. This presumes that the content

of two instructions has little overlap (otherwise the evaluation would be
too stringent, pitting two compensatory classes agaimst each other); a
presumption probahly fzlse in the primary grades. Very sensitive tests

‘)
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would be necessary to differentiate gains of two classes”whose objectives

\overlep. :

A third randomization design wouid be to withhold compensatory
educatioﬁ service from a randomly selected group of stucents for a year
ard invest the money saved in a trust fund for those students. Althougzh
tﬁis poseibility is bizarre, it should not be dismissed without consider-
ation. Perhaps the most difficult problem for this design is the fact
that there are substantial side effects of the introduction of Title I

¢

funds._ into a school that would.not be felt if the money were "in the bank.

A fpurth design for random—essignment can be used when there are not

sufficient Title I funds to serve all the needy studepts. Rather than

' dilute _the program's effectiveness by giving each student less service,

and.xather than assigning funds on some basis such a8 ability of a teacher
or school administrator to write a good program proposal (which may not

be indicative of the actual service delivered), some of the funds '

could be assigned'randomly. This procedure is fair and can be agreed to
in advance. ‘Although it would be infeasible to implement at the level

of selecting individual students, it proveﬁ‘ieasible in the selection

of schools for ESAA money in the evaluation &esigned by USOE and carried
out by the System Development Corporation (19?5) As that evaluation
showed, however, it is necessary to have advance agreement that no
compensating local resources that might affect the level of performance of .
students in the control schools will be allocated to those schools during
the period of the evaluation. In that study, because the Orfice of
General Council held that USOE ;dministrators could not affect the
allocation of other resources to make up for ESAA allpcations, the
evaluation was compromised. The geﬁural heuristic of substituting a service
or value to be provided after the evaluation is completed appears to

be a reasonable compromise between program operatioﬂ and program evalua-
tion.

~

A fifth possibility occurs in districts with a wide range of economic

‘status, where it is required that local administrators select the schools

serqigg the most economically disadvantaged children to receive Title I

assistance and demonstrate that non-Title I schools are not recelving

36
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coupeuéating resources from other sources. In these cases, ranéom
assignment of a few groups of children to Title I and nén-%itle I schools
would prqyide the basis for an ovérall comparison between the Title I

and non-Title I schopls, althougﬁ tt .would be difficult to make inferences

sbout the effectiveness of particular methods in such a design.

Finaliy, if the base of comparison were taken not as hetween thé
Title I treatment of interest and the standard instruEtioan treatment
but rather between a Title I treatment of interest and a standard that
is agreed to be highly effective (although possibly too costly for wide-
._ggread use)% then random assignment could easily be justified. The aim
of this comparison would be to show whether the treatment of interest
was as good as the;"standard of excellence," presumably at less cost.
This provides an argument for the identification of at least one method
of compensatory education, however costly, that can be assumed successful

-

wherever implemented.

. To summarize, the costs of randomization are nearly all in terms of
services withheld, andQseveral rationales exist for tompensating for or
justifying the withhéi&lﬁg of services. Of course, a thorough considera-
tion of randomization would have to investigate secondary costs for the '
teacher and for other students: for example, the greater classroom
‘h&mogenefty of achievement level when low achievers are taught separately
might possibly benefit noncompensatory classes as well as the compensatory
classes (although the resulté of Trismen et al., 1975, suggeét not)=- ’
randomization reﬁoves that possibility. However, in view of the marginal
costs of the other methods to be described, randomization deserves careful
consideratio; (as in Conner, 1977) for future evaluations that require

relative comparisons.

-

There is another cost associated with use of randomized control
groups that applies equally to nonrandom comparison groups but not to
other comparison methods. This is the cost of assuring that the control
group is not affected by the Title I service; if it is affected, this
would bias the comparison. There are numerous 8qurces of subtle effects

of which the evaluator must beware and which he/she must either avoid

or measure and correct for. If students in both groups are in the same

classroom or even the same school, some peer teaching of skills learned




in the compensatony treatment will be very likely to affect other students;
1f a group of students is aware that they afe being used as the control
f&oup, competitive spirit will lead to greater achievement than were
there no evaluation (the "John Henry effect"); teachers are likely to
discuss with each other methods that have been successful, thus spreading
their use; if both groups are in the same.classroom, the teacher may
notice “mistaken“'assignments to treatment and control éroups and reassign
students to achieve maximum benefit from the compensatory education
program, ;gnoring the effect of this on evaluation; and districts may
unconsciously Favor schools not receiving Title I money with other ’
opportunities "in order to be fair," aithough that is precluded by ‘.
Title I regulations., Thus, randomization or other methods'of selection
‘of:a controltgroup w{ll have costs associated with the proximity between

treatment and control groups that other comparison methods do not.-

'We turn now to nonrandom comparison groups. The problems of
evaluations involving nonrandom comparison groups havefbeen discussed at
greater length.than any other methodological topic ;n‘the relevant
literature (e.g., Thorndike, 1942; Campbell & Stanley, 1963;
Campbell & Erlebacher, 1970; Glass, Peckham, & Sander@ 19720
Kenny, 1975; Porter & Chibucos, 1974; Sherwood Mo:;is, & Sherwood,
1975; ‘Campbell & Boruch, 1975 Boruch, 1976 Reichardt, 1976.)
Although we leave the details of the methods of analysis when one has
nonrandom control groups to the discussion under Issue 8, we shall
consider the problem generally here in order to understand the costs
involved in choosing to use a nonrandom control group for'a relative

i

comparison in evaluation.

’ The basic problem is that the treatment and comparison groups must ’
be determined to be equivalent in all relevant aspects, 80 that they

can be compared "ag if" the selection had been random. That equalization
which is a form of 1nterpretation of observations, depends on asgumptions.
Those assumptions are numerous, and testing them is both necessary ‘and -
costly, While there have been notable advances in expanding -the available

methods for correcting for the nonequivalence of control ‘groups, there

. have been equally notable additions, especially by Donald Campbell and
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his associates, to the“list of problems that must be dealt with in
analyzing data from "quasi—experiments" (as Campbell & Stanley, 1963,

referredtto designs without randomized assignment).
> . A |
In order to understand the scope of the problem, let, us consider

the ‘simplest form of correcting for the nonequivalence of control‘ groups,
one that has been berated often, is still often used, is really no worse o
then some more sophisticated methods, and one form of which was recently
strongly defended (Sherwood Morris, & Sherwood, 1975). Twis method is
matching for each treatment subject, a control subject is selected to
be as similar as posgible to him/her before the treatment, and differences
are measured between the pairsyon completion of the treatment, The X‘
following list of problems with this’ method, taken from Campbell & s
Bogych (1975), is incomplete, but will show the extent ef"the.problem,

. It should be noted that the method proposed by Sherwood, Morris, &
Shertood (1975) may not be subject to many of these problems, because’

the

-

8 was an attempt to match pairs exactly-—on dozens of dimensions
similtaneously. ' These problems listed are.- primarily for the case in
whikch matching is on a pretest.

4

1. Differential regression to -the méan Children selected by their

teachers as needing compensatory instruction are likely to have
obtained low pret&pt scores because their true 3cores are low;
however, those noncompensatory students whoee low observed scores
match the compensatory students are likely to have obtainedithe ‘

low scores through random error. On retesting, their scores would

be expected to be higher than the matched éompensatory students
because the random error would not be iikely to be in the same
direction. The problem is that.matching is o observed scores), not
on (unobservable) trme scores, and the result is that compensatory
education can look bad entirely due to the statistical artifact. - »
A hypothetical example is shown on the next page.

-
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. Five Compensatory . > Five Ragulsr
\ . . \!duution Students ‘ Students

A B c D E G H

v
4

Pratest Trua Score 20 29 30 46 40.
Preteet Obsexved Score 15 25 30 35 45
Matched Students . ’ 25 3% 45

Postteat True Score if 23 45 45
Lvarybody Gains § Units

‘Posttest murv.d S'cor% . - 40

Aversge Pfeteat Observed
Score for mtch«l Groups

Average Poott st Observed
Score for Matched Groups

.

Differential growth rates: Children who learn more slowlj are

farther bghind their pee}‘group at any age, and conversely,
children who are farther behind tend to have a slower learning
rate, at least in most cases. fiwo students may have achieved
the same level, however, and have different growth rates, for
example because'tbe slower student was 3iven extra help. Now,
an inteiligent teacher is 1ike1y to be able to discern which
of two ‘children sco‘ﬁng low on reading has a real 1earning

[y
1

pxoblem requiring compensatory instr8ction and which is merely
not pirfqrming up ‘to his/her capabilities and can be expected
to cope with the tasks 4n the regular ¢lass. ‘It would surely
be unfair to the compensatory treatment to match ‘these two

'children for the purposes of evaluation. See the example b=tow,

. -

-~

- A ‘
Compenastory ‘ Matched

¥

Education Studant -Control Student

Pretest True Score ’ . 20

Rate of Growth 10 poiidts per year 20 points 'pcr yeat

!:thted.!’outelt Score ' . - 40

v
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particular range of ability levels. However, if the test used

for an evaluation ig noélxsfy carefully chosen, some Tow -
achievers may in fact have pretest true ability levels signifi-
cantly below the level needed to exceed chance (pure guessing)

. periortmance scores. For example, in the Compensatory Readiné
Study (Trismen ¢ ~, 1975), there were numerous means for

'grohpﬁ of conpénsaiory reédiné séhéeﬁts‘ihat were below the
guessing leve¥ for the test., The pretest scores of students

who purely guess will be positive, however, becaﬁae some guéssea.
will be correct, and they wil. be matched by controls who perforn
at chance levels that reflect their trve sccres. In fhe course .
of a school year, the treatment and conérol students might learm
an equal a ount; but that amount might not be eneugh for the’
treatment students to exceed chence levels. Thus their observed
gain would—be zéro, compared to a positive gain'in the control

group. See the example‘beiow.

-

§ i L

w——

-«

Compensatory = Mat !
Education Student Control Student
. True Pretest Score 10 20
- LY
True Score Nesded for Chance Aaythin; Anythang
Lewal Perfonencae up to 20 . up to 20
Observe. Prgtest. Score 20 ) 20
True Gain for Year . 10 points . 10 Mn’/l
: o {
E Observed Posttest Score 20 ) 30’
v o - . TR
L S

In each of these cases, a test could be made for whéther the particular
bi1n;n§ e’ fect actually occurredvand a correction made. * For eﬁ&mple,
parallel forms of the test could be given to each studeét to estimate the
amount o0f regression to the mean, and Scores could b= corrected before
latéhins. Measures of growtﬁ rate could be obtained by administering —
leve;al Pretests ovean peripq of years preced'ng the treatmeut. Tes*

floor effacts cean “2 _avoided by pretesting the tests before using them

T 41

Tect floor ~ffectsy Each achievement test is designed for a -

2
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for the evaluation study or by the development and use of wide range tests;

such as the sequential branching tests that can be ddministered under
computer control. Each of these nperations adds significantly to the

cost of the evaluation, however, and it is not too cynical to expect that
a sophisticated methodologist will be able to find some new source of

bias after the study is completed. In some cases, it may be expected

that the results will be so clear-cut that statistics are hardly necessary
. (for example, if all students in scme compensatory program scoved 1Iu the -
bottom hAlf of their cla.: on the pretest and in the top half of their
class on the posttest, no stat stical artifaccs would be important).

1t also may.be that the results will be noncontroversial (for example, if
they are merely tb\corroborate results‘obtained from 47 Sferent methods

of evaluating tlre particulac proqfam).‘ In these case®, he »essure on
‘internal validity is not as great, andg one mighz’concltce that the cost

in units of crediQility may not justify abandoning.:he alternative of
matching. The history of politicization and controversy of Title I
evaluations, however, suggests caution in sacrificing validity to save

other costs.

, Anotuer approach to this problem, which has its own costs, is to
develop airtight methods for interpreting results based on nonrandomized
studies. Porter (1967) anc Kenny (1975), for example, have imprpved

the methodology (to be discussed under Issue 8), and the National Science
- Fcundation and the National Institute of Education have recently been
supporting .some research into better methods, so the possibility of the
develOpment of improved analysis prbcedures for noncomperable control
groups should not be dismiss®d. The proper method is not apparent in
1977, however, and t"..e is no guarantee of -solution in the near

future. Nevertheless, more intensive effort in this direction seems
warranted, unless either randomization becomes politically acceptab.e or

evaluations change toward absolute comparisons rather than relative

comparisons.

The third method for relative comparisons is to cowpare the Title 1
participants with the "norm group," that is with the scores of the

representative national sample of students who took the test before it

(3
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vas published in order to establish the meaning of the raw scores in ferms °
of comparison to the population. The model used for such comparisons in
an evaluation is the "equal growth" assumption. This is the assumption

that, under no special treatment, a student who scores at, say, the 20th

I

parcentile rclative to ct“ers at hiz grade level_igr 74mon:hs below——

_’/_g;jﬂ»levei—eri:& ftems or 1 standard deviition below the mean) at the
beginning of omne grade is expected to score at the 20th percentile

relative to his peers {or 7 months below grade level or 10 items or’l
standard deviation below th mean) at ‘the beginning of the next grade.
All of the validity problems of nonrandom control groups apply equally .
l to this method of comparison, and it also is subject to the numerous '
" \ problems that arise from reliance on norms (sée Issue.6). Moreover,
Kaskowitz and Norwood (1977) have presented data that indicate that
' the equal percentile growth assumption leads to underestimation of
: expected gaing of students at the lowest percentiles based on data from
recent evaluations; and the distortions associated with use of grade-

equivalent scores are well-known (see Issue .

In view of the numerous probler  associated with use of test norm
A‘Qaea as a comparison standard for compensatory education evaluations, it
is distressing to find that ‘most evaluations carried out to satisfy the
requiremenﬁs of Title I have pean based upon that type of data (see the
discussions of local and state evaluation reports by Wargo et al., 1972;
Gamel, Tallmadge, Wood, and Binkley, 1975; Thomas and Pelavin, 1976).
The use of such™data is even recommended as one alternative for future

local Title I evaluations (Wood et al., 1976). Only when speci¢l research

studies have been commissioned by the federal government and carried

out by leading research institutes have there been comparisons with control
T groups (nost notably the Compensatory Reading Study, Trismen et al.,

1975, and the .Sustaining Effects Study, System Development Corpor;tion,

1976).

The cost of this method (ncrm comparisons) in terms of data collection
is minimal, but from ~he point of view of validity it is substantial.
For the purposes of 1elative comparison in evaluation, its use should

be ~-rroborative rather than as a sole means of comparison. The costs

13,
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of development tq establish adequate validity for this method include not
» ,
only the costs associated with developing methods for interpreting
comparisons with nonrandomized contrcl groups, _but also ‘they include . ——

.~ the costs of refined standardization, in which distributions of scores

in the norm sample are crosstabulated with numerous demographic and

other factors that might be used to match the treatment group to a

subset of the norm sample.

- As ve h43§ seen, tnere are substantial problems to be dedlt with in
the use of any of these alternative methods for relative comparison. = Any
one of them might provide the answer: if a politically feasible method
of randomization were developed, or if sufficient statistical methods
for equating nonequinélent comparison éroups were developed, or-if
sufficiently reliable and valid test norms were produced. The stakes are
sufficiently important (Title I is spending about $2 billion annually
and is substantially affecting the education of 5 million children o
annually) to warrant strong efforts in all three directions. It is our
belief, however, that a fourth alternative, turning to absolute comparisons
in the evaluation of Titlé I impact, is also’biable,ﬂgnd we have taken

the next few pages to discuss that alternative.

Absolute comparisons. Absolute comparisons involve -ouparison of a

T

treatment group's performance with an agreed-upon standard, irrespective
* of any control group's performance or, real'y, of any form of expectation
:for the treatment group 's performance. F-ur types of absolute comparison
standards, shown schematically in Figure 2, appear to be reasonable for
ﬂthe evaluation of impact of. Title I on children's educational attainment
1. specified minimum skills to be achieved at each grade level;
2. specified maximum deiicits from th~ population average to be
- allowed at each grade level;
3, specified minimum amounts of siill acquisition per year of
school; and
4, specified minimum amounts of deficit reduction relative to the

population per school year.

The first two standards are for achievem=nt .evels at tie conclusion of

14
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atoisum alloved *
—
Grades 12 - 1 Crades 12
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4 |- 752
|__soz
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skifls - Skills j'%
ninimm gain al_owed
winiasum gsin allowed
Grades 12 1 Grades 12
Figure 2. Four kinds of ab‘~lute comparison stande=ds for Title I achievement gains
r~ d .
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_treatment, and the last two are for achievement '
gains, The first and third are in-terms of absolute skill leveisf and

'the~oeoond and fourth are in relation te what skills the population as

a whole possesses. Although all but the first are expressed as the
relationship of pcsttreatment performance relative to some other perfor-.
_mance level (pretreatment or the general population), they are neverthe-
less absolute comparisons in that they can be agreed upon ahead of time,
their validity in no way depends on the ability to find an equivalent
control group with which to compare the treatment group. For example,
of in the second type of comparison, the criterion for concluding that
Title I is having the proper impact is that every participant' 8 perfor-
nance be at least at the 25th percentile ‘of the population distribution
upon completion of the treatment*, ii is immaterial how the particular
treatment group differed from typical students in the population prior

to treatment.

As with the alternatives for relative comparisons, the types of
costs for the four methods of absolute comparison yary, and careful
analysis must precede selection of the appropriate method. The only
applicaticns: of . the methods to Title I evaluations have been in the
searches for exemplary projects (Wargo, Campeau, and Tallmadge, 1971;
Horst & Tallmadge, 1975), and a substantial amount of development
wfll be necessary prior to their widespread use. Recognition of the

need for such development is apparent from the attempt by Horst and
Tallmsdge (1975) to achieve a measure of what they termed "educational
significance" in terms of a comparison of the fourth type. They proposed
that in a search for succeasful projects one require mnot only that a

gain be statistically significant, but also that the amount of the gains

*This is not paradoxical: it requires that the distribution of skills
be truncated at the 25th percentile, so thzt the raw score for the lst
and 25th pcrcentiles would be esyentially equal.
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be at least 1/2 pOpulatioh standard deviation*. Kaskowitz and Norwood
(1977) have pointed out the need for improving on this arbitrary criterion
before extending its use to other evaluations, implying that it will

be extended whetber it is refined or not. Horst (1977) has investigated
the reiationship of gains of 1/3 standard deviation in a school year to
typical amounts learned in a year. He found that to gain 1/3 standard
~deviation a student who is one standard deviation below the mean in an

early grade must learn twice as much as would otherwise be expected and

a student in an upper grade must learn three or four times what is

noémally learned in a year.

e

. Of the four types of absolute comparison, there is little difference;
in data collection cost: the only variation is that pretreatment perfor-
mance levels must be obtained for the third and fourth methods in order

to calculate gajns at the time of posttreatment testing.

Costs for development and for credibility are interchangeable. With
a minimal effort, experts could be brought together to draw up a tentative
list of skills to be achieved at each graée level, for example, but

selecting a single set of skills and gaining universal acceptance for it

*The population standard deviation is an estimate of how far one expects
particular scores to be from the population mean on the . 2rage. For a
normally distributed score, about 68% of the scores are within one
standard deviation on either side of the mean, and about 28% more are
between cne and two standard deviations from the meard, as shown in Figure
3. A gain of 1/3 standard deviation for an individual at the 16th
percentile, for example, would move that person to the 26th percentile.

Frequency
of Scores

Standard Deviations from the Mean

Normal distribution of scores




is a mind-boggling task. We will consider here the developmental costs
in some detail for the first method: because it is potentially the most
far-reaching, and the gosts for the other methods involve primarily subsets

of the cost components for the first method. -

First, a method for deriving minimum broficiency-levels at each

srade level must be agreed upon. Two alternatives present themselves.
The Eirst involves working backwards from minimum proficiency levels that
_-are to be obtained by the end of 12 years of schooling. Oregon, California,
Michigan, and a few other states are beginning to implement a policy of
minimum proficiency testing for high school graduation, with each local
school district developing local minimum standards. Spady (1977) has
suggested that this will‘be a widespread practice in the near future.
There is a significant problem in "working backwards" from exit-~level
requirements to requirements for each grade level, in that there are many
alternative paths to the learning of basi. skills. While there has beer
i great deal of research on the hierarchy of skills involved in reading ..
~ (Williams, 1973), and the National Iastitute of Education has focused

a large research effort on the process of learning to read, there has

been no attempt to translate the results into a set of alternative paths

toward minimum proficiency.

The second approach'to:establishing minimum levels at each grade is
theoretically less ambitious and more appropriate to the basic assumption
of Title I that compensatory education can bring students back into the
mainstream where they can benefit from regular school instruction. This
approach is to establish the skills necessary for benefiting from. each _
particuler classroom's regular instruction and set the goals of the
previous grade's compensatory instruction to bring as many students as
possible ap to that level. This could be facilitated by curziculum

. developers' specificasions of skills needed for their published materials.
Of course, the cost of. generating such specifications (correctly) would
be quite significant, and whether that cost should be reflected in higher

costsAfor textbooks or treated as a governmental responsibility is not

clear.
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0f these two approaches, the former has the advantage that it treats
the schooling process as a single system that produces skills in students
leaving the system sufficient’ for coping with 1ife's problems. The latter
has the advantage of more easily fitting into the existing education
framework in each school district, but it requires that teachers in
successive grades get toéether to set up objectives for compensatory
education and it ignores the needs of children who frequently switch
schools. On the dimension of evaluation credibility as a tool for
program developuent, the audience must be specified to decide between these .
approaches: for the local district, the second approach is more beneficial
in that it facilitates incremental improvements withinlthe ex{sting
framework. At the national level, where the nonéern is for preparation
of the adult citizenry of the next gene?ation,~the results of the first
approach are more meaningful. To arrive at a choice between these methods

clearly requires additional work.

Turning now to the second type of absolute comparison (using a’

<

national average), theoretical problems of defining what skills are
redally necessary are- replaced by the empirical problem of determining the

percentages of children at each grade level possessing various cognitive

_skills and,by'the systemic problem of determining hwo close to "equality"

of achievement to aim for. Of course, absolute equality of achievement
is an unattainable and indeed undesirable goal in a free pluralistic

society.

P, 3
One answer to the question of "how equal” the program should aim

students 18 to use data (for example, from the National Assessment of
Educational Progress) to estimate the percentage of young adults nation-
Yide who do not possessnmini?um proficiercy levels agreed un?n by experts
and, after correcting fqr various statistical artifacts such as varying
rates of early dropping out of school, set that percentage‘as the goal
for compensatory education. For example, if it is determined that 15%

of the young adult populatién is mathematicaily incotmpetent upon high
school graduation, this means that 85% are judged at least minimally ’
competent (i.e., rot requiring federal intervention). Roughly, this

implies that if the performance of all students at each grade level is '

M - F
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maintained at levels within what is the top 85% (above the 15th percentile)
of the existing population, all students graduating from the system in

the future wlll be mathematically competent (by 'standards of’the 1960s R
and 19708)*, . g

ccncragcing the first twsgtypes of absolute comparison, one arrives-
at the conclusion that the decision between these two methods for
evaluation depends on the answers to crucial systemic questions about

the role of Title I in society: 1is it to ensure a certain minimum skill ~

- level or to ensure a certain approximation to equality of achievement?

The third and fourth types of absolute comparison both differ from
the first two types only by taking into account the students' levels of
performance at the beginning of participation in a Title I program. We
can, ‘therefore, discuss them as one. The primary advantage of expressing
;oals in terms of éains rather than absolute levels is that failure to
meet the criteria can more easily be attributed to deficiencies in the
program: of two programs evaluated completely in terms of posttests,
one might appear more successful marely because its students were further
advanced at the beginning of the progrﬁm. It would be wrong to select
programs on that basis. The main drawback of using gains as the criterion
is that they do not relate directly to practical criteria, such as
possession of particular skills after 12 years of school, possession of
skills’ necessary for regular instruction in the next grade, or perfor-
mance at a specified level relative to the population, If a student is
sufficiently far behind upon entry, then even extraordinary gains may
leave him/her below desired posttreatment levels. One way in which
criteria could encompass both concepts (using gains and relating tu
absolute posttreatment levels) is to specify that gaings should be enough

to close the gap between pretreatment levels and desired levels by a

%The reader should not fall into the trap of worrying that there will
always be a bottom 15%. 0f course there will; however, the goal would
be for their skills to be above what is now the 15th percentile. As
gociety changes in the 1980s and 1990s that criterion could be
expected to change.




significant fraction, such as halfway, if the student has more than.a
particular specified deficit on entry. A more thorough solution would be
to perform both types of absolute comparison (i.e., with and without

correction for pretreatment performance levels). The implications for

policy are shown in Table 3; they are analogous to the differential

implications from absolute and relative comparisons shown in Table 2.

ummary. The problem of what to compare Title I treatments to is

complex and involves careful analysis of the program's basic assumptions.

We -have considered sever.classes of alternatives: Trelative comparison

using randomized assignment, nonrandom comparison groups, and national

norms as standards, and absolute comparisens involving either posttreatment

levels or ‘gains ana either prima facie skill requirement specification or
ecification in terms of the skill level in the society. We have not
considered any number of other dimensions that should be in a more
’thoro gh treatment of this subject: Are comparisons with, say, Great

Britain relevant? Are comparisons with the society's costs of dealing

with fundtionally illiterate adults relevant? Are comparisons with state

compensatoty education programs relevant? One can certainly imagine

rationales far important decisions that would depend, at least-g#ftly,

on the answers to these questionms.

Although it is impossible to rule out as inappropriate any of the

seven categories of comparison discuised, it.appears that much of the

lack of direct impact of evaluations on program operation (Cohen & Garet,

1975) may be due to complete focus on relative comparisons, which merely

test whether alprogram is better than what was bezng done previously,

rather than absolute comparisons of whether the program is achieving

specific educational goals. The change of focus toward absolute evaluations

is needed and shows signs of cccurring in the near future.
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Table 3

{ )

o

o

Implications of Annual Comparisons of Gains o- Posttreatment Levels

-~

e

-

‘ Comparison of Posttreatment Levels -

Positive Results

Comparison
of Gains

Conclusion:

Conclusion:

7T

Negative Results

.

Greater program effort
needed; or ‘gain criter-
ton needs revision; or
posttreatment compari-
sons should await
another year's gains

Program operation
, Positive satisfactory.

Results’ -

Conclusion:

Program effort not

dealing with a clear
Negative need. .
Results

S )

Conclusion:

Program needs redirec-
tion, new methods.
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Isaug; 2. Is lomgitudinal evaluation necessary? ~

E A longitudinal design is one which requirt nbiollection of datav
from the same source two Oor more times over a period of time. In order

. to determine whether a longitudinai design is necessary for Title I

' evaluation, it is necessary to examine the information needs guiding the -

evaluation to determine whether they warrant the expenditure of effort

required for long{?*vinal data collection The first guestion is whether

tempota]krelational ipformation is necessary. If it is, the next

°

queation is-whegher'ﬂess problématic designs, retrospective data collection
ot cross-oectional ﬂes}gns would provide sufficiently valid information. o

! R

~  Thé ' “inal questiuq ~is, if te 1 relational information is required \ w
+ . v.1 over how B a peribd of time mabt the data be collected.

3

L. ?hé answer to the first question is that for evaluation of impact on

children's school achievement, although not so clearly for gathering e

information on compensatory education processes, temporal relational

information is likely to be necessary. As long as the impact is measured

\//"" in terms of gains, starting from disadvantage, there must be some version
of a "before" and "after' mea e. If the framework of comnarison wereg

) . to be oriented to th> comparison of posttreatment levels with a standard,
irrespective of Pretreatment differences, temporal relational information

’ would not be so tmportant° however, that would require a substantial break

- from the current evaluation tradition.

-
The temporal-relational information norwally required has three
ucomponengs: (1)‘a'measure of a child's achievement level prior "to the
Title I treatment, (2) a measure of the child's participation in the
treatment, and (3) a measure of the child ] achievement level following
the treatment. _The second question we posed for deciding on longitudinal

designs was whether the information could be gathered by easier methods.

The easiest wo&ldtbe pétrospective data collection, use of a respundent's

memory to construct temportf relational information; however, that is’

not feasible for the assestment of pretreatment achievement levels. As

survey methodologists have ' frequently pointed out, the recomstruction of _.A’\'

previous subjective variables has little validity, and retrospective
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quelt:iops should bc limited to quest:ions concerning sct:ual object:i"e o
cv.nts, auch as switching of schools, participation in special ¢lasses,

lnd sc on. This lack of validity of retrospective subjective reports

applios also to thé reports of ceschers that' (although the test Scores

¢

may not show it) ‘the children in their classes improved "gignificantly"

- ¢ duringpparticipstion i*a program (e.g., Stearns, 1977). Although
there is a great likelihood

. celche:s may be quite sincere in these reports,,
B :hnc they may be based on the Ceschers unconscious selective perception

- of behayiors' that matched their expectations or desires.

o

* . The second alternative is a cross-sectional design. Rscher than
collecting pretreatment and post;restmenc sopres on the same studencs,
it mighc suffice to collect them on different students. The reasons for
doing this might be (a) to circumvenc the methodological problem with

pretest-treatment-posttest designs that the pretest: may it:selE affect

the way in which the treatment is perceived and assimilsted Qy students,

or (b) t

one cou

.sherten’ the time needed to study a long-term treatment (e.8.»

estimate 4-year gsins by measuring 2nd and 6th graders in a
;-

t the same Cime).

The primsry requiremenc for inferring temporal relational informa-

) tion fro? cross-seccionsl designs*is that the samples on which the
different measuremerts are made.be equivalenc in all relevanc respecCs. ’

For cross-sectional designs aimed at the first of che two problems (effeeco

-from the pretest), this can be accomplished by randomdy assigning_

students to either a pretest-trestmenc or a treatment-posttest condiCion

or, better yet, by randomly pretesting only half of che students, pbsc-

testing all of them, and testing for che ‘existence of a pretesc-creatmenc

interaction. There has been’ liCtle, if sny, use of such a design in

Title I evaiuACions to avoid prfﬁesc-crea:menc interactions, probably

because of other sdvhntsges, to be listed below, of true lqngitudinsl_

designs. One psrciculsr problem that has been rarely recognized is that,

in comparing a treatment'e gains with a national test norm, che students

.

are normslly taking the test (a parsllcl form) for the second Cime at

the posttest whereas Che norms were developed ‘on students taking it for

S the first time. This is one of the mhny problems in using test norms

!
for program evaluation to be discussed ‘under Issue 6.




The more praciical reason for using cross-sect#onal desigus is to

shorten the data collection period. While there is Eo problem‘in

chievement levels in

SRR AT
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comaigsiotiing evaluations that meaSur7 pretreatment

L33

the fall and posttreatment ach'evement levels in ‘the' following spring, it

v
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53 is such more costly, in many ways, to measure pre-to-—post gains over a
~. period of ceveral years to test rationales based on long-term effects of

E compansatory education.

- The primary issvwe of how loug :x a Title I treatment one should
measure the sffects of that treatment has proven to be an importsat

issue, bec:iuse of reported results (e.g., Thomas and Pélavin, 1976; :
Pelavin and David, 1977) that stude.ts show good progress when measured
from a pretest in the fall to the posttest in the spring ;f the same

vear, but looking over the longer trend, the students who are Title I

= . participan:s tend to fall further and further behiad with each grade. For
this reason, the question of -whether there are long-term, sustained effects
of Title I is no. answered by evaluations of short-t;;m gains. The evalu-
ation Bf these effects is the goal of the current evaluation of the
sustaining effects of compens%tory education being carried for USOE by

System Development Corporation. - ) ' /

The - :stion of whether Title I =zhuould be evaluated in terms of /

achisvement gains with a the school year or cver & longer period depends

on fundamental systemic questions about the aims of Title I. These aims :
. are not to provide a séparate schgo] track for the educaiionally disad-

vantaged, in\which each grade teaches ore set of materials to compensatory -

students and another to noncompensatory students, but to teach the skills

necesnary to bring children up to the level of competence necessary to

benefit from noncompensatory instruction. The consequences of this

view of the purpose of Title I are substantial. For exzaple, it leads

to the’allocation of funds to the early grades, to ensure that children

who start out with a home life that does not provide them rrith che

prereq isites for -handling schoolwork successfully will be brought up to

a level at which they can cope with their school tasks as soon as possible.

The alternafivr i< 1 18 that the students who zre in Title I wil need a

continuing spec ~ eu..ation program because of thei: lower capacities

RIS
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for learning (for whatever reason), in which case the expectation is

that at the end of the first year of a treatment they will have ’<arned
‘more than if they had not had that treatment, but that neverthele '~

they will need to continue the treatment in succeeding years. In this
view, the role of the Title I treatm°nt is not té give them some basic
gskill that al® s them to catcn .p, but rather to providn s differeat, more
indivicually adaptive and possibly more expensive curriculum by which they

can learn what is needed to be learmed at each grade.

At the very least, there must be measurement from one year to the
next, because of the various problems stemming from the administering of
pretests in the fall and posttests in the spring. There are apparently
differential losses of skills over fr*» summer, and it is quite possible
that students who learn well during the school year 1in the Title I
program may in fact lose a lot of what they have learned over the summer
and come into the next grade further behind their peets than they were

at the beginning of the previous grade.

Evidence to support the need for valid, long-term, temporal relational
information Las come from studie, of the long-term effects of Follow
Through participants in New Haven, Connecticut (Abelson, Zigler, and DePlasi,
1974; Seitz, Apfel, and Efron, 1977). In that set of studies, which
involved testing children several times starting in kindergarten and
continuing througﬁ\the eighth grade (as of 1977), continued differences
berrtezn Follow Through' and non-Follow Through participants four years after
completing the program were shown. Although the sauples were quite small
and the results not truly dramatic in that study, the use of a longitudinal
design did re ult in demonstration of long-term gains that have not been

found in cross-sectioral comparisons.

The decision between cross-sectional and true longitudinal ¢ ~?:2ns
is complex. Although we can list various advantages and disadvantages
of each, the choice in any particular situation will depend on the

values assigned to the various advantages at that time.

The primary problem for cross-sectional ccmparison designs is

establishing the equivalence of different cohorts. Among the factours that

operate to produce nonequivalence are the :ollowing:
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1. mobility of students: a significant number of students change

schools during the primary gradeé, and that movement is not random;
thas, the sixth graders in a school are not likely to be ‘exactly

the same as second graders in that s:hool will become in four yeafs;

2. curriculum variations: the zurriculum in a school @nd tie teachers

employeu who teach the children of the two cohorts will vary; and
{

3. population trends: a general population trend in achievement

gscores will confound results. “

Another type of problem for cross-sectional designs is that they canmnc®
make use of relations in individual data, but muet re  on group means. This
means, for one thing, that no intormation relating vo..ation in personal
traits and experiences to vari:uvion in long-term gains can be extracted with-
out a true longitudinal design. It also reduces the reliability of the
rec;lts: the random variation of gains across individuals is substantially
smaller than the variation of differences becween randomly paired pretest
and posffeet scores that could be constructed from a cross-sectional compar-

ison.*

A discussion of the use of longitudinal evaluation in educational eval-
vation has been provided by Ryan (1974). One comparison of results obtained
from longitudinal and croés-sectional evaluatic.s cf the same educational
program (Dyer, Linn, & Patton, 1969) found significant biases in the cross-

sectional avaluation methods.

Longitudinal designs take a long time to carry out, however. A crmpro-
mise option of overlapping panels of longitudinal cohorts is, on the other
hand, possibly an acceptable alternative tq'straiéht longitudinal designs.
As a hypotliccical example, over a three-year veriod three cohorts might be
followed: those who in the first year were in grades 2, 3, and 4. In the
third year, they would be in grades 4, 5, and 6. Whether this design turns

#T).e variance of the (longitudinal) gain measure, assuming equal variances
(oxz) on the pretest and posttest, is Zcxz(l-rz), where r, the correlation
between an individual's pretest and posttest score, is likely to be at
least .5. The variance of the differences between pretest and posttest
scores in a cross-sectional design is 20x2 (1.e:, r = 0) and therefore

is substantially higher.

~ bay
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out in fact to be adequate for rhe particular information need is an empir-
ical question. If on the overlapping pariods of such a design there are
similar relations among different cohorts (e.g., grades 3 and 4 for the
original second and third grades), then it is an adequate design; however,
if during the overlapping period there are different relatiounships, it will
be difficult to extrapolate from these overlapping periods to provide tem-
poral relational information between grades 2 and 6. It may, in fact, take
up to ten years to perform the correct, valia evaluation ol Title I. Keep-
ing this ir mind, aay contracts for collection of data should be carried
out with the assumption that they might be the initial phase of some longi-
tudinal evaluation that would be completed by some other csntract in later
years. qus, for example, identities cf particular students should be
recorded, although carefully guarded from unintended uses, and periodic
efforts to follow the movement of students among schools should be under-
taken. This would allow the evaluation of a program at the later years to

be done in a reasonable time frame for practical policy-making.

Inléaaition to the problem that they take too loné for many decision-
-making purposes, longitudinal studies also incur the costs of correcring
for attrition of various types of.participants in the evaluation First,
students may not be available for all testing sessions, and omitting them
may seriously affect the findings. Trismen et al. (1975) found, for example,
that even within a single school year approximately 10% of the ‘students had
either pretest-only data or posttest-only data. The students who had missed
one or the other test were ﬂot a random sample, for they tended to <core
iower than the students producing complete data. A method for dealing with

this attrition, nonrespondent sampling, will be discussed under Issue 3.

A second type of attrition is among teachers, administrators, and even
projects being evaluated. If an evaluation measures performance of a set of
traetments over several years, it must "correct for" the fact that the treat-
ment will inevitably change over years. A third type of attrition is of
evaluation project staff. To ensure that the project will not be subject
to breakdowns if individuals change jobs and are replaced, careful records
of events and procedures (such as telephone conversations) must be kept

that would not be necessary for a project of shor: duration in which staff

attrition would be unlikely.
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Summary. Although it is impossible to give a single answer to the
topical question of this issue ("is longitudinal evaluation necessary?"),
it is possible to make several recommendations based on the experiences of

L
previous educational evaluations.

~. 1. Individual achievement gains should be measured for intervals of
whole years to avoid distorting effects of time-of-year (e.g.,
differential amounts of experience with the teacher giving the
test).

2. Conclusions about pretest-posttest gains should not be based on
compar ison with published norms, because the latter were obtained

on children who took the test only once.

3. Teachers' retrospective judgments of children's gains should be
ignored. That does not mean that teachers' observations recorded

throughout an evaluation period need be ignored.

4. Longitudinal studies of long duration, making use of overlapping
cohorts where possible, are necessary for the ultimate impact eval-
‘uation of Title I. Such studies are relatively quite expensive,
but whenever the infofmation they provide is needed in valid form,
avoiding them is short-sighted.

5. Any evaluations undertaken without funding for long-term longitud-
inal data collection should nevertheless take fairly inexpensive
steps to ensure that the data base acjuired can later be used as

the first stage in a longitudinal study.

Y
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Sampling

Introduction

Gathering infurmation to test decision rationales is costly, and program
¢ managers and evaluators should weigh the cost-effectiveness of different
informction gathering plans much as they would weigh the cost-effectiveness of
different progfam strategies. A crucial step that determines the cost and
effectiveness of evaluation is sampling. Sampling refers to tae process of
selecting a few units from which to gather information (e.g., schools,
classrooms, or children) from a large population. There are many variations of
sampling, and the choice among them must be cognizant of both the cost compon-
&gpts of data tollection and the nature of the information needs to be satisfied

in order to provide maximally effective use of evaluation resources.

The need for sampling in the evaluation of Title I is apparent when one
realizes that information is needed on school districts, schools. and school
children in order to formulate policy alternatives. "There are over 17,000 school
districts'in the country, approximately 90,000 schools, an@ over 40,000,000 '
sghool ¢hildren, of whom over 40% attend schools rece;y;agaTitle I assistance.

Q

There are two categories of sampling: formal and informal. Formal sampling
refers to the process of defining a population (e.g., all second graders iﬁ

Titlz I assisted schools) and then prescribing a "sampling rule" that determines
‘which units in the population will be observed. That rule normally contains a
"random" process, but may be "gystematic'". Informal sampling refers to the
selection of units to be observed without clear specification of the population
and the sampling rule. The advantage of formal sampling is that it provides a
basis for e&aluating how preciself the information gathered on Q sample refleccts a
bopulation. Although ic is customary for b011cy decisions to be pade on the basis
of information from-informal samples, any support for a rationale based on an,
informal sample is subject to the criticism that the information gatherer may

have deliberately selerted units to prove his/her p?int; such an argument is much
weaker when a formal sampling procedure has been specified. An informal sample

is sufficient only when generalization to a popuiatidh is unnecessary; for
example, a search for effective projects may appropriately bé informal if the
objective is merely to find a few, but must be formal if a conclusion is degired

concerniﬁg the frequency of effective orojects in a population.

-t
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A formal sampling procedure will yield a pfobability sample that is repre-=

sentative of a population if the relative frequency (probability) of each unit
being selected is known and greater than zero. Among probabiliiy sampling methods,
there, are numerous variations tat aim to use information krown about the
population in order to reduce the sost of obtaining information. The basic
ncthod is sjuple random sampling with replacement. In order to gelect such a

sample, one needs a numbered list of the units in the population and & way of
generating a list of (pseudo-)random numbers (e.g., a table in a statistical
textbook). Each successive unit is selected for observation if its number
appears on the list of random numbers. The statistical computations are

simplest for this method of sampling. The first variant is sampling without
replacement, in whiéh if a particular random number occurs more than once on
the.list, the corresponding unit is nevertheless only selected once. Because
collecting repeated information on the same unit' causes interpretive difficulties,
this varlant is nearly universally used, although in practice if the sample is
less than 5% nf the population; the two methods should produce essentially the

same concluaions. : ~
P ]
.o
There are four more subscantive categories of variation in probabtlity

sampling: stratification, clustering, multistaging, and proportional sampling
We shall onlf describe them briefly here; the reader who wishes further infor-

mation can consult & textbook on sampling (e.g., Hansen, Hurwitz, and Madow, 1953;
Cochran, 1963; Raj, 1968). Stratification vefers to the use of knowledge about
some factor on which the uajts in the population vary (e.g., region of the country)

in order to ensure that exactly the right number of units is selected from each
"gtratum,” or level of the factor. Stratification can serve two purposes: (1)
to 1dcrease the precision of information gathered by eliminating a portion of

the random error, and (2) to allow more frequent sampling from some strata than
others in such a way that mathematical corrections maintain the representative-
ness of the sample. Cluscering refers to the sampling of some superordinate
units in order to select units to observe. For example, all the major evaluative
studies of Title I that have reached conclusions concerning children participating
in compensatory education have first selected school districts (USOE, 19705
Glass, 1970;.NCES, 1975, 1976; GAO, 1975) or schools (Trismen et al., 1975), and
then observed only the children in rhose selected clusters. If within selected
clusters, only a sample of the unite of interest is to be obéerved, then the
sampling procedure is called multistage. The purpose of clustering and multi-

stage sampling is to reduce the cost of collectin- data; for example, test

bl
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administration costs are more closely related to the number of testing sessions

_required than to the number of children tested in each session, and children in

a single classroom can all be tested in a single session. The fourth major .
vnrietiodfin probability sampling is cluster sampling with probability

’ proportional to "gize." In this variation, the probability of a particular ;

superordinate unit's being selected is propcrtional to the number of units of
interest it contains. For example, selection of school districts might be
undertaken based on the average daily membership of the districts, so that a
district serving 20,000 stﬁdents would have S0 times the probability of being
selected as a district serving 400 students. The purpose of sampling with
probability proportional to '"size" is to mg;imize the precision of information
¢n the population of interest (e.g., Students) vhile minimizing the number of
cluaters that must be contacted 4n collecting the data.

All of these variants improve the efficiency of information gathering over
the basic method of simple random sampling. The costs associated with them are
(1) that they require some Iurther 1nformation about the structure of the
population to ‘be sampled; and (2) that the interpretation of the data from more
conplex combinations of the variants is move complex, in some cases beyond the
1imits of current statistical sophistication.

The first issue to be discussed in this section concerns (1) the relation .
of information needs to the need for a probability sample ana (2) the threats to
representativeness that must be dealt with., .

The second of the two issue discussed in this section concerns the
relationship of cost of data collection to sample size and the relationship of

sample size to the precision of the information produced.




*Tesue 3. When is representative sampling important?

- aggregations of annual state reports o
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The need to generalize results from a sample to a populatirn depends on
the decision rationale beins, tested. There are at least three distinctly
different types of information need that require lifferent levels of represent:
ativeness: (a) the nzed to know the average value or frequency of an event
in a population@(e g., the average class size of Title I assisted classrooms);
(b) the need to know whether two or more variables are related to each other -
(pcssibly casually) (e.g., an Instructional method and amount of student progress;;
and (c) the need for some examples of a type of event (e. g , a suc-essful .
project). In discussing this issue, we shall consider both the levels of
1epresentativeness needed for each type of informacion and the two major
threats to representativeness that must be dealt with: misinterpretation based
on confusion. of units of analysis and misinterpretation based on lack of usable
data provided by some of the selected units (i.g., nonresponse bias). '

For the first type of information need, estimates of parameters of

program operition, strict quanti-ative representativeness is a necessity.
For that reason, the results of the TE:?Q study (Mosbaek, 1968), the

Title I (Wargo et al., 1972; Gamel et al.,
1975; Thomas and Pelavin, 1976), and the GAO study (1975) cannot be accepted
as quantitatively accurate pictures of national program operation. The USOE
surveys (USOE, 1970; Glass, 1970), and the NCES surveys (1975, 1976), on the other
hand, do provide quantitatively accurate generalizations to the netional

population, insofar as. the information gathered from the samples was accurate.

Turning to the second type of information need, whenever the conclusions
to, be reached concern the existence of itions that should appear vithin any
given project, such as between methods and impact, it is not essential that
the project(s) observed be quantitatively representative of a population.

The conclusions.would be questioned, however, if the projects selected were
especially unusual on some dimension; therefore, some effort is worthwhile to
select a project or projects that are reasonably representative of a population
to which one wishes to generalize. Obvious examples are experimental demon-
strations tha’ are selected for the particular processes to be investigated;
the implied goal of such studies is to determine better methods for compensa-
tory education that can be used by the school system at large. As part of the
Compensatory Reading Study, a sample of schools that were either especially

- b
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effective or especially ineffective and thﬁf varied. across clusters \of -methods
used vas selected for in-depth observation. From that,investigationm,> the
researchers were able to identify attributes characteristic cf effec;ivep'

. R L] - f .
schools. While the results cannot be guararteed to generdlize to all school

districts, they serve a useful purpose in the incremental increase of - our

general understanding of how to design compensatory education projects. Othér
research studies, such as M. McLaughlin's (1971) and those cited by‘Gor&on and'\
Koutrelakos (1971), provide quite interesting recommendations for improving
compeusatory education, and althpugh there are grounds ‘for questioning the

. validity of their results from a design perspective, the lack of a represemnta- '

AN

tive rational sample is not one of these grounds.

As an example of a hypothetical case in which achieving « ;antitative
representativeness.could actually distort tﬁe results of a relational study,
consider the data ia Table 4. If two ‘Lctors, A and B, ar. correlated in_the

Taﬁle 4

Hypothetical Example of a Distortion
Produced by Quantitative Representativeness

!
) Factor A
Low High Total
& X N ' X N X
Low 10 160 20 40 12
Factor B -
“ High 10 40 20 160 18

population, then reflecting that correlation in the sample, as shown by the
colums labeled "N" in the table, could, result in a spurious conélusion, in
this ca;e that Factor B was.a predictor of sco:res (X). Examination of Table 4
shows +' t Factor B is not truly directly predictive .of s¢ores; only ihrough
its » ciation with Factor A is it correlated with scores. Although data
coller according tr .epresentative sampliﬁg rules can be treated statisti-
cally to produce v~ ..storted results concerﬂing relations, that treatment can
be quite complr -. Data collegted according o nonrepresentative but orthogonal‘

(uncorrelated) sampling rules are easier to interpret. ‘ .

64




58

The third type of study, popular'in the federal educational administration
because of its potential fur producing large benefits; is the search for—
successful, exemplary projects that can be packaged and disseminated.
Representative sampling is not needed to satisfy this type of fnformation need.

It is much more efficient to use any informal sampling methods avsilsble,

such as consulting prograr experts, in order to focus observation on“the'
successful projects. This type of study has had a recurrent®problem, however,

that nay be due either to proolems with the method of ideutifying outstanding = °
projectl or the problem o‘ capitalizing on chance occurrences: later '
evaluations have in many cases not clesrly corroborated the success of the

projects identified earlier as exemplary (Wargo et al., 1971; Stearns, 1977).

To summarize the needs for representativeness, the method of selecting a
sample for an evaluation study is dependent upon the ohjectives. Studies
aiming to identify relations among pricesses and outcomes should avoid random,
repégsentative sampling in favor of sampling for significant variation in
processes and outcomes Studies aiming to assess parameters of program
. operation statswide or nationwide, on the other hand, must obtain representa-
tive samples in order to provide accurate, unbiased information. For example,
we would not require a study that found individualized instruction to produce
reading gains to havea nationally represeutative sample, but we would require
representativeness of a study that reported that blacks tended to receive
compensatory instruction relatively more frequently than whites. In'generel,
' this issue is not as controvevsial és some others, -primarily beoause the :

methodological problems .have apparently been at least approximately.solved.

~

Turning now to the threats to representativeness, the first threat
(misinterpretation based on confusion of units of‘enalysis) is a semantic
problem that merely requires sophistication on the part of the evaluator to
avoid'erroneous statements of conclusions. The second threat (misinterpreta-
tion based on nonresponse bias} is a substantive problem requiring careful
attention in the planning and execution of data collection as well as careful

interpretatiouofldata.

The problem of confusion of units of analysis arises when one uses ,
clustering or 1u1tistage sampling. The simplest way of avoiding confusion-is

. to state results in terms of an "observational" unit that is equivalent tojthe

clustering unit. Observational units are units that are referred to in state-

medts summarizing the results of the evaluation. Thus, a statement in the

6S
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conclusion of an evaluation report might be either "compeneatory education
projects in-the sample tended to vary greatly im ..." or "compensatory
education students in the sample tended to vary,greatly in ..." Each state-
ment presumed a particular type of observational unit. Sampling units, as
opponed to observational units, are the units whose relationship to a popula-
tion of interest is known. If is important to establish the observational

unit that is, .rucial for the information needed and thén to select sampling -
units\@o that stataments can be velidly ﬁ;de in terms of thos observational A
units.\ The possible observational and sampling units for Title I include:

l.\ students,
teechers,
‘groups of students receiving a particular service,
classrooms,
schools,

school districts, and

A
\

7. states.

Is it reasonable to sample schools within a state and make statements
about students? The answer is generally 'yes " However, when the schools
do not exactly represent the proportions of students in t he population for
which generalizations are to ba made, then the mean_scores for the schools

must be weighted -Lfferentially during aggregation.

»

Basicelly, if the observational unit is to be etudente, then to produce
- stable, unbiased estimates for the population of students based on a gample
of schools (and testing of ‘a specified set of students in each school), it is
- most efficient to sel:ct schools in such a way that the likelihood ofreach

school being selected is proportional to the number of. students in the school.
o “$

A problem that can arise if ome is not careful ii}using differing obser-

) vational and sampling units (e.g., students and schoo 8) is in making observa-

tional statements that in fact depend on the way in which observational units
are distributed within sampling unitd. Such an error occurred in the Compensatory
Reading Study (Trismen et al., 1975). The authors noted (p.'75) that minority
disadvantaged students tended to receive compensatory instructjon in separate

classrooms, while white disadvantaged students tended to receive it in

' - bb




60

’

classrooms combinad with non-disadvantaged students. But their conclusion, -
"j¢ geems that such student assignments are being made at least in part on‘the .
basis of ethnicity,”’ overlooks the structure of their sampling. In fart, it

is equally plausible that these effects were between schools and that schools
with especialiy large minority enrollments were also those thae, for other .
reasons, had chosen to use Separate rather than combined classes for
compensatory reading instruction. This possibility would have been easily
teatable had the anquses taken into ‘account the difference between the
"sampling method (by schools) and the units about which the statement was
intended to be made (students).

To summarize, clustering or multistage sampling requires some care in
interpretation of data that is not necessary in studies employing simple or
stratified random sampling. Otherwise, conclusions can be reached and

. v

rationales supported that are in error.

The other threat to represenfativenqu is nonresponse. This important
aspect of sampling, which occur$ in practice but is not usually covered in
elementary statistical texts, is the problem posed by sampled units that do
not choose to participate. For example, "in the Compensatory Reading Study,
731 school distficts'were carefully sélected (in Phase 1) as candidates for
the sample, but then only-the first 222 who r&wpended that they were ready to
be involved in the study wvere actuafly included (in Phase II). Another way
in which noﬁ;esponse bias can oécu; is through the reporting of invalid or
unusable data. The §hmmarfes of annual state régorts (Wargo et al., 1972;
Gamel et al., 1975; Tﬁomas and Pelavin, 1976) have suffered from the face
that ‘although' reports were avaiiab for the large majority of states, most
of the reports did not provide the quantitative information needed to produce
a national summary, especially of achievement gains from Title I. That
nonreeponse bias can be important for some variables and not others was shown
in the national Title I surveys of 1967-68 and 1968-69. In these surveys;
although response was good for questions of participation and service delivery,
it was completely inadequate for questions of impact on achievement ~-- only

6% or 7% of the districts provided adequete achievement results,

This.kind of sampling problem, nonresponseé bias, is difficult but not

imposeible to handle. The first step is to compare what data are available
from the nonreSpondiné units to corresponding data on responding units to

~
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test whethar responding and nonresponding units are really from different T~
populetions, If no difference is found on a variety of characteristics
related to the variables of interest, nonresponse may not ~<ontribute a great
deal of bias to the study's results. Also, if nonregponse is limited to fewer
than' 10Z of the sampled units, as a rule of thumb, then the bias.introduced is

likely to be unimportant. ' : ‘ \

Some differences between units that dro and do not respond are very likely
to be observed, and 1 nonresponse rate < greater than 10% is frequent There
are two solutians ia this case. (1) If on various stratifications of the sanple
there are at least some units in each cell who respond, then the results from
the units that respond can be weighted accordingly to stand for both themselves
ang'the units that did not. For example, if in stratum A of a sample of schools,

4 of 10 achools, participate, and in stratum B, 8 of 10 participate, each score

-in stratum A should be weighted by twice as much (the ratio of 8/10 to 4/10) as

the scores for schools in stratum B. - (2) One can choose a small sample of the

‘nonparticipants and by intense efforts gain their participation. From these

éomparisons, estimates of nonresponse bias can be obtained. Such non-
respondent sampling and followrup is, crucial to the validity of any estimates
of population statistics when fewer than 75% of the sampled units agree to
participate and do .in fact produce usable data.

Nonresponse bias is especially a problem for longitudinal studies. When
gains are measured from pretest to posttest, the mobility of children between
schdols carn Qubstanttally affect the conclusions reached -- if children who
leave a particular sampled school tend to learn more slow':y than those who remain,
appatent gains will be greater than if all the children were tested at both
times. It i- clear that in order to provide meaningful analyses of pretest
to posttest gains, the same students must be iacluded in both pretest and
posttast samples. This means, based on the examination of nonresponse bias -
in the Compensatory Reading Study (Trismen et al., 1975), that the children
included in such analyses will tend to be substantially less educationally
disadyantaged than the totality of children participating in compensatory
educafdon. ' In the Compensatory Reading Study, the choice was made to analyze
gains for instructional group means that included all children who took either
the pretest or posttest. Although that choice ensured that the most disadvantaged
children were included in.the analysis, the meaningfulness of "gains" computed

between pretest and posttest groups containing different children is highly

‘ - bS5
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|, quest.onable: any gains would be confounded by mobilivy effects.* The nly
;‘ S ' apparent solution to the mobility problem is to analyze the data according

] Lo a more sophisticated model that treats student mobility and ocher causes
- ) of nonresponge as components of the system and‘evalusfes them as well as

! achisvemert gains of students who take both pretests and posttests. This
would require tracking down and posttesting 2t 1 .st a small repvesentative

sanpte of pretested students who are not present for the posttest.

There are two general recommendations that follow from the poj-ts made
in the discussion of this issue?f From these, many specific recommendations

for:ptocedureslcan be. derived. .

1. Sampiing plans for evaluation should be carefully related to
the information needs to be satisfied. Nationally representa-
tive samples are necessary only when quéntitative estimates of
prégrem operating characteristics are needed, and they may

impede the gathering of certain other types of information.

2. Plans for the analysis of data should Be carefully examined
prior to sampling for their implications on sampling'prccedures,
.and,vice versa, so that the | ".blems gSSOciated with use of
dif ferent observational ana sampling units and with nonresponse
bias can be foreseen and dealt with in the context of a single /f’
;ompféhensive system model. Only then can the data collected
by comrortably accepted as representaéive of prograsr. operation.
This recommendation goes beyond sampling _ad will be elaborated

in -he discussion of measurement and analysis issues.

* The use of i: 3.ructional group means in the Compensatory Reading Study alto
suffsred from the fact that the few children who were in compensatory clasees in
the fall and regular reading classes in the spring (presumably because they’
improved significantly) would have their pretests counted in the compensatory
group means and their posttests counted in the regular group means.
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Issue 4. How large a sample 18 necessury?

The choice of sample size for federal social program <valr.tions is
largely arbitrary. Ong can obtain useful iuformation from obseising one
schuol or ten thousand. Although a quantitative methodology exists fof
determining the sample size needed for an ®valuation as a function of the
precision of the information needed, the need for (and, therefore K value of)
precision is nearly impossible to quantify. For example, for most policy-
making, it is immaterial whether finding Cthat an event occurs 30% of the time in
a sample means that 19 times (samples) out of 20 the population percentage
would be between iSZ and 35% or between 20% a#d 40%. Yet the samﬁle éize would

have to be roughly four times as large in the former case as in the latter.

In the case of compensatory education evaluations involving achievement
gains, a plausible criterion for information‘precision has been suggested:
that otserving a gain which is "educationally significan£n~2?‘a sample should
allo#one to infer that ‘at least 19 times out of 20 that gain wéh{ibnot be
purely by chance. This criterion depends, pf course, on an aecepﬁaile
definition of educationél significance. Brierf discussion of the use of this
criterion to determine sample size and of the relationship between sample size
and information gathering costs is as faq!as the present considefation of
sample size will extenéx Readers who wiéh further information are urged to

consult a text on survey sampling (e.g., Raj, 1968).

To determine sample size, we need to&consider not only the total sample

1 -

but also the size of the groups that we w@nc to compare. As the evaluators
of Head Start found out nearly a decade aép, it was not sufficient just to
obtain a sample of 100 l.ead Start programs, because it turned out that the
sample included only 30 full-year programs, as opposed to suﬁmer programs.
This.dié)not pro.ide a sufficient data base for statements describing the
effectiﬁeness of che full-year programs. If\fhe\desigﬂ of the program evalu-
ation éallq for sampling in ten different catégories (e.g., grades, project
- treatmént types), the saﬁple size in each of these categories should be

determined so that a stable fpean can be estimated for thai categoryv. 6

Some authors have pr@posed that for educational program evaluation a gain
or différence of one—thir& of a population standard deviation > cou lered
educationally significant (e.g., Horst, Tallmadge, and Wood, 1975). While
nobody claims that this criterion of educational significance is "correct,' the

fact that it has been referred to repeatedly demonstrates the need for some

f ()
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sdch criteribQ< and reseafch to establish a criterion is called for. For the
purposes of sample size determination, we can use this criterion in calcula-
tions exemplifiedﬂby‘the following simvle experimental design. Let us assume
that we want one-third of a ;tandard deviation difference between two groups
(a Title I treatment and a control group)‘to be significant at the .01 level
on a two-tailed test. That 1s, we want the likelihood of observing that
difference (or larger) by chance alone to be less than one in a hundred. This
leads by simple algebra and an assumption about the randomness of the chance

effects tc an estimate of the sample size.
€

]

minimum difference [necessary size _;

to be detectable for each group -
[within group stan—]

critical value corres-
ponding to reliability
of detection desired, H
2 from tables of the t
distribution

dard deviation

or reordering this equation:

critical within group

2
[22:e2:2;y :zze] - 142 [value of t] X [standard deviation] .
group minimum difference :
to be detectable

[y

The critical value of t corresponding to a .0l significance level is 2.538;
so, if it is necessary to attribute a difference that is K times as large as
the typical random variation of scores within groups, the necessary sample size

is given bhy:
N=1+ 13.3/1(2.

1f the minimum detectable difference were to be one third of a population
standard deviation (determined from published test norm cables) and the
standard deviation within each cI the two groups being compared were one—half
the population standard deviation (K = 1/3 +1/2 = 2/3), then the reqdlred
sample size would be 31 in the treatment and 31 in the cemparison group.

1f we were satiisfied with a .05 level of significance, the necessary sample
size would be about 20 in each group. Thus, it is usually unreasonable to
expect that a reacher should te able to evaluate the effectiveness of a
compensatory reading program on the basis of his or her students in a single
class, because the class will aot be large enough t¢ allow detectioa of some
educationally significant differences beiwee- treatment and comparison students.
Moreover, if that teacher can clearly see s.ch a gain, it must be quite a bit

in excess of the minimum needed to be evidence of "eduational significance."'

‘1
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On the other hand, in school districts of moderate size or larger, there
certainly would be enough students to be able to carry out an evaluation of
their compensatory education project using the one-third standard deviation

criterion of educationai significance.

We should remind the reader chat the selection of the minimum éffect to
be detectable was arbitrary and it was crucial for the calculation. Thus, it
is crucial for the final resolution of the sample size question to determine
the exact form of the comparison to bz made. To take a different type of
comparison, suppose we wishea)to .ompare two different treatment groups on the
percentage of participants achieving a particular minimum proficiency level.
If we wished to be able to reliz“lvy (at the .05 level) detect any differences
in percentage of 20% or more (e.g., 50% vs. 30% or 90Z vs. 70%Z), an escimate
of the required sample size can be obtained as:

[?ercent di%ference] // [%tandard deviatioﬁ] . [%ormal deviate corres-]

to be detectabla of the difference pqnding te .05 level
, of significance

percent difference s’ .e required of
to be detectable each group
}

6\ 2
M.i(-l-ié\ - 48.
.20/

}
] = 1.96;

2 )

. I

Any calculations of sample size are criticilly dependent on the needed minimum
level of reliably detectable effect. In tradeoffs with other cost dimensions,
evaluation designers should decide with program managers what precision is

needed in terms of the use to which the results are to be put.

There is another aspect of sample size that must be considered. Any e;al-
uation of a program such as Title I is ca;ried out over a particrlar geographic
and démographic area. A school district may be interested, for example, in
evaluation of the program within its district, a state within its state, and
the USPE,and Congress may be concerned with evaluation across the whole country.
In eacﬁ case, it is not sufficient to sample a single unit, such as a school,
even though there may be a sufficiently large number of students in that school,
because the particular attributes of that school might be quite diffefent from
the gttributes of schools across the district,_the state, or country; thége
diferences might lead to quite different conclusions with respect to the

efﬁgctiveness of Title I, depending cn which school was chcsen. Thus, the

sample must include units chosen to represent the total variabilit:" across




- 66

-

Cost = $A) (M) (L) (H) + «ov + SA (V) (L) (B

+ 8B, (N) (L)) + ...+ B (Np) (L) | ¢ .
+§C, (N) (L -+ ...+ sf:k () Ly = 1)
+ snl (Hl) + ...+ SDK (aK) ' -
+ $E

Notation:

The subscript 1, ..., K refers to different classes of individuals who
must be contacted or tested during data collection, such as students, teachers,
local school administrators, and state administrators.

’ [

N refers to the number of each type of individual involved;
L refers to the number cf contacts over time with each individual; and
H refers to the depth, or longth of each ~ontact.

The ccsts are: N 0

$A is the cost per unit time (or depth) of .~llecting data from
individuals of type 1, once one has contacted the individuals;

)

$B, is the cost of each locating and reaching an individual of type i; ° T

$C is the cost of keeping track of him/her for subsequent data
collection, in a ]ongitudinal design;

°D is the cost of preparing the contact and data gathering procedure

for individuals of type l; that is, the instrumentation c04t, and

$E is planning, management, analysis, ard reporting cost.

Figure 4. A first approximation to estimation of information-gathering costs
in an evaluation. .
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the population, and the necessary sample size would apply to the number of
schools selected, not the total number of students tested. This implies that
costs are not mevrely for testing each student, but rather that costs . associated
with setting up observations at each school or district, irrespective of the
number of students tested, must be included. 1

Having established the size needed for a study, the cost of it can
~faﬁ_ghly be estimated using a computation of the form shown in Figure 4.
Clearly that figure is an Jverg}mplification, which can he refingd dramatically
for different types of evaluation. Comparison of the cost with an estimate of
the benefits to be gained from the evaluation would provide a rational method
for d. iding whether to carry out tﬁé evaluation. On the other han&:_in the
real world in which the benefits tiow evaluation are nearly impossible to
sstimate beforehand, the comparison is usually with a prespecified budget
allocation for evaluatior. In the case in which the estimated cost exceeds
the budget allocation, which is the most frequent situation (at least from
the point of view of proponents of plananing and objective, ratioral
decisionmaking), decisions must be made of which information needs should

remain unfulfilled in the study or what preécis’'on should “e sacrificed.

In summary, the point of this discussion is first to demonstrate that
there are met"ocds for determining sample size from knowledge of information
precision needs and information costs, but second, to note that the specifica-
tion of information precision needs is still only vaguely inderstood in

"educational evaluation.
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Measurement - b

Introduction

Measurement refers to the process of assigning numbers to represent
constructs, objects, or events of interest. The purposé of assigning numbars
is to make it possible to aggregate and compare different events easily (e.g.,

it is easy to compare two test scofes, but can be laborious to compare the .

‘unstructured behaviours of two students in a classroom). There is ae_?xtens--

ive literature on the mathemactical foundations of measurement of which an
expert evaluator must be knowledgeable, just as he or she must be owledgeasle
of the mathematics of experimental desigig sampling, and data analysis. The
general purposes of that 1iterature are (1) to develop riex methods for measure-
ment and (2) to establish and delineate the meaningfulness of conclusions

bagsed on measurements. The principle underlying the second purpose is.that
measurement should not distort reality; conclusions based on comparisons of
numbers re-.: t:ag from measurement should be the sameﬁas the conclusions one
would reach if the constructs, objects, or events being measured were directly

compared without assigning numbers.

The measurement issues to be discussed in this section concern the impact
of componsatory education on educational disadvantage. Knowledge of the
intricacies of cost and expenditure measurement are also of importance for
program evaluétion; readers who vish to find out about these intricacies in
the context of comvensatory education evaluation should read the cost analysis
report by Dienemann, ¥lynn, and Al-Salam, (1974). The problems of testing
are the more contrc ersial measurement issues reiated to compensatory education,

however, and will receive major attention here.

-

Achievement mea: ‘rement is the central task in the evaluation of compen-
satory education progr. s. At a recent national conference on standardized
achievemert testing of disadvantaged students (Wargo and Green, 1977), Wargo
noted that: A

A major reason for the increased use of standardized achieve-
ment tests in elementary and secondary education program
evaluation relates to the general thrust of school aid at those
levels. Most federa! fi.ancial support programs for local edu-
cational agencies have as one of the primary objectives, if not
their primary oblective, the overcoming of educaticnal
disadvantages suffered ty students from low socioeconomic status

")
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families or from cultuvally differer~ backgrounds. The

translation of such legislative goals idto program objectives

usually means. a focus on improving the basic skills (reading,

writing, and mathematics) of such studeats. That combination v
of legislative and programmatic thrust serves as a major

impetus for evaluation specialists to s ‘lect off-the-shelf

standardized achievement tests for determining local, state-

wide, and national education program impa-t. (p. &)

Also, the U.S. Office of Education's curreant major efforts to provide technical
]
assistance to states and local districts in their Title I evaluations centers

« around a set of models for collecting and analyzing achievement data.

Deficiencies in the measurement of achievement have sharad with defic-
iencigs in use of cogtrol groups (Issue 1) the major focus of controversy
suriounding evaluations of compensatory education. Other measurement issues
in Title I evaluation do not meet the political stress engendered by the fact
that certain ethnic groups tend to score lower on achievement tests than others.
Furthermore, because achievement tests are frequéntly used as meéhanisms of
personnel selection for high-paying jobs and higher education, there is an

~ > 4implicit threat in the use of. achievement tests in program evaluation that the
; individual's scores will somehow later be used against him/her.

{ The consideration of measurement issues is divided into three parts. First,
' there is the problem of identifying and selecting which comstructs to measure;

should onz, for example, measure overall progress in "learning to read" crc .

Y
—r,

should one measure component skills learned? Also, to Ghat extent 1is it the
role of evaluators.to measure noncognitive benefits and side-effects of program
operation? Second, there is ghe selection of an instrument; although that .
: fheoxatically should follow after selection of constructs to test, the usual

situation in practice is that the availability of tests determines which“coh-
structs are tested. A very controversial aspect of the instrumentation issue
is whether or not to use criterion-referenced 'tests. The third issue concerns
the manner of recording of scores-to be used in analysis. As such, it is onm

/ the border between measurement and analysis issues. However, because its con= °

' troversial aspects relate to the content of test publishers' manuals rather
than to experimental design, we have included it in this section. A subtitle
for the issue: ''Are grade-equivalent scores really that bad?" reflects the

focus of controversy on this issue.

The aim, as in earlier sections, is to inform the reader of the content

of the issues, to point out the critical problems, and to suggest wavs in which

Q the issues may possibly be resolved. b
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Isgue 5. What conatructs should be measured to determine Title I impact?

Within schools in low-income areas, Title 1 prescribes that services are
to be provided to educationally disadvantaged children in order to "meet their
special needs". Educationally disadvantaged children have been defined as
those whb are judged not Eo be likely to be graduated from high s¢hool (USOE,
1970; Glass, 1970), or who are judged at least a year behind the achievement
levsls expected of their age group (GAO, 1975), using subjective judgments or
sc-res on achievement tests. Special instructional services are to be provided
to all the specified children, and special noninstructional services can be
appended to the program to supplement the instructional services. Therefore,
measures of impact must reflect the exéenf to which achievement levels are
improved by the program, and the constructs measured musc be those that relate
to achievement. That does mot imply vhat achievement test scores are the
only criterion for impact .evaluation. In fact, childrén are in schools for a
dozen years or more, and achievement levels in higher grades may depend on
many factors other thap achievement in the first few years of school. (1)
What factors are related to achievement? (2) Should achievement be measured
in wholistic terms (e.g., can Johnny read?) or in terms of component skills?
(3) Should achievement bé.measured in terms of scientific theories of
achievement or in empiricist terms of "what achievement tests testfﬁ Until
such questions are addressed, impact evaluations will suffer from charges of
"narrowness" and "superficiaiity" and even "irrelevance" of their outcome
measures, and thergfor; of their conclusions. The discussion of this issue

will‘focus on .these three questions. -

The fiéﬁc question, in practice, concerns the relationship between
attitude ad achievement. Improving children's attitudes is viewed by many
compensat&fy education teachers as an important objective for their activities --
they believe that its ultimate payoff in terms of achievement may be much
greajer tﬁan the learning of a few specific components of reading. The ev:u.ienee
is mixed concerning that relat‘-~aship, however. Shavelson, Hubner, and Stanton
(1976) cited studies that empirically support the notion éhat improving a child's
selg-concept will lead to achievement gains. Project LONGSTEP (Coles and
Chafupsky, 1976, Vol. II) found a positive correlation between an attitude
composite and achievement scores; however, the Compensatory Reading Study
(Trismen et al., 1975) found a negative correlation. The degree of standgrdi-

zation of attitude measures is as yet insufficient to allow one to compare

{f
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these different results; in any case, before attitude measures” can become -
acceptable, indicators of ultimate achievement effects, a substantial amount
of research into the strength of that relationship - and into the ways of
enhancing the relationship - is necessary. Thus, our conclusions are (1)
that attitude measures can play only a supplementary role to achievement tests
at present for determining whether a Title I treatment is having impact on ' .
achievenmernt, but (2) that it is likely, whe; adequate research is available,
that some kinds of attitude improvement will be shown to be a reasonable
short-term goal for treatients that aim £dr long-term achieve. ent gains, so

attitude measurement should not be discouraged.

Assessments of achievement in Title I evaluations have tended to focus
on reading, language arts. and mathemétics. The question of whether it is
achievement in general or the mastery of particular skills related to achieve-
ment that should be asses;ed in these evaluations is of concern tc special-
ists in each of>these areas. In order to simplify discussion, we have (like
Trismen et al., 1975; GAO, 1975: and Thomas and Pelavin, 1976) chosen reading

achigyement as the example from which generalizations can be made to language °

~

arts and mathematics achievement. The second issue referred to above

i{s whether or not it is reasonable to assess reading achievement in terms of ,
specific skills (é.g. decoding, memory, inference, visual acuity, specific -~
vocabulary); each of which alone does not constitute the ability to read, but -
that .are component skills that are believed to contribute to reading achieve:
ment. The case has frequently been made (e.g., Stearns, 1977) that standardized
tests such as the Metropolitan Achievement Test and the California Test of
Basic Skills almost completely fail to capture the content of particular
remedial or compensatory reading programs. The reaéoncéiven for this failure
is that Title I teachers typically focus their efforts on gpecific skills that
are related to reading achievement rather than on reading achievement itself.
1f the participating children have clear needs for which such intense'ﬁocusé¢
effort is warranted, which 1is undoubtedly the case fo; many, then assessment

of progress in terms of tests most of whose items require skills not addressed

by the treatment seems unfair. On the other hand, focusing on a particular
component skill may not ultimately enhance reading achievement. As with attitude
ocutcomes, it seems necassary to include in the evaluation-of a treatment .

some measure of overall‘reading achievement (possibly cne or more years after

the treatment, which is not in conflict with the need for annual evaluations).

n;- S
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The,thitd question to be mddressed in this discussion is whether evaluations
should be firmly based in scientific theories of (readihg) achievement or
whether they should’be firmly based in empirical pragmatism: measuring what test
publishers call achievement of. course, firm grounding in theory is o
'preferable - 1if the theory is correct. There are many theories, or models,
, of'the proCess of learning to read, however, and at least some of them must
be wrong. In fact, it is likely that there are many different ways to learn 3 }
tozread, even’ for a sihgle indivi@ual, so meaSurement would have to be in terms
ofﬂalternative theories for learnirg to read. Williams (1973) has reviewed models
for learfiing to read and,lists.six categories of theories: taxonmomic, psychometric,
behavioral, cognitive, information processing, and linguistic.L A synthesis
‘of'the many pérspectives‘on cognitive achievement is cle;rly needed as an
initial step, if we are to be aBle to ‘evaluate impact directly in terms of the /
achievement of new cognitive skills rather than indirectly in terms of the

possible use of those cognitive skills to answer questions on an "achievement

test"., It should be pointed out; in fairmess to the developers of commercial
tests, that many of them have, especially in recent times, attempted to select

items for tests in such a way that scores for particular subscales of items can

|

be interpreted in terms of specific skill mastery

a

The value of a firm grounding of compensatory education evaluation in the
theory of cognitive achievement should be clear. Such controversies as to K
whether students participating in a Title I treatmenc shnn]d be expected to
‘learu 70Z as much as the median student in a particular time period, or 90%

or 110%, are based on a lack of knowledge of just what types cf skills should
be learned and are being learned by individuals who at the beginning of
treatment have some other particular set of skills. In terms of an adequate
theory, an individual child's level of achievement could be characterized
either as the constellation of skills that he or she has acquired, or for the i
purpose of summarization, the proportion he or she has compieted of the total A
learning effort needed to reach an ultimate achievement goal. Although the !
research needed in order tc implement this approach is quite substantial, 1t

would appear to involve no scientific procedures that are not presently feasible.

To summarize our conclusions concerning the -selection of contructs to
measure in evaluating Title I impact, (1) it appears reasonable to use
attitinde and other noncognitive measures as supplements to achievement measures,

although substantial further research on the relationship between cognitive and

) .
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noncognitive measures is needed; (2) the same conclusion holds for component
\ skill measures a® for attitude measures — they should be supplements to
\ overall achievemént measures; and (3) evaluation will be much more useful
\when-based on a scientific theory of cognitive achievement; however, the.research
ko develop a sufficient theoretical framework is substantial. All three of
éhese conclusions are similar in their ambivalence; what we have now 1s

uinimally adequate, but with some research into the processes that Title I

is\intended to affect, a significant improvement in impact evaluation would
besgfssible. Until that research is undertaken, skeptics of evaluation wils

ha
yiel&sdresults that-too narrowly define the purpose of Title I, or that are

reasonable arguments that the use of any particular measirement instrument

irreiirant to the goals of particular Title I treatments, or ‘hat are too

superficial to capture the essential impact of a treatment.
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Issue 6. What types of achievement measurement indtruments should be used in
Title I evaluation?

+

There appears to be no reasonable and efficiert alternative for measuriné
program impact on a student's achievement level to requiring himfher to pro-
duce answers on a paper-and-peucil test. There areLliterally thousands of
alternative tests, and any.tecachey may coustruct a new test to fit any occar-
sion. The major alternatives for test selection are (1) between a locally
developed test and a standardized test and (2) between a criterion-referenced
test and a non-critérion referenced test. The choice must be made in terms of
the particular objectives of the evaluation and will reflect a tradeoff of _
some values for others. .For the choice between a locally dcveloped and a ’ //
nationally standardized test, the relevant factors are: (1) the credibility
inherent in use of a test being used byymany others, (2) the availability of
norm distribution tabies for the standardized test, (3) the possibility of
tailoripg a locally developed test to reflect local objectives and instructional
methods, (4) ease of aggregatiqn of data across sites whew standardized-tests

are used, and (5) the relative costs of buying a test grom a commercial

publisher and generating items locally. For small, informal evalnations, the

.choices will clearly be different from the choices for a national evaluation

~

whose validity is likely to come under attack.

t

To choose between criterion-referenced tests and tests not so designed is
a matter of some controversy,.prinarily because of the strong arguments and
large investments on both sides. Basically, a criterion-referenced test is )
one "that is deliberately constracted te yield measurements that are «wirectly
interpretable in terms of specified performance standards" (Glaser & Ni%ko,
1971, p. 653) or one whose score "has some sort of mez.aing in itself, irrespective
of the scores for specified groups" (Shaycoft 1976). .Iteus on criterion~
referenced tests are systematically derived from a set of objectiv%s or
rationales to be measuled rather than by statistical item anal)s;ﬁ of a large
item-pool. Until quite recently, commercial tests were not ¢ -eloped to be
criterion-referenced.* Instead, to provide meaning to raw :cores, table:
were provided showing what percentage of the population achieved each raw score

level; that is, the tests were norm-referenced. {Note that the coacepts of

* That is not to say that gcod coﬁmercial norm-referenced tests have not been
designed to contain items whose rationales are that right answers to them
indicate the achievement of particular gkills (see, for example, Flanagad, 1951).

S
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criterion-reference and norm-reference are not per se incompatible (test scores
can have both absolute and relative interpretaticns); however, the methods of
devt-oping the tests are quite different. Norm-referenced tests are developed
‘to be\sensitive to individual differences among students, whereas riterion-
referenced tests are developed to be sensitive to degrees of skill attainment
‘for each individual ) " s

The relevant factors for choos..g between standardized tests that are a,
noran-referenced or criterion-referenced are: (1) the relevance of the '
content of the test, of wnichever type, to achievement constructs being meas,red, g
(2) the type of evaluation comparison being made (see Issue 1); (3) the volumez

of data desired; and (4) cost and availability. For the informal local evalu-

ation (e.g., neekly progress quiz), a teacher is well advised to emulate -

the principles of criterion-referenced test development rather than deliberately
selecting items likely to demonstrate different levels of achievement among

students. The choice for large-scale evaluations is more difficult.

In order to clarify the selection problem, we shall consider various
arguments for and against, first, norm-referenced 1d then criterion-referenced

tests.

Norm—referenced tests are se. of items, the distribution of respcnses

to which is known for a sample representative of some population They offer
both the advantage of enabling test scores . be interpreted in terms of )
comparisons tc the population and the-advantage of credibility, in that they
were uot déveloped by the individual who- teaches the knowledge and skills. The
criticisms of norm-referenced tests deal almost exclusively either with the
appropriatenegg of the noiming process or with the me *hod of selectioﬂ of

item contents to include in the test. The norming problems may be solvable with.
sufficient funds, because they stem from incompleteness cof the data on which
norm tables are based; however, the problems with item selection suggest the

need for new kinds of tests. . \ «

There are eight specific categories of problems with norm-referenced tests --
they do‘'not necessarily all apply to all norm-referenced tests, but they do

apply to many. After listing the eight we shall discuss them in detail. |

v

*

1. Norms are based on a population different form that for which ~

compensatory educatioa is intended.

N .
2. Norms are not longitudinal, so norms for gains are not directly

attainable.
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*

3. Norms exist for only or. or two testing dates per g}ade. ,
4. Articulation of score. be*ween levels is not well validated.

S. Performance is not criterion-referenced for component skills

(Although major publishers are moving to accommodate this need).

6. Items are developed to discrimirate among individuals) not progfams.

-

7. Items are developed primarily to discriminate performance levels of the
majority of typical children, so the items may not be as sensitive.

to the patterrs of les-ning of edncationally disadvantaged-children.
. .

J

8. Test scores have a smaller error compcnent near the céiling than near the

floor of performance on each form. /

The first four probleus obviously :ould be'solved by e:.tension of the
norming process. Are they important, however? The following are some of the
distortions of results that have been suggested to result from these problems.
The fii-. problem is that the particulsr sample being tested in a compensatory
education € luation: is not the same as a distribution of child-en in the norm
population with the same scores.  (For example, in the norm populatiun,
extremely low scores may be indicative of sore pPermanent or transient learning
disabilities that are predictive of certain/kearning paths whereas those low
scores in ghetto echools may be the result of ervironmental pressures. Even
t'ough some Title I participants will have teen included in the norm groups,
they will be a minority of the lot~ scorers because of the- economic criteria
for Title I funding. Thus, for example, amoug students at the 20th perceatile
at the beginning of third g*adei “hose that atre iikely to be selected for .
ccmpensatcry education treat: sats (e.g., from low economic ctatus families) may

be those that by the end of thﬁrd grade tend to move tdward the loth percentile
while otl.ers mcve upward (or vicé\XEFsa)

This leads t> the se<ond need for longitudinal norms. This need is

clear when we consider that students are geographica‘ly mobile, as well as

dropping out at the ‘upper grade; - Thus, norming must take into account student
@obility, or else the achievement of the populaticn will appear to be diff rent
from (usually greater ‘than) its actual value: More iﬁportant, perhaps, is .he
_ fact that in a pretest-posttest evaluatioﬁ desigﬁ: childr~n takirg the pust-
test will have had prior experlence (the prcteat) on another form of the test,

which experience the-members of the orm group lacked.
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The third problem, that norming is only carried out for one or two dates «
in a school year, makes it difficult to measure the effectiveness of treatments
over intervals .other than between appropriate testing datas. One solution used
in practice is linear interpolation or extrapolation: if, for example, the
norms are for a seven-month interval, but the pretest and posttest are given
giz months apart, scores are transformed to grade-equivalerts (that {2, to a
' grade level for which the score would be che median) and then multiplied by
7/6, to estimate what the gains would have been for seven montas 3o that the
scores can be compared with other treatments. '
§

A second solution, provided by some test publishers, consists of growth
curves obta;ﬁed by enrve-fitting procedures. The curves can Qe graphically

used to interpolate or extrapolate gains, assuming the validify of the curve-

fitting process.

The four.h proﬁiem, articulation of levels, arises because rorm-referenced
tescs come with multiple levels, each designed for a particular range of grade
levels. For many evaluations, it may be necessary to employ different levels
for pretest and posttest to avoid floor or ceiling effects. To estimate the
gain between pretest and pcsttest, it is necessary to convert the pretest and
posttest scores to a common scale for tomparison. Tables for that conversion {
are normally provided by test publishers; however, the empirical basis for
arriving at the tables is usually limited. For example, a raw score of 50 on
level A may correspond to a raw score _f 20 on level B for a sample of begin-
ning fourth graders, but that does not imply that the same conversion would be
accurate for students at the end of fourth grade: skills learned in fourth
grade (in a particular school) might be more related <° items‘on level A than

»n level B, or vice versa.

b
i

'tThe other four problems, refgting to item selection, are more serious.
7irst, because the performance neastred on norm-referenced tests tends to

involve unspecified gombinations of manv component skills, these tests are not
sensitive to the achievement of specitic criteria. Thus, programs of instruction
that focus wn a smaell set of component skills are unfairly judged using these

tests. 'This was discussed under 1ssue # 5.

Another problem is that standard achievement tests have been developed to

discriminate amcng individuals in such a way as to be predictive over the future

-
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e

of the individuﬁi That means that they are developed not to be sensitive to
particular variations in curriculur. The main criterion for selecting an item ,——”'
from a pool of rcasonable items to include in a test has been its correlatior

with the total score, not its correlatior with an external (validation) measure

of skill attainment.

The next problem is that item development has usually included administer-
ing items to a sample representative of the population and selecting'those that
discriminate best, and i4s a result, items that are particularly sgnsitive to
the achievement of minority populations bur are not as sensitive to achievement
in the majority population have been deleted on item analysis, because¢ they
account for too little va£iance. Test nublishers have recently given specific

attention to this problem, and it may become less important in the future.

Th¢ last problem, which coacerns t sts consisting of multiple choice items
where Ehessing is permitted (and how could one prohibit it?), is that the
reliability of test scores is greater for scores in the top portion of the
distribution for any form. At the low end, guessing accouats for a large part
of the variance, while at the high end it accounts for little. This means,

- among other things, that smell gains will be harder to detect in the lower
region of the distribution than in the upper region. One sidelight on this
situation is that an attempt to use out-of-range testing can appear to have an
effect by itself: i1f disadvantaged 10th graders are given a test for 10th
graders and score at the chance level they might appear tc be three years
behind; if given the form of the cest designed for 9th graders, as more appro-
priate, they migh. . so score near the chance level, so that their scores
would appeai to be three years behlnd the 9tk graders, or four years behind
their actual grade level. Thus, changing forms can increase (or decrease)

the apparent deficit of a student by a year or more. A solution to this
problem, for the evaluator, is toc select a test on which each student will
score in the mid-range. To do this for typically heterogeneous grcups of
students would require a test mal- up of several articulated levels aund
administra;jon that required flexible starting points for individualg9of grossly

different aéhievement levels.

The problcms of measurement via norm-referenced tests a-e most serious
when che tests ave used for relative comparisors between a treatment and a
aonrandom, ur ‘atched comparison ,roup or between a treatment group and a norm

population. . r absolute comparisons and for relative comparisons batween

-5
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randomly assigned treatment and control groups, the problems are not so’
serious. The reason, in the latter case, is that relative comparison in
a randomized design do2s not depend on norms and problems of item selection:

will apply equally to treatment and control students.

"It would seem at this junctute that there is need for some test develop-
ment activity targeted at the needs of program evaliation. Because this is
expensive, theibrivate sector of the test development syatem will probably
be very inquisitive about the market for such evaluative uses of tests in

their plans for test develc~ment.

Criterion-referenced tests are sets of items clustered around sets of

objectives, or component skills, Khose mastery is supposed to be equivalent
to correct item responses. In the ideal case, items are selected on the basis

that they discriminate perfectly between groups of students possessing a

skill and groups not possessing it. In\qa;:s of skills involving incremen-

tal mastery of a large domain, such as voc ulary, measurement of the objec-
‘tive may be more complex than merely mastery or nonmastery, but may involve,

for example, percentage of the domain acquired.

The problems with criterion-refereficed tests are primarily in the area
of availability and cost. Because the corce;t has been implemented more
recently than normreferenced tests, fewer critzrion-referenced tests of high
quality are available. Given this situation, evaluators are tempted to use
well-known and long trusted norm-. »ferenced tcsts. For some forms of evalu-
ation decign, such _as compar ‘ons with a population standard the value of
criterion-referencing is not readily apparent. In general, however, the
arguments for increased use of criterion-referenced tests in evaluation
appear fairly strong. In particular, the ability of these tests to detect
component skill acquis:tion addresses the complaint of some teachers (S.earns,
1977) that standardized tests are relativel; insensitive to the learning of

a few component skills. - 7

Several of. the str..ngths of cricerion-i~fererced tests do carry along
corresponding problems, when viewed from a ceriticcl perspective, as in the
presentation by ‘Kosecoff aund Fink (1976). For example, to be fai: in evalua-
tion of a program, the correct ob jectives to be tested must be specified by
the teacher, and arror in matcuing tested objectives to instructional objec—

tives will diminish the test's semsitivity to the tteatmeqt. Thus, an .

“ b
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by -

evaluation will be biased by tae teacher's degree of ability to match objec-
tives. As another example, because different treatments have different
objectives, aggregation of scores is more difficult than when 1 single total

e’

comparisons of the treatments on a criterion-referenced basis wouldhave to

score is obtainéd. If different treatments have different objectives,

be a two-stage process: comparison of the extent to which each tyeatment
met its objective and also comparison petween the objectives. A ftreatment
that failed to meet qtr@ngent objectives might be supérior to2 onel\that suc-

ceaeded in ﬁketing easy objectives. Third, ct}ceri;nrreferenced tl&ﬁing "would

gﬁherate information about an enormous number of objectives, thus.cgmplicating

the mar .gement, analysis, and reporting of data" (Kosecoff & Fink, 1976,

p. 2-35). The production ofrtoo much infornation during an eva vation is a
questibnable basis for criticism; given modern conputer methods Kor data manage-
ment and analysis, the added complexity, which corresponds to the greatest
strergth of criterion-referenced tests, their sensitivity, would be welcomed

by many users of evalustion results.

In conclusion, the selection of an instrument for measuring achievement
in evaluations of Title I is Jependent on the particular information needs to
be satisfied and the constructs selgcted for'measurement. Nationally sten-
dardized (norm-referenced) tests have the advantage of greater credibility
than locally developed tests, but they have the two disadvantages ofi (1)
encouraging evaluation in terms of comparison of local verformance against
inappropriate norms and (2) measusing program :rformance in terms of tests
designed to assess;0verall'individual differences in achievement and thus
ingensitive to m;ny diensions of treatment effects. Criterion-referenced
tests have the advantage of producing substantially more detaj.ed and pre-
cige information on the perfo}mance of each treatment in terms of its own
objectives, but they have the disadvantage that, for the purpcses of valid
aggregaéion of results across treatments with different objectives, fairly

complex interpretations of the results are.necessary.

To the extent that major publishers mcve to compute norus for criterion-
referenced tests and to identify barticular component skills that subsets of
items on their norm-regerencéd tests assess (as appears to be the case), this
distinction becomes legs‘important: one could select a good norm—and-’

criterion-referenced test and interpret the results to fit the particular

information needs.
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Tesue 7: What unite of measurement should b used, or: Are grade-equivalent

scores really that_bad?

This issue coucerns the first step in summarization of results from .

should ~ach student's score be entered into analysis as a raw score,

testirg:
e.first’ The problem 1s not

o- should some transformation of that gcore be mad
at least when using transformatlons for dhich

- one of cost to the evaluator,

tables or formulas are available, but, rather one of validity versus communi-

cability, the more technically correct units are nct necessarily those that are

easiest to understand or directly relevant to decisionmaking. The resolution

of this-issue clearly must tieat validity as fundemental and strive for —aximal

commenicability among the technically cortect units. Communicating wrong con- °

clusions very clearly is worse than no communication at all.

One articular unit that has held widespread popularity but whose technical

problems have made it notoriOus is the "grade-equivalent-score.” In several

major evaluation studies (Wargo et al., 1972; Briggs, 1973; Gamel et al., 1975:

GAO, 1975; Thomas and Pelavin, 1976), these scores were used because many state,
gregated, and the ynits most _frequenily - ’

In most cases, the authors expressed regret

or local evaluations were being ag

r~ported wete grade-equivalencs.
To deal with this controversy, we shall focus the bulk of our

pointing out that various of its problems are shared

-This is feasibie because, with one or two

of that fact.
discussion on that unit,

by one or more of its alternatives.

. exceptions, any technical problem with any unit is also a problem for grade-

The strength o. grade-equivalent ccores lies mainly in the
a student with a grade-equivalent score

equivalent scores.

4lear meaning they purportedly convey:

of; say, 3.5 is apparently at the level of the median student with 5 months

instru:tio-. in the third grade; if that score were obtained by-a student five

months thrOugh fourth grade, then the student would apparently be one yeer

behiru tie national norm for his/her :lassmates.
The seven major alternatives for measurement units are:
1. raw scores: number ofyitems answered correctly;

2. rcorrected scgres: raw scores corrected for guessing so that a s-ore

of zéro corfesponds to pure guessing, as shown below for a test con-

sisting of items each with k possible answers:

CORRECTED SCORE = NUMEER RIGHT - N‘mllinf ‘fRONG :

‘\:;8 * ‘ < an . 1
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the proper correction for guessing does not count as WRONG those items

for which no response is made;

3. whether a skill is mastered: a dichotcmous 1 or.O séore indicating

. whether the student has or has not mastered the skill according to
the test;

s

- &4, ;ercentiles: percentage of a peer population (national, regional,
local, or any other population deemed apprcpriate for comparison}

that would have achieved raw scores lower than the student;

5. grade-equivilents: the number of school years of experience at

which the raw.score is the medién, anchored at 1.0 for the beginning
of first gra@e and altered by att:iibuting oné month's schooling to -
the summer qﬁartef’so that there are 10 school month; per year to
simplify communication; between dates of actual test norm data

‘ collection, gstimated median scores are obtained by curve-fitting

procedures;

6. normalized standard scores or normal curve equivalents: transfor-

mation of percentiles to normal deviates (in particular, but not
*
necessarily , so that the mean score is 50 and so that 99% of the

scores are less than 99); and

7. growth scale scores: a trqnsformation of normalized standard

scores on different test levels (grade levels) to a common metric,
so that a student's growth can be plotted continuously across levels

of a test.

No matter which of these measures is used, questions of how to compare
pretest and posttest scores ot scores between groups remain. Thz2se are
discussed under Issue 8. We wow turn to the specific problems of grade

2quivalents and their competitors.

It is common to report a student's achievemeat as equivdlent to the median
performance of students at a particular grade lével. Thus; for eanp;e, a
student halfway through the fourth grade who was having great difficulity might
be aescriﬁed as "a year behind."” This is a metric that is apparently

*

The term normal curve equivalents was developed by RdC Research Corporation
and refers to the specific transformation mentioned. The more general concept
_is referred to as normalized standard’ scores.

. 59 . -
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independent of any test, of any particular curriculum, and of any particular
norm group. Moreover, it suggests to a parent the amount of effort needed to
bring the student "up vo standard." Even though we may criticize the proper-
ties of grade-equivalent scores for program, evaluaclon, they serve a distinct
purpcse for communication of a student's or a class's average achievement in a
school year. ;hus, test publishers include tables of grade equivalents for the
raw scores on their tests. None of the other units have the same clarity and
simplicit; of meaning, although for two of the units the meaning is fairly
direct: percentiles indicate an individual's rank relative to a peer group,
and because it is that peer group with whom he/she will be competing throughout
l1ife for the best jobs and highest quality of life, "getting behind" and "getting
ahead" in percentile terms are meaningful; and indicators of particular skill
mastery are directly meaningful to the extent that the skills mastered are
directly meaningful (however; some theoretically meaningful skills, such as
"decoding" or the Piagetian concept of "conservation,"” may not be obviously

relevant objectives for basic skills instruction for some audiences).

The problems of grade-equivalent scores, as well as other units, stem
both from their definitior and from their operationalization. The problems
stemming from operationalization could-presumably be solved with a sufficient
expenditure of funds, if the fundamental problems with ithe concepi were not
serious. The fundamental problems for grade-equivalent scores derive from thé
facts (1) that achievement gains are not linear as a function cf menths in
school; (2) that summer period presents special problems; and (3) that the
performance of a student a year beiow grade level is qualitatively different
from that of the median student a year younger. The operational problems arise
ftom rthe fact that norms for standardized tests are published for a single
testing time in the school year, or at most CWO times, so that grade equiva-

lents for most testing datés must be arrived at by lnterpolation.

. The faot that achievement is not linear as a function of time can produce
distorted results. In the Thomas and Pelavin study (1976) for example, larger
average grade-equivalent gains were reported for compensatory education pro-
grams in high school than in the primary grades. Although Thomas and Pelavin
did not interpret this effect as meaningful, others might. However, that
effect is probably an art;fgiz because, for example, an individual at the 20th
percentile might be a half year below grade level in second grade but three -
years below grade level in tenth grade, so bringirg him/her up to the median in

G0
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a year (unlikely, but taken for simplicity), a gain of 30 percentile points in
either case, would show a 1.5 month-per-month gain for the second grader but a
4.0 month-per-month gain for the tenth grader. At another 1eve1 learning a
specific number of component skills may lead to a 20-percent11e gain at one

grade level and a 30-percentile gain at another grade level. -

The second problem concerns the summer. The lesser problem with the
sumper is.its definition as a single month for the construction of grade
equivalents, so that, added to the presumed nine-month school year, it produces
a ten-month year in which decimal tenths correspond to months. This clever aid
to communication has the unfortunate consequence -that grade-—equivalents can
never be considered quite adequate for use in research on,achievement growth
patterns because the summer "month" is ill-defined. The more serious problem
is that students who are achfieving at levels lower than their peers may actually\
lose ground, in absolute terms, over the summer'(that is, they actually have
mastery over fewer academic skills at the end of the summer than they had at the
beginning of the summer, while the brightest students may gain at a rate at
least as great and often surp3331ng their rate of gains during the school year.
(Although this result has not been proven, reports by Kaskowitz and Norwood,
1977, and Pelavin and David, 1977, are highly suggestive.) The result of this
difference in stgﬁents' forgetting and extracurri;ular learning is to make
school-year compensatory.education programs seem to have only short-range
effects: when measured from fall to the following spring: compeﬁsatory educa-
tion students show strong gains, but the £’.adents im the programs year after
year may fall further behind their peers. This problem is not merely a problem
with grade-equivalent scores but, indeed, with the underlying assumntions of
compensatory education, and the issue is discussed further in the synthesis of
substantive findings on Title I. However, it causes critical problems for the
use of grade-equivalent scoires and especially distorts any studies that aggre-
gate results from fall-to-fall (or spring-to-spring) tests with results fiom
fall-to-springztests. :

The *hird fundamental problem with grade equivalents, and with other.
scores based on a national norm sample (percentiles, normalized scores, and
growth scale scores), concerns the multidimensionality of achievement growth.
The assumption implicit in the use of grade equivalents, although not necessary
for their conmstruction, is that there is a.certain amount Eb be learned in each

grade. In each region of the country and in each‘classroom, howe -er, particular
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goals are set that are‘different, to a greater or lesser extent, from the‘goals
assessed in standardized tests. Among ogher things, children start sgnool at
different ages and have different numbers of school days per year in different
states. Furthermore, the amount a fourth grader who is a year behiind knows is

- likely to be qualitatively different from the amount a third grader knows,-
although their total test scores may be the same. The use of grade-equivalents
promotes a simplistic, unidimensional view of ‘achievement. That simplicity
must not get in the way of discovery of particular achievements and deficiencies

in student and program performance.

A special operational problem for grade-equivalents is that they are based
only on data collected at one or two points in the school year. If tests
actually are given in ar evaluation at gther testing times than those for which
norming was done, interpolations must be performed tu obtain grade-equivalent
gains. Trus, if the norms are for September 20 and May zQ, eight months apart,
- and testing is done on "~tober 5 and May 5, seven months apart, evaluators must

multiply gains obtained by 8/7 to compare gains occurring in the norm group.

The possibtle distortions caused by such interpolations are so great that test
publishers and evaluators have called for all testing to be conducted at the
same time in the school year as the norm group was tested. Thus the use of
tests with only single norming dates (e.g., in the spring) in evaluations based
on fall to spring gains is highly questionable. “

- The fact that graue-equivalents are based on the performance of average
students makes them less useful for studies of students who deviate substan-

¢ tially from the average (e.g., compensatory education participants). It/would
be preferable to establish expected per-year, oOr per-month, achievement of
students in various percentile ranges, based on i)gitudinal norming. Then
month-for-month gains could be reported for compeunsatory education students in

»
comparison with students or comparable prior achievement levels.

’ For raw scores, the fundamental problem is interpretability. hThe only
real meaning for a raw score is its comparison with s;me other raw score on
the same test. TIf that comparison is the goal of the evaluaiion, then raw
scores may be the most appropriate unit. Raw scores are not. guarantc:d to
have a normal distribution, however, which is required by many nrocedures;
normalized standard scores or normal cgrve equivalents at least?® partially
.solve that problem. (One should note, however, that transforming both pretest

and posttest scores to normally distributed sccres definitely does not ensure

()2
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¥
that the resulting bivariate [twe-dimensional] scatter plot of scores will
conform to the bivariate normal distribution required for some analyses, such

~as analysis of covariance.) W

Correcting raw scores for guessing improves their accuracy by eliminatihg
any biases that might be due to greater tendencies to guess in some groups.
Note that this correction for guessing requires that two raw scores be obtained-.
for each test: the number right and the number attempted but wrong. n Similar,
but mqre sophisticated, test scoring procedures have been suggested &n the
psychometric literature and involve giving a differential fractional score to
each of the wrong answers, refleeting the amount of achievement necessary to
choose that particular wrong answer--some answers\are more clea?ly wrong than .
others -to a student with partial knowLedge Such scoring has yet to be applied
to real evaluation ‘settings, but it will provide greater sensitivity within the
particular testing time limits when it becomes feasible.

The primary problem with use of a dichotomous mastery score for each

section-of a test .s that it still leaves unspecified the procedures for

A

summarizing each individual's performance as a single score. The alternative
tv a single score for each individual, of uséng instead a multidimensional set
of mastery scores for each individual,rwould necessarily require mu%;ivariate R
statistical procedures in an evaluation, which somewhat increase the comﬂu-
tational costs of data analysis and requitre substantially greater egpertise on

the part of evaluation data analysts.

Normalized standard scores and percentile scores are‘conceptdﬁlly quite
similar: they both are obtained as trapsformations of raw scores to a sym-
metric aistribution In the case of normalized standard scores, the results
are normally distributed in the case of percentiln +c» ._ they are uniformly
distributed (that ‘is, in the norm population, the .-wme --mber of individuals
receive each diffzrent, gercentile score). The salid r.:son hhat evaluators
prefer normalized standard scores over <2rcentiles relates to :he ‘validity
of using them in standard stacistical dar. ar= ysis procedures. Anslysis of
variance and all of its variants depend cn no; .ality of scores, and percentile
%scores,deviate from no-mality sufficientiy to distort the conclusions reached
from the analyses. Occasionally, the ~rgument is heard that normalized scores
are "equal interval" gccrds, meaning that the difference be ween' a normalized

score of 10 and 20 is the "saﬂé" as the difference between a score of 20 and

30, ana that percentile scores are ot ""equal interval" score3:. The grounds
. ' .

‘
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for this argument'are extremely tenuous. First, there is one sense in which
percentiles are equal interval scores: the differences between the 10th and

20th percentiles and between the 20th and 30th percentiles both represent 10%,

of the popu;ation. Second, tne claim that normalized scores are equal inter-
val pcotés is based on the theory that the achievement test is measuring some
underlying factor in the individual that is nowmally distributed. ' This theory
ig,'in'fact, plgusible because of the centfal 1imit theorem, which can be
p;raphrgsed as saying that anything (e.g., reading achievement) that is the
sum of many independent random component factors will tend to be approximately
normally diétributed. However, the theory:that the underlying factor being
measured‘iq“uorma}ly.distrtbuted is only plausible, not proven; therefore, any
clgim that a gain in a normalizqd achievement score from 10 to 20 represents

an equa' amount of learning as a gain fram 20 to 30 should be disregarded.

’ Finally, gréwth scale séores are §imtlar to normalized standard scores
except that growth'scale scores add the additional capability of‘compérison
across different levels of a test. Test publishers produce growth scale scores
by giving two adjacent leveis of a test to the same or matched sets of students ,
to determine which (nbrmalized) sccre on one level of the test-is equivalent to
each (normalized) score on the other level. Using this method, a single scale ’
- of achievement can be:constructed that ranges from first grade through high,

schOOI.. . . e ’

]

0f the several methods of assigning numbers to test ,erfor;aﬁc discussed
in this issue, sove are clearl& preferable to ovthers. First,.cprrection for
guessing is essential to remove biases engenderedrby differential tendencies
to guess. No matter how explicit the instructions on guessing are (and they'
are frequently vague), different kinds of children and children in classroomsl’
with teachers of different personality characteristics are going to exhibit ;
different tendencies to guess:

Secénﬁ,‘as long as norm-refeéehced'1nterpretations‘are Fo_be made or any
éomparisons involving forms of analgsis of vﬁriance are to be performed, the
scores’ snould be transformed to normﬁlly distributed scores (normalized stan-
dard scores, normal curve equivalents, or growﬁh,scalé scorési befo;e entry

into analysis.

Third, careful conQideratiou should be given to the use’ of multivariate

analyses'of mastery scoresy for compouénc skills.assessed by tests. Using such
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‘ analyses, it would be po le to go beyond merely concluding that one group
leaxned more thanganotheY to each conclusions @t what types of skiils were
wost effect:l.vely leared -through diffgrent treatments. <
s 3 i .
* N ! Figally, gi'a‘def equivaler_lt scores-stjp)xld be avoided whenever possible. ‘
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Analysis

Introduc tion

- /

The three 1issues discussed in this section concern the process of trans-

formation of measurements on Title I projects and participants into informa-

tion relevant to decision rationales. Frequently‘this is the wedkest link
in evaluation and therefore a target for challenging a study's usefulness.-
Establishing the link depends érucially on the identificaéion of regearch
questions or hypotheses for which (1) there are methods, based on tenable
assumptions, for deriving answers to the questions trom the data, and (2)
policy implications Pf the ‘answers can bg deduced in a‘clear and logical

manner. ! ‘
N 1

. From a simple point of view, these iggues concern the avoidance of pit-
falls that can render well-collected data valueless. Fror a more sophisti-
cated point of viéwt they concern pitfalls in the overall design of an eval-
uation. Proper quesight in study design and data collection is needed to
prepare for "airt(ght" analyses and interpretations. Frequently, the key _—
element can be whether the data collection had included a particular item of
data tha* would verify an assumption needed to validate a chosen znalysis,
so consideration of darz analysis prior to development of questionﬁaires 15

essential for valid evaluation. ,

The three issues discussed in this section concern problems /that arise
when ideal evaluation designs, including ~andom assignment to treatment and
control conditions, are infeasible or éfe otherwise -not implemented. ‘These
problems can be dealt with in .an ad hoc fashion for each evalJuation, by care-~
ful planning and use of statistical expertisef the purpose of the discugsions ~
in this section will be both to point out the ‘sblems and to suggest methods
appropri“te for the ad hoc sclutions. It is the opinion of the authors, .
however, that more wholistic solutions, such as changing the framework of
comparisons (as suggested under Issue 1) or finding ways to justify more : .

rigorous information-gathering designs, wil! ultiﬁatef? be necessary.

The first issue (Issue 8) concerns the conditions necessary for making
infarences <irom a relative conmarison between nonrandom treatment and control

groups. Each of the methods proposed is based on some set of assumptioms,

and the discussion will attempt to estimate the reasonablane%* of these '

!
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_agsumrtions and to suggest ways of testing them. The mosc common analytical

method used, analysis of covariance, will be desctibed ia some detail.

The second issue (Issue 9) concerns the problems that have arisen in
attenpts to make inferences about the relations of treatment components and
costs to effectiveness. That type of information is the most useful infor-
mation that can be acquired for the purpose of gamproving the quality of com-
pensatary education, and yet it has usually been gathered as an adjuncc to
an evaluation more concerned with some other purpose. As a result, many
conclusions concerning the relative effectiveness of different methods that
- have been made in federal studies of compensatory education are.highly ques=-
tionable. The discussion of this issue will attempt to identif& the most

crucial threats to validity of such conclusions and to suggest ways of dealing

with those threats.
’ 5

The third issue (Issue 10) concerns methods of aggregation of data.
Both the sampling units and measurement units affect the meaningfulness of
combining data across projects, and the discussion cf this issue will attempt

to clarify the alternative acceptable aggregation methods aund the reasons

others are unacceptable.
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" Tasue 8. What are the' conditions for valid comparisons between nonequivalent

treatment and comparison groips?

This is an important'and controversial issue because there are methods
for such analyses at hand- that appear at fi¥st to be valid but have been '
shown on closer examination to be responsibie for distortions ig conclu-
gions. In fact, the difficuity of selecting the appropriate analysis has
been suggested as grounds for resblvihg the issue by avoiding comparisons
between nonequivalentktrggtment and comparison groups. Alternatives to
such comparisons were discussed under Issue 1. The perspective for the
following discussion concerns what to do when one must make such comparisons.
In adapting quantitative analysis methods developed for controlled experi-
ments into the area of quasi-experiments in the field, various assumptions
on which the methods were based have been violated, and methodologists have
recently‘focused a great deal of attention on ways to weaken the assumptions
and still maintain the validity of the methods. %

Nonequivalent treatment and comparison grouyps are e..v pair of groups for
which it is not true thac their members might have been assigned to theﬂétﬁér .
group but for a random (or pseudo-random) event. Any method of assignment,

such as matched pairs, that is ncc functionally random will qualify for

-having the problems discussed below, but the more different the groups are,

the more substantial will be biases be that result from violated as ptions.
Basically, the purpose of a comparison group is to provide an estfmate of how
well the.treatment group woula have performed if it had not had the\special
éreatment. The purpose of each of the methods discussed here is td trans-
form a nonequivalent control group into a group that, except for the treatment,
is identical to g;e treatment group, so that the comparison is possible.

This transformation is not necessary in the case of randomly assi-gned groups,
because any differences between such groups will be random, not biased, and

therefore they can be statistically accounted for with a high degree of validity.

There are basically four methods for "equéting" nonequivalent groups,
although there are a .number of variants in &ethods. The four methods are:
(1) matching, long denounced but recently revived by+«Sherwood et al. (1975);
(2) gain score analysis, aiso frequently derogated but regently revived by
Kemny (1975): (3) analysis of covariance (ANOCOVA), a powerful analysis tool
in experimental psychology but problem-riddled in educational field research

~
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and evaluation; and (4) regrussion analysis. A fifth "method," ignoring
the nonequivalence, might be, considered for completeness; however, its merits
are so inferior.to the methods to be discussed as to rule it out of considera-

tion. . .

Many of the problems to be discussed are present with all four methods;
however, the methods are not equivalent. As background, we shall briefly
define and -list the assumptions of each'method6 ‘

. ’ 4 .
Matching is relatively simple to describe. It consists of searching for

\
pairs of subjects (e.g., studentg, classrooms, or school districts), one in

theé treatm?nc and one in the comﬁarison group, zho are as similar‘gs7pos§?31$
on' relevant dimensions, deleting all remaining subjects from the analyses to
be done, and then performing analyses (e.g., t-tests) as if the groups were
randomized pairs Zés if you had selected the pairs prior to the treatment and” .
had randomly assigned which was to receive the treatment). The basic assump-
tion of this method that has been qugstioned in many ways is th;t the matching
is complepef meaning that there is no systematié difference remaining between
treatment and control subjects who are matched that could possibly affect

their performance. This assumption is clearly false’for educational evaluations
when matching is on a’s%ngle dimension: human beh;;ior, and, in particplﬁrt

the achievement of cognftive skills, is so multiply 'determined that no singl7
measure can capture all the systematic variance among people capable of

‘affecting later performance. However, in a chapter in the Handbook of Evalu-

ation Research (Struéning and Guttentag, 1975), Sherwood, Morris, and Sherwood

have ié#estigated the reasonableness of the complete matching assumption if
one matches on a hundred or more variables simultaneously; they found 1. “tching
to be valtd in the case of an evaluation study they carried out. A problem
with matching on a larée number of dimensions is in finding adequate matches.
For example, if matching is on 20 dichotomous variables.and 10 variables .
with 5 gradations of level, the number of cells in the population is

220 x 510 & 10 trillion. Even if some variables are moderately corre-
lated, the likelihood of finding 100 matched pairs in a sample of 10,000
treatment and 10,000 control subjeFts is small. The solution of broadening
"the gradations (changi;g from 5 levels to 2 levels, for example),‘Fven if

it reduces the number of possibilities to a manageable number, is frequently

unacceptable because there can then be systematié variation within 1eve1g<

Suppose, for example, a low economic statre group and an (overlapping) high

N9 -
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economic status group were matched on just three levels of ‘economic status.
There would be a range of status within each of the three levels, and‘“one
would expect that at the lowest of the three levels the subjects originally
from the low ecotiomic status group would be on’the average lower than the
"matched" subjects from the high economic status group, and so forth. That

is, too coarse a match is really pot a match at all.

P

Ahshouéh matching by itself does not appear to provide an adequate solu-
tion to the problem of comparing nonequivalent groups, it may be useful o
do in conjuction with statistical methods described below. The bias in sta-’
tistical correction procedures is least when the groups are most similar.
Whenever matching is undertaken, however, possible distortions in conclusions
resulting from matching must be considered explicitly. These distortions
generally involye some processes that would att differently to cause a par-
ticular score on a’ mstching variable to occur in a treatment groupgfhan in a
comparison group. See Rubin (1973, 1976a, 1976b) for further recent discus-

sions of matching.

Gain score analysis is similarly easy to describe: the method 18 to
create a derived variable ("gain") by subtracting a pretest score from the
posttest score and to perform analyses on this derived variable as if the
treatment and control groups were randomized The basic assumption is that
pre—existing differences between treatment and control groups, as evidenced
by differences on pretests, will not be correlated with later gainms. 1f
that assumption were true, then gain scores would be quite appropriate for
comparisons in evaluation, because they focus on the effects of the treatment.
The freduently noted fact that gain scores have greater random.error compon-—

5 . ents (lower reliability) than either pretest or posttest scores is largely

immaterial for moderate- or large-scale evaluations, “ecause increasing sample

size reduces the ‘mportance of random error components. The basic assumption
that gains are independent of pre-existing differences 1s, .however, highly
questionable in applications to education. , Gains are the result of complex
combinations of motivational ana cognitive processes, and although achievement
evidenced at pretest is also dependent on such processes, subtracting the pre-
test score will not remove the effects of different motivational and cognitive
levels on rate of gain between pretest and posttest. Moreover, gaims are °
subject to the statistical arcifact that individuals with high pretest scores

¢
will tend to.have sma’ler gains because, for some of tHEm, the high pretest

RIC . . 1110
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scores were "lucky," and conversely for individuals with low pretest scores;

that 13, regression to the mean is *o be expected.

The third method of interegt is ANOCOVA. This method is more compli- -
cated to describe, although it {1 cogpeptually straightforward. Basically,
the method is to focus on posttest scores and to hypothesize that tyé post=-
test score is a sym of a number of different effects in_addition to treatment
effect (usually including the level o‘,acﬁieVement indicated by a pretest).'
All the factors (called covariates).that might have effectstrre measured; then

the amount of effect of these factors (their beta weights ox regression.weights)

is estimated from the data; then all the effects due to nontreatment factors

are subtracted from each person’ 's posttest scores; finally, the results are .

analyzed (residuals) as if they were obtained from randomly assigned treat-
meat and control groups. ' ‘

L )

The basic assumptions of ANOCOVA are:

%
L3

1

1. as with other methods,“the assumptions needed for the analysis of
data from randomized designs, primarily that observations on dif- .
ferent subjects are independent of each gther, that there(is approké
imately the same possibility of random error in each individual's
écore, and that fagz-m errors are.distributed approximately as the

normaky beil—shaped curve; ¥

a
2. that the potency«of effects of the covariates on posttest Scores £

is the same in treatment and contfbl“groups;
V]

3. that except for factors perfectly measured by the observed' coVatir
ates, the groups are equivalent, that is, indistinguishable from a

randomized pair of treatment’ and control groups; and

¢ 4. as with other methods, thaﬁ;the dependent variabie can be assumed , °
to be a linear measure of the underlying factor about which one
wishes to draw conclusions (e.g8., that a particular gain at the high
end of a test score continuum has the same meaning as a gain of the

same number of units at the middle and lower extremes of the curve).

‘The first of these -four assumptions, as noted, appligfﬁto any of the’analyt-

jcal methods. It is included here, however, because ANOCOVA is the only one P

.of the four methods that includes as an integral part what analysis is to be

done after. groups are '"equated.”
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: flgure 5 is included for those who would like an algebraic descr{ption
of ANOCOVA. It may be ignored without loss of continuity in reading Most
1ntermediate-level texts on experimental design’ (e.g., Winer, 1962) in%}ude
presentations on ANOCOVA. - ) “ -

The fourth methed, residual gain score analysis, is quite similar to \
analysis of covariance, and at times the two have been confused. Residual
gain score analysis consists of (1) calculating estimates of each posttest
score based on correlafions. with pretest scores and other covariate factors,
(2) calculating residuals by subtracting the estimates from the actual post-
test scores, and (3) performing analyses, such as analysis of varlance (ANOVA),
using the residuals as the variable of interest. Werts and Linn (1970) have 1

shown that ‘residual gain score analysis ‘is based on a statistical model that

1s a special case of the model underlying ANOCOVA, that is, it requires stronger

assumptions than ANOCOVA: It is a reasonable generalization, therefore, that
whenever residual gain scores are reported, gtatistical significance tests

should be basad on true ANOCOVA, not on the application of ANOVA to the residuals.

©

0f the four methods, ANOCUVA appears to be genmerally the best.choice for
fpst situagions. Alrhough other methods may be appropriate for situatidns'ip

Which particular assumptions are satisfied, ANOCOVA is more general. fhus, it

is with dismay,that practical evaluators and educators have heard and read the
gsevere attacks 'on the method by expert methodologists. These agtacks have
pointed out ways in which the assumptions might be violated in educational v
evaluationd and hov they might distort conclusions.

The first major blow to ANOCOVA came from its use in the Head Start eval-
uation. Campbelf and Erlebacaer (1970) pointed out problems, while Cicirelli
(1969) and Evans (1970) defended the evaluation. Campbell‘and Erlebachet's
a\Esentation included gtaphic presentations of tle way ANOCOVA, when applied
without regard to the,assumptions underlying it, can systematically bias eval-
vations and produce jhst the sort of negative conclusions that the Head Start
evaluation arrived at. The problem thef.identified is fiow but one of meny
for ANO@DVA, it was a particular violation of'the‘third assumption, which
Campbell and Erlebacher argued would apply to most, evaluations of federal
education programs. The problem is that ANOCOVA will\ngt correct for all the
possible causes of lower achievement in the disadvantaged group, particularly
when the pretest contains a portion oc random error. This >roblem and others

are discussed later in this section.

-
4 -
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for individual 7 in group i df m groups, and X ik

Suppoes Y. id is the posttast score
Then, we calculatd & best

{3 the kth of p covariate measures for individuzl j in group ¢.
estimats of Y, i based on- the covariated and treatment as

4
-
-

L= 8y (Tggy =Xy * e - 2 8T = Top

W

) + T,

- -

where ‘k - Z n; °°"1:“k'” E n. var, (xk),
N t=l i=]l

.
LS

« Y - * .
{s tha number of subjects in group i, Xy and 71: are the averages of I, and 7 in group i,

[ 4

_ LoV, (Xk, )

var, (xk)

,

-

The residuals, .'1:;. - Yoo represent the error of measurement repaining after the effects
of the covariates and the t:ust:mnt: have bsen :

best estimate of r

account:cd for.
The second step is to calculate the . based on the same covariates but

ignoring group dis tinctions:

where now 3 ‘k

and the averages, &, and 7, are for the total set of subjects.
\ continued -

Algebraic description of ANOCOYA

N
7

Figure 5.
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The residuale, f:j - !tj , rcﬂrcscur the error of measurement remnining after the cftccts

-, of ‘the covariates have been accounted fdr. 1f the treatment has no ¢ffect, then they should R

be appro;imately the same size as the previous residuals calculated. fa!the treatment is

effective, these residuals should be much lirger thnn those previously calculated. i

»
4

The ANOVA test statistic is

« &

- L3
o n 2 -~ < .
2_ . ‘,. Z n, -~ 2 ’
F 11:1 ’1..1‘ 12 <
s B 2
2 : 2., ‘ e -
i T ISY LTI .

which is compared to tables of the&F-distribution, with ° g’

m " »

m-1, :E: (m, - 1) -1 degrees of freedom.

i=1 N

If the obtained statistic is larger than the table entry for, say .the .05 lcvel of

“gnificance, the conclusion is that there is at least a 95% probability that the groups

: differ because of thae treatment.

Figure 5. (Algebraic description of ANOCOVA), continued
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QEEJ In a more recent evalnation, the Compensatpry Reading Study (Trismen
et al., 1975), ANOCOVA was used where the covariates for predicting the pcst- -

test score yerér(l) the pretest score and_(2) tlie square of the pretest score.
This means that‘the estimates can be curved (quadratic) functions of tne pre-.
test score——not any possible cirve but only simple concave or convex curves.
One reason for using the quadratir term is that tne'levels of pretest scores’
of eompensatory participants and others are different, and curvilinear regres-

sion allows for the legitimate possibility of a different regression slope

(Assumption 2) betwsen the two groups. See Figure 6 for a pictorial example o

of such 4 case: The Compensatory Reading Study's analyses of covariance were
plagued with having to reject the analyses Bepause of. violations of Assumption

2 (Lqual retression slopes within different groups) . Even with the quadratic
‘term, 44 of 160 critical tests of hypotheses in that study were uninterpretable»
because of lack of honogeneity of regression siopes between the groups being
compared. Lack of‘homoéeneity‘of regression slopes means that pretest and )

}osttest are more Lighly correlated in one. group (in Figure 6, the compensatory
group) than in the other. g

-

There are numerous explanations of differential slopes. Among them are

floor and ceiling effects, to be discussed below. The Compensatory Reading

Study made great efforts to avoid- floor effects, but scatterplots indicated
some ceiling effects. Guessing can cause slopes of regressions to vary Acrdss
the range of pretest scores (i.e., will "cause nonlinesr regressions);-devia-
tions of score distributions from normality qill produce noniinear regressions;
and differential growth rates can produce nonlinear segressioms. A significant
problem with the use of the quadratic cerm in the ANOCOYA by the Compensatory.
Reading‘Study wvas lack of investigation of the causes of the nonlinearity.

A more careful analysis would be likely to suggest a_particular type of curve,
rather than an arbitrary parabola, and it might even suggest a transformation
of the scores that would lead to linear, homogeneous regressions (the Compen-

satory Reading Study analyzed raw scores, not normalized scores). -

The technical summdry of the Compensatory Reading Study (USOE, 1976)
includes several alternative analyses that produc:d varying results when
applied to the same data. Among them were gain score comparisons and compar-
isons of relations to a national norm population. Although the results of a c

tne residual gain score anLlysis carried out by /£ducational Testing Seivice
M
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v {n thpt etudy'(referred to.in Trismen et al., 1975, as analysis of’covariancs\
slightly favored the noncompensatory groups, the results 6f the other analyses,
carried out by USOE, slightly favered the compensatory reading groups..‘ﬁhat
dlfferent results arose from these different analyses is ndt helpful for the
utllity of the study. Ideally, the results shculd converge to the same conr ..
clusion, so the audience could feel confident that the conclusion wag indepen—

.. dent of the analytical method. A - . e - )
-

~ A third use of ANOCOVA in compansatory education evaluation 1s imminent.

The U.S. Office of Education has undertak:n’to provide ‘technical aséistance

to state and local edqﬁstion agencies in their effcrts to carry out evalua--

tions.' As a vehicle for this techrical assistance, RMC has developed sevaral .

evalpation wodels (Horst, Tallmadge, and Wood, 1975), some of which involve

ANOCOVA. “"Model C" in that framework involves the use of ANOGOVA for a partic-

ular type of nonequivalent treatment and control group. The essential concept -
-of that model is shown in Figure 7. The procedure is to give a pretest and

tb gselect for compensatory treatment only those students uho fall below some

criterion level. Then, after tredtment and posttests are complete, €he proce—

dure is (1) to talculate the relationship between pretest and posttest based

on the control group, (2) to extrapolate thi- relationshin to predict, the .treat-"
* ment group's posttest scores, anu (3) to test whether the treatment erup 8

scores are siénificantly different from (hopefully above) their ﬂredicted—levels.

This model, discussed in abstract terms by Kenny (1975) and in more detail
by Rubin (1977), cleverly avoids crifiéisms leveled at other ANOCOVA models
in that-it does not allow groups to differ in any systematic way not perfectly
measured by the pretest. This is accomplished by allowing the teacher no free~
dom go introduce sny other factor besides the pretest scere into the determi-

. nation ol who is 1n the treatment and control groups. Of course, that- means
that if a teacher \used His/her judgment during assignment of etudents to fhe°
compensatory educ:tion class; "knowing" that a student could perform better
than his/her score indicated or that a student-happcned to make 'lucky guesses
on the pretgst, the' results using Model C would be distorted. The cleverness

. of the model nay also be a weakness “in another sepse: more than any other
variant of ANOCOVA ft depends on the assumption that the two-dimensional
scatter or pretest and posttest scoresr;pnforms to a (bivariate) normal dis‘rif
bution. Although it is straightforward to transform pretest scores and post-~
‘test scores separziely to a normal distribution (see Issue 7), that does not

4
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ensure that the two-dimensional scatter will be¥a bivariate normal distrihu-

tion or that the regression will be linear. .

Another problem with this soiutionris that it fails to address the ques-
tion of whether the two groups (compensatory and regular'instruction) are
really fro the same population: it assumes they are, but Campbell and E;le-
bache~ (1970) have argued that they may be different. If you select only’
according to a pretest, it still may be that you are separating populations
that have different achievement expectations. Because the solution appears

to be gaining a significant degree of popularity, we digress to describe an

example in which selection on the basis of a "pretest" wouid obviously sepa-
rate according to populations and would therefore lead to distorted éonclusions.
Suppose that there were a classroom with 10 English-speaking (Anglo) fifth-
graders and 5 non-English-speaking Mexican-American fifth-graders and a third
of the class were assigned to a remedial reading program on the basis of an
English vocabulary test. With high probability, the Mexican~American children
would bé-given the treatmert, and ﬁo awrount of statistical equating wéuld
remoJ! the population effects on.a reading pnsttest; it is just not meaningful
0 extrapolate from the-reSUth of a comparison group to rhg expectedvresults
for a different population. The point is that selecting purely or the basis
of a pretest does not ensure that the treatment and comparison groups are alike

except for pretest scores.

In order to understand broadly the controversy over ANOCOVA, we need to
eiamine some typés of effects that lead to violation of the assumptions of the
method. Campbell and Boruch (1975) have discussed six such problems that are
wéll known at present. More problems and variants of the problems and new

pgoblems with new variants of ANOCOVA are to be expected. The six problems

'discussed by Campbell and Boruch are: .
1.1 underadjustment of pre-existing differences; )
2. differential growth rates;
3. increases in reliability with age;
. ’4. lower; reliability in the more disadvantaged graup;
0 5. test floor and ceiling effects; and
6. grouping feedback effects. ‘ '

“h

Each of these protlems will be dealt with herz briefly.
\
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Underad{ustment of pre-existing differences violates the third ANOCOVA ~

assumption in that differences remain after the effects of the covariates are
partialed out. These underadjustments arise from any systematic rules that
lead to assignment to groups opher than by a single perfectly reliabie measure.
The underadjustment arises from the regression—to-the—mean artifact in esti-
mnting posttest scores in ANOCOVA. Whenever regression is used to estimate
scores and the covariate has a random error component, the observed regression
lline will be less steep than the slope of the underlying relationship (see '
f?gure 8). ' For exampie, suppose Xi Ti + E and Y T + E2i’ where Eli
“and E21 are random error components. Since, except for random error, X and ¥
are both equal to T, the "true" relationship would logically be Y = X. However,
if the variance of the errors is, say,-10% of the variance of T, then the
observed relation will be § = .909X. That is not an error of the regression

[o4
method but rather a theoretical limitation of measurement.

1f there are some population differences between those students selected
for treatment and controls, such as teache~s' judgments of aptitude, that are
ieasured by the pretest but with some small random error, and if that difference®
has any effect at_all on posﬁtest scores that is not reflected in the pretest,
the ANOCOVA test statistic will tend to indicate the posttests of the two groups
are farther apart than they really are, because ANOCOVA assumes that except for
the pretest the groups are completely equivalent. A solution to this problem
hat been proposed by Lord~£}960), Porter (1967), and Porter and Chibucos (1974)
and discussed and extended éy Campbell and Boruch. The solution involves
measuring the reliability of measures used as covariates and then increasing
the regression coefficients to correct for the error in the covariate. In our

example above, knowing that the variance of errors is 10% of the variance of T,

or that the reliability of X is

variance of T

v?x%g:ce of T + variance of E = .909,

v
we would divide our observed regression coefficient by the reliability to obtain
a hypothesized relation of Y = 1.00X, which is the true relation. This correc-
tion, referred to as "true score analysis," was “jnvestigated by Marston and
-Borich (1977), who found that it tended in some cases to produce too many
statistically significant results St. Pierge and Ladner (1977) investigated

the effect of this correction on the results of the Follow-Through evaluation

- | 111
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' and found that the results did in fact change when the correction’ was made,
80 one cannot rely on the easy reply that "it doesm.f make much difference

anyway."

-

.Differential growth rates are well known to occur in education. One need

" only look at test publishers' growth scale curves to see that (1) younger chil-
dren learn faster (e.g., the overlap in scores between first and second graders
i8 less than J&he ‘overlap between fifth and sixth graders) and (2) children at
the lowest percentile levels learn slower than other children. _}I’hus, equacing

- groups on a pretest, whether it i§ done by matching, by gain scqpe analysis,
or by ANOCOVA, will not necessa;}ly eqdate them on expected growth rate, so
the treatment with the fastest learners will be the one that appears most suc-
cessful. Kenny (1975) has proposed that if one.can collect data on expected
differential growth rates, use of those data in a standardized gain score '
analysis would be appropriate ‘ - : N

3

Increase in reliability with age, which results from the aﬁtributes of

standardized tests that they tap more true score variance and less random
error émong older students, has the effect of making scores that aré equally
far apart on pretest and posttest appear to be more reliably (statistically
significantly) different at the time of posttest. Campbell and Boruch point
out. the need for a model of reliability chang: so that analyses will be able
to correct for this artifact, and they propose such a model, but they note

that their "model is still very primitive and oversimplified."

Lower reliability in the disadvantaged group is another way in which

Campbell and Boruch suggest that equal true score gains can result in'greater
observed score gains for one group than for another. The gainj although
equal for the two gréﬁps, will be less statistically significant for the dis-
advantaged group.

Floor and ceiling effects can be quite serious, because it 13 nearly

impossible to correct for them after they occur. If a large percentage of

students achieved a perfect score on a posttest, it is certain that their

gains would bg‘under stimated, but by how much is unknown. Furthermore, for
- ANOCOVA, the slope o?

test among the students at the ceiling will be nearly horizontal, because

the regression curve of posttest as a function of pre-

no differences -on.posttest will be observed for these students although there
may be differences at pretest. Therefore, extrapolating linearly to the stu-

demts of .ower ability would put the lower 1bility students at a disadvantage;

114
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In qhe case of floor effects, the result of testing will be that gains
are und?restimated for individuals with pretest levels of achievement 'much

lower than the level that is needed to barely exceed chance performance.

Some Ztudents will even exhibit "negative learning” because of "lucky" guesses

on thpy?retest. Thus, treatments that aré applied to .individuals at ability
levels lower than those for which the achievement pretest de;;gned will be
much less likely to show systematic gains from pretest to osttest than treat-

‘ments appi;Eﬂgto students in the midrange for the test (g, Figure 9).

How might one detect, sud correct for, floor effects?l Detection is
fdgrlilsimple. If there are any scores below the chance level, then some
floor effects are probably present. Somé students may not .guLess, however, 8o
their scores even though below chance level would not be at the test floor;
thus, control of guessing (e.g., entouraging it) is important and, moré' impor-
tant, scores sMould be corrected for guessing, taking into account the number
of items attempted, in order to identify £floor effects. Correction for floor
effects is more difficult, so difficult that the use of "out-of-level" tests
" gpecifically to avoid floor effects, such as used in the Compensatory Reading
Study- (Trismen et al., 1975) is recommended. The problem with choosing a lower
test level to fit the achievement range of compensatory education participants’
is that regular students are likely to score at the ceiling of that test and
comparison using two different :tests would rely too heavily onfthe test pub-

1isher's articulation between the levels.

The i1gsue of ceiling effects is somewhat different from floor effects
for two reasons. First, the ceiling effects o§%ur in the cowmparison group, -
not the treatment group,.in compensatory reading programs; and second, ceiling
effects are more clearly observable, since the scores are not contaminated by
guessing behavior. . The first difference is important because the comparison
group is taken as the standard against which to compare the treatment, and
that means that model parameters, ‘estimated for the comparison group (as in
RMC's Model C), will be greatly affected by the ceiling effect. These parameters
are the average amount of growth in achievement, the’varience of growth scores,
_and the correlations between pretest.and posttest scores. The ceiling\effects
will lead to underestimation for the comparison group of average gaing, 'variance
of posttest scores, and correlations between pretest and posttest sceres.
These_results of ceiling effects will cause linear extrapolation of the rela-
tion between pretest and posttest scores from the comparison- group to the range
- i B B Y
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FLOOR EFFECT

Posttest + +
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Figuré 9. Examples of typical floor and ceiling effects in bivariate
distributions °
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of pretest scores{ohtained by the treatment group to produce larger expected
gains (i.e., a more difficult criterion) than if the ceiling effect were not
operating. Te deal with this potential problem, the Compensatory Reading

Study used a quadratic extrapolation, which has not been well investigated,

but is likely to correct (or partially correct or overcorrect) for the ceiling

effect. -

: The detection of ceiling effects"is easy: are there any perfect scores?
| It would be reasonable to correct for ceiling effects by transforming perfect
scores upward in order to produce a symmetric distribution, or alternatively,
to dele. e from the compzrison group uSed‘in the skudy all students achieving
a pretest score higher than the lowest pretest score of a student achieving
a perfect score on the posttest. This latter procedure conlq be slightly
« refined to account for the possibility of achieving a perfect score by ‘guess—-
ing at one or more items. In general, such correctigns are more reasonable
for ceiling effects G::n floor effects, because the role of guessing is so
b ‘ much less at the top the testpscale; thezhigher a etuden{'s score, the
less will éuessing be a contributing factor to that*scoret '

. The problems of ceiling and floot effects we have considered pertain

particularly to the case of treatment and comparison groups with unequal

. ability levelg. When both groups suffer frcm identical floor (or ceiling)
effects, the problems dissolve into the simple problem of overall lack of
sensitivity, which can be avoided by choosing a different test or test level.

Finally, there is a substantive problem of groupingﬁfeedback effects. .

This is the set of effects due to different ‘sets of peer interacfion When
compensatory education participants. are in a separate environment, they pro-

vide an environhent for each other that is different from the enviromment in

the regu.ar classroom. This effect cannot be "partialed out" to observe the
« true instructional treatment, because in a real sense the selection process

is part of the total treatment.

In summary, the purpose of methods for comparing nonequivalent treatmanf
and comparison groups is to make them as siqilaf'as possible so that differ- \?
ences in outcome can be attributed to the treatment The weakness of the

methods that is most likely to destroy the credibility of conclusions derived

" from such comparisons is the finding of important pretreatment differences

~ - Ill' -
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between the groups (or even the argument that there may have been such dif-
ferences) that were not taken into acBount in the analyses Therefore, two

1mport§nt recommendations can be mades

-

¥

First; the. groups should be selected in order to be as similar.as possible,
maximizing the overlap of similar members. In caseg where this is prohibited,
as in RHC 8 Model C, the assumption of the analyses that the treatment and con-
trol groups learn according to the same patterns and principles is highly
questionable--unless, as Kubin (19]7) points out, the evaluator is reasonmably
certain oo the basis of prior knowledge that those patrerns are the same. In’
attemp}ing to match groups, some caution is necessary, however. If matching

is achieved partially because of unreliable chance variation (e.g., when match-

- ing on a pretest of less than, say, 95% reliability) so that the watch would

not pefgist throughout the evaluation, then differential regression €b the
mean will confound, the analyses. Jherefore, matching should be made on the

-

Yasis of reliable measures
! i
Second, various sources of difference between treatment and comparison
groups should be explicitly noted 'in planning and reporting the study, and
measuremeunt of all potential differences' and use of those measurements in

*

analyses should be undertaken. N

Given that these recommendations are followed, then the use of (;nalysis
of covariance,‘followed by subsidiary analyses to evaluate the distortion in
results due to the nonequivalence of the groups; seems appropriate, if random-
izZed assignment is ruled out. Becauée_of the controversy concerning rhe ¢
correction for unreliabilio; of the covariates, that proéedure appears ques-
Eionable at present: it should be used onl&, as by St. Pierre and Ladner
(1977), in conjunorion with uncorrected analyses to determine the possible;
éffects of unreliability of thé covariate on the results. Improving the '
reliability of the covariates is preferable;‘one possibility in the educa-
tionel evaluation area might be to use the gain (posttest minus pretest) as
the dependent variable and:the sumﬁof the posttest’and pretest scores as a
“more reliable. covariate. This would sacrifice reliability ir .e dependent
variable, which implies merely a loss of precision in results, in order to
gain reliability in the covarate, which reduces the ‘bias in the results The

greater reliability of the covariate derives from its being the sum of two

-

measurements of the same construct, and more information corresponds to

' ’ 11s
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greater reliability.’ Ome might worry that this will confound the analyses

.because the prctest and posttest are both used in calculating the covariate;

however, if gain is the true variable of interest, then that does not matter:
knowing the sum of the pretest and posttest scores tells one absolutely nothing

about the amount of gain between them (unless floor or ceiling effects ére s

”~ ) .
' 3 ~

The subsidiary analyses one should plan to carry out when using ANOCOVA

noticeable).

on nonequivalent groups include at least: (1) estimation of the reliability

-of the covariates; (2) demonstration that, on one or more measures not expected

to be directly affected by the treatment, partialing out the effects'of the
covariates does ‘n fact eliminate group differences; (3) testing the functional .
form of the regression equation by fits to scatter diagrams, both visually and
statistically; and (4) whenever alternative explanations of result$ appear
plausible, performing’ the analyses in different ways in order to demonstrate

the range of possible conclusiong one could reach baSed on the data. These .
types of analyses have not customarily been carried out, primarily because .
t 2y were not planned for; when they have been carried out, they have added
substantially {ia:he credibility of evaluation results. Therefore, it seems

important to include p né for such analyses in future evaluation studies. .

-
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+ -~ Issue 9. Under what conditionh ean one infer reZ&;ionships of Title I
costs and treatments to effectiveness?

- “Information on the selection of services that maximize the-benefits
to be derived from various levels of Title I expenditure is, in hheulongl
\ run, the most important information that evaluations can provide. \In o
*\. order to gather that information with adquate validity to provide the
basis for widespread seiection of treatments, cé;efully controlled com-
- parisons iﬁvolving.érhe experimental d;aigns are called for. Correiatioqf

$ - al data gathered from ongoing projects are subject to great distortion, -

but these are the data most readily available. The discussion of this
18sue will point cat four kinds bf“difficulty in making inferences about

| —— . {

treatment-effectiveness and cost-effectiveness relationships and will

suggest ways of dealing with the diﬁficultigs; v

The four types of difficulty are (1) in identifving the contributions |
of Title I, '(2) in comparing treatments with difféfen6>objegéives, (3) in —y

identifying what relationship one should-study, and {4) in making causal

inferences from correlational data. Each of these difficulties has played

<

-a rpie in the design and outcome of Title I evaluatioms.
- B ' ” "

The firsfydifficulty, identifying Title I contributions, has two

sources: -the multiplicity of programs désigned to meet objectives

e

similar to the objectives of Title I and the unintended side effects of "
Title I funds. The first problem is due to the plethora of educational -
' programs at the state and federal levels with overlapping goals. While

one can usually identify compensatory education services fairly readily )

3

"from onsite observation, tracking down whdt components are paid for by

. Title I can be well-nigh impossible. Moreover, in most if not all cases,
Title I pays only a small portion of the total cost of edhcating'any scu-
dent, so aghievement gains can only tenuously be related to Title I ser-

vices without careful process analysis. The diversity of Bources for

et

educational funds is shown in the surveys by the National Center for

. Educationel Statistics (NCES, 1976, 1976). During the 1971-72 school
year, at least eight different federal programs provided funds for read- ‘
ing instruction, with 92% coming frow Title I, and during the 1972-73 i
school year, there were at least ten programs, q%th 85% coming from Title

I. Thus, even though reading instruction is the subject matter most

, @
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" the other hand, it may: be possible by-an,intense, in-depth analysis of

114 - : ey

3 . e
3

closely—related to Title I among federal educagion programs, other federil R

g
programs as well as gtate and local programs supported signi‘icant rea ing

instruction. A report on compensatory education in california in the 1974~

® 95 gchool year (Caljfornia State Department of Education, 1976) ‘covered -

three' state programs as well as Title I and found.that there weré more indivi—
dual compensatory reading programs at edth grade level with Title I plus .
other sources of funds than with: -Title I funds alone. Although California

i hardly typical, a quote from the summary of that report *7i11l give an idea -
of the complexity of divisions of funds from various sources dntd, various
‘services: ' Foe e

In ECE [State Early Childhood Education program], SS% "of the ﬁ‘. 7
funds went to pay classified salaries, and 21%. . . for certi-
ficated sala.ies. In ESEA Title I programs, 43% of funds were
used for classified salaries and 332 for certificated salaries.

* In EDY programs [Education for Disadvantaged Youth], 10% of the
funds went to pay classified salaries, while 71XZ. . . for certi-
ficate&'salaries (page 60).

Did EDY programs pay for teachers, and bther prog”ms for éupport personnel? °
Is thetre anm accounting progedure'that makes it simpler for local districts ; »

to%assign some funds to-some services and other funds to other services? = O

% Because of the myriad sources of" funds for most of the school dis-
tricts that receive Title I funds, it is in fact infeasible to obtain
estimates ot the Title 1 effects at any reasonable cost--that is, if what }
is required is an estimate across the nation. The mere fact of the con-
tinued existence of Title T and its ramifications in terms of effects on
the develaapent of state compensatory education programs and other com-
pensatory ‘education proérams makes it impossible at this point, even in-

theory, to estimate the total Title llpffect in most school districts On

the budgets and services and impact of Title I within a‘small number of
school districts ‘to estimate what .actually was the direct Title I effect.
Where Title I contributions are‘inextricably mixed as the funds from other
sources, proportional allocation of the "credit" for benefits would be
possible. This is one area in which care must be taken not to allow the J
'need for information to interfere with 'optimal use of Title I funds, exr .
cept possibly for a negligible distortion in a few districts randomly

gelected for special study. . -

*
»
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. . Of more interest than isolatibn of Title I contrihntions may ;:
: examination of the effects of expenditure variatiens' on whether compensa-
tory education programs of any type work. Ip fact, for the fundamental
‘pu ose of progran eva;uation, planning for -the future,, it>is not as’ in-
T p ant to fiﬁ& out whst the Title I contribution has bden as to find’
'I how to direct Title I expenditures to increase the effectivéness of
other projects in the future, that is, to perform a cost effectiveness

-4 , H

analysis. : - [

LY

Many. alde effects of Title I funding can* be imagiged, such as in=
c¢reasing the number of jobs for reading aides in impoverished communi--
ties. For the Jpurposes of vvaluatic. in terms of children's ach{eve-
ment, however, side effects on childgen in schocl are most relevant.

The most salient side effect is likely to Ye enhancement of the scholaa-

tic processes for noncompensatory students providing special Tesources

for educacionally disadvantaged children will In most cases reduce the

- demands of these children on the regular instructional resources (e.g.,
teachers- time), allowing greater resources to be devoted tp the non-
compensatory students. Thus, comparisons between ‘compensatory and regular
'treatments are less likely to show the'benefits of compensatory education
than comparisons between matched- schools: gr ‘classrooms in which the "com-
parison" group hassthe same membership it would have had if Title I funds

- were not available (i:e.,.including educationally disadvantaged children).

Other relevant gside effects to b; meas&red in a careful evaluation '
/ include (1) filtering of effective edmpensat;;;\reading methods into the
regular curriculum, (2) possible stigma associated with participation

in a compensatory treatment, and (35 possible rediiction in the effective-
~ ness of regular instruction due to allocation of too much of the avail-
" able teaching expertise to the teaching of educationally disadvantaged
children. The assessment of these and ‘othei side effects requires ast‘te
onsite observation of the processes occurring during the treatmént period.

Survey data will almost surely be inadequaue. .

The second 4ifficulty concerns the multiplicity .of objectives of
Title I projects. The Elementary and Secondary ‘Act of 1965 was intended
to provide services in the schools that would equalize the opportunity

- e
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of children from low-income areas to e oy a fulfilling education. Many
differeat uses of the money ailocated to local districts were attempted.
Gradually a few distinctive. tyjes of service emerged°a§ most appropriate for
Title I expenditures. TablejS shows a,breakdown of expenditures taken from

. .the NCES survey of tha 1972-73 school year. Clearly, reading and mathematics
h've become central. One might envision a future in which the Title I pro-
gram is divided into subprograms of math instruction and reading instruction;

« however, thgre are advantages to comparing the different services within a

single framework as well as advantages to analyzing them separately.

One reason for making comparisons across di.ferent serviceg is to deter-
mine which types of service have broader impact. A service which would
_-result in a child's improvement in several scholastic areas aould have
apparently %{eater utilicy than.a ser?ice that merely improved performanceu
in a single area. One might guess, for example, that compensatory reading
instruction would have broader impact thad compensatory sociél studies
instruction; and if they have 4mpact at all, food, health, anl counseling
services may have the broadést’impact. 1o gompare different services, it
would seem necessary to determiné\a vector of criteria for achievemen® and
other potential outcomes and to measure gains frém a particular type of ser-
vice on all these criteria. Tﬁug; one could operationalize the guess that ’
reading~is broader than social studies by predigging larger combined total
4rgalns reading, social studies, and mathematics as a result of reading

instruction than as a result of gocial studies instruction.

There are other reasons for comparing'differeﬁt_services in the same
framework: studies of principles of Succeésful prcarams in one service area
may yield insights into successful methods for other services; critical pre-
. requisites):such-as grade level, maturity, and other basic skill achievemedf,
may dttérminé when adparticular comﬁensatory instruction is best conducted;
and there/may be mutually facilitory or inhibitory effects of simultaneous
zecep@ioh of two or gﬁre different Title I treatments. Clearly, ananlysis

“of services aiméé»at different pbjectives is worthy of study.

_ On the other hand, it is quite reasonable f. - a national evaluation with

Reading Stydy fiid, rather than to compare mixtures of different cervices.

Data on 200 gémpensatory reading classes is much more likely to yield resulte

1imited rejés to focus on a single type of service, as the Compensatory

'_/"'N\ B ’1)'}
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- Table 5

Percentagc Expenditures for the Title I Low-Income Area
Support Prnz-am During the 1972-73 School Year

+

o ,
-

Direct Services 67%
o Reading (Engligh) ' 38%
Other English Language Arts (Y 4 -
- ] Mathematics (and Natural Science) 112
' Other Basic Skills 112
Other 12
Support Services ) 31z !

Pupil Services 102
Fixed Charges - 8z ™
Other 132

Other . - ) 2%

Sou. =: NCES (1976)

”
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of defenaible validity than data on 100 compensatory reading classes, 50

conpensat6/; mathematics classes, and 50 other compensatory treatments

The decision of whether treatments with qualitatively different objec-
tives should be included in the same study depends on the particular
{information needs being satisfied. If a general description of the program
1s needed, then it seems appropriate to include all treatments, but 1if
information o the effective methods for compensatory education is sought,
comparisons should be made only between treatments that have common objec-

tives.

The third difficulty is in the identizication,of the relationship to be
studied. Although this may seem obvious, it is not. The important infor-
mation may not be merely that when variable A is increased, so will variable
B be increased. As a practical example, a controversy around 1972 concerned
whether there was a "critical mass” of Title I funds- that needed to be spent
on each participant (e.g., $100 per year or $300 per year) in order to have
an impact on his/ner achievement. The implications- of this issue for
policies of cOncentrating funds on a few of the most disadvantaged children
are clear. -Although ‘in order to address this question properly, a great
deal of seconcary resource availability information is required, it can be
approximated by examination of the relationship of per pupil expenditures
and achievement across j;;tricts. , -

In order to auswer the 5critica1 masgs" question, .it is necessary to
determine whether there is some value of per pupil expenditure such that
empenditures above that level have a far greater effectiveness than expen-
diture below that level, that is, to determine the point of maximum increase
in efféctiveness plotted as a function of expenditure  as in Figure 10.
Tallmadge (1973) merely examined the correlation between expenditures and
effectiveness to deal with the critical mass question. Of course, his
finding of almost no correlation suggests that other analyseg, would not
‘turn up a critical mass, 80 the other analyses .nay not have been warranted

for his data.

Another more general question abdut relational definition, mentioned in
the discussiorn cf Issue 1, concerns whether achievement gains are to be
treated as equally important across the scale or whether gains which result

in students' surpassing a specified proficiency level are to be treated as

o
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Effectiveness
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expenditure

—

Figure 10. Hypothetical example of a curve-fitting §94ution for finding

a critical mass of expenditure
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most impértan:. 1f a narticular method of compensatory instructio; focdses
on achieving a particdlar level ;f achievement for all participants,' ts

production of group average achievement gains is likely to be less E:in a
methoa that treats all children's gains as equally important, whether they

are moderately or severely disadvaﬁtaged.

. .
Consider a concrete example. Suppose in a compensatory class fhere .-

were four étudeﬁts with different learning rates. They required, respectively,
10 hodrs, 20 hours, 30 hours, and 40 hours to learmn a pggticular amount, say

M. Suppose one teacher allots-100 hours as foilows: 10 hours to the first
student, 20 to -the second, 30 to the third, and 4C to the slowest student.

Each student would then learn the amount M. Suppose a second teacher ;llotted
25 hours to each student. The fastest student woqld learn an amount equal

to 2.5 M, the second student 1.25 M, the third student .833 M, and the slowest
student just 25/4040r .625 M. The average gain under this teacher would be

(2.5 + 1.25 + .833 + .625) M
3 .

or about 1.3 M, substantially greater than under the more flexible teacher. .
The point of this example is that focuuing on compensatofy class averages
instead of, say, class minima, has significant:1mplications‘for the type of
process that will be found to be most effective.

The identification of relations to be assessed in an evaluation depends
on (1) clear knowledge -about the information needed and®the uses to which it
is to be put and (2) expertise in translaticn of verbally stated relations

into quantitative calculations.
A S

The fourth difficulty concerns the inference of cqusal relations from
correlational data. If the correlation of a particular instructionel process
with achievement, across a variety of settings, is positive, then the inigial
reaction is that the process is effective. }here are many other possible
explanations of the correlation, however: other events that may have caused
both the process to occur and achievement to be high. For example,. the
process may have been employed in districts containing large numbers of
students who would be likely to make higher than average achievement gains,
or the occurrence of the process could be_merely an indicator of teacher
expertiée or some other underlying factoF that, through other processes,

caused achievement to rise.

]y




' The solution for making inferences from correlational data is to have a

. prior, detailed model of the instructional system being otserved that includes
a chai; of related events that iead from processe: to eZfectiveness measures.
Bach of the events in the chain can then be monitored as well as the occur-
rence of the frocess of interest, and finding the predicted chain of cor~
. relational results that ;onld explain the correlation of service with effec- -
tiveness would rule out most alternative explanations for the correlation.
The necessity for a detailed system process model for valid interpretation
of correlational data cannot ba overemphasized. Without such a model, one
should be highly skeptical of all correlational results of compensatory

educational evaluations. -

In summary, it is our opinion that inferences concerning relations of

costs and treatments to effectiveness can be made from surveys and correla-
tional results, but only if a great deaiyof care and preparation precede
such inferences. :‘Inferences from true experimental designs are much more
credible, if such -designs are feasible. Concerning the other three diffi-
sulties discussed above, (1) the isolation of Title 1 contributions can be
very difficult, and for many information needs is not as necessary as
identification of compensatory education treatments supported by whatever
funding sources; (2) direct comparisons of treatments with qualitatively
different objectives is questionable and rarely necessary, although joint
study of treatments with different objectives may provide usefnl results «
concerning the generality of processes affected by the treatments; and

(3) substantially more consideration should be given to the identification

of just what.relations are to be assessed than has been the case in the

past.
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ITasue 10. How gshould data be aggregated across;pra;ects in Title I
evaluationg?

’

The reason for aggregating data across projects is to provide an
assessment of the status of Title I throughout the state, region, or the
country. This kind of aggregation is clearly necessary for annual reporis
to Congress and also for genetral management policy decisions. On the other
hand, there are important uses of the local evaluations that do not in-
volve aggregation béyond the district. These are uses, for exauple, to
provide feedback within the district as to what types of sérvices are work-
ing and how they are working. Thus, it is quite reasonable for a local
district to gather data and analyze, summarize, and report it in a manner
that in fact would not allow its being easily aggregated with data from
other projects in its state or in the cohntrf. In the past, it has been
customary to attempt to aggregate all of the local evalqation reports into
state evaliuation reports, which were then aggregated into a national re-

port to summarize .the impact of Title I projects across the country.

There are two aspects of this issue to be dealt with.

1. What are the appropriate units t:)aggrégafé across projects?

2. What is the ippropriate system for weighting various projects
9

during aggregation?

.

Major national syntheses of Title I impact (Wargo et al, 1972; Gamel
et al, 1975; TiLomas & Pelavin, 1976) have’been built primarily on annual
state reports, dnd an effect of that has been that conclusions were based
on aggregations of grade-equivalent scores, those being the units most
frequently reported by the states. This‘type of national syntﬁesis is a
particularly efficient form of national evaluation, because it involves no
rew collection of data; however, the evaluator has no control over the
collection of these data, and as a result both the evaluator and his/her
audience have significant &oubts as to the data's validity. 1In the 1on§
run, as long as evaluations will be challeaged, it is necessary to estiméte
a minimum level of cfedibility below which the evaluation is useless and
to select an evaluation strategy to ensure that lével 6f credibilicy.
Aggregations of reports generated for some other purpose, while quite use-
ful as corroborative evidence, are dubious as the primary information

source. In general, one can say that the collection of data from many
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pto}ebts and'bheif aggregation should follow from an examination of in;
formation needs, and then data collection should be carried out in order
to satisx; those needs. Of particular imporcance is the fact that, while
every district receiving Title I aid should be carrying out evaluation for
its ‘owm purposes, the data needed for a national summary evaluation could
be supﬁlied by a small random sample of the districts receiving Title'I
funds as long as that sarple is selected in an unhiased and representative
manner. Several studies (USOE, 1970; Glass, 1970; NCES, 1975, 1976; USOE,
1976) have based national summaries on a sample of districts.

Let us consider in some detail the measurement units that should be
aggregated. Alternative units were discussed under Issue 7. 1In the past,
the rule has most frequently been to transform gains observed or scores
observed in particular projects or particular subjects into gr;de-equiva-
lent gains of month per month and to average these numbers across projects
in a state and then across staﬁes. Although we might argue about cthe use
of grade-equivalgnt scores, it is clearly necessary for aggregation that
comparaﬁle units be entered into the averages for each of the districts
that are being aggregated; Certainly raw post~-test scores or raw gain
scores would not be appropriate for aggregation unless the same test were
used throughout the country. But on the other band, im evaluation studies
that do use the same test in §11 schools, such as in the Compensatory
Reading Study, (Trismen et al, 1975), it is more reasonable to average
the'rad test scores, #%though normalized standard 'scores would be prefer-
able. When the scores. to bewaggregatéd are Trgm different levels of a
particular‘test, equation for the articulation between the levels must

take place (e.g., by use of growth scale scores).

's
The primary requirements for scores to be aggregatable are (1) that

they have the same meaning for all cases that are being aggregated and (2)
that the aggregate score have the same meaning for the aggregate group as
each score has for the case it representd. Thus, in order to aggregate

scores on different tests across projects, it is necessary to aggregate a

derived score that expresses the observed performance relative to some

expected or national norm performance. Four possibilicies are percentile

gains, grade-equivalent gains, normalized standafd score gains, or per-

4centages of students achiéving specified obiectives. If any one of these




scores ig computed for each individual and then aggregated by an appro-
priately weighted averaging, it will satisfy the second of the two require-
ments, if it satiafies the first. Percentile, grade—equivalent, and raw
gains, however, usually do not have the same meaning for all cases aggre-

gated, if one assumes that normalized standard scores linearly represent.

the underlying achievement dimension: ‘particular grade equivalent
‘”gitn* obtained at the low end of the achievement scale, implies a larger

underlying gain than tgg'sane grade equivalent gain obMained at higher
a given percentile gain represents a larger "real

achievement lévels, an
gain at the extremes of the scale than in the middle. The validity of

the assumption for this argument vas questionea and disaussea in Issue
"7. Also the summary of the Compensatory Reading Study (USOE, 1976) in~-
cludes an appendix that demonstrates that had that study used grade-
equivalent scores, the contlusions would have been seriously distorted.
The conclusion arrived at there was that grade-equivalent scores "should

never be used in educational evaluat'ons" (page 77, emphasis in original).

Gains in normalized standard scores or/mormal curve equivalents are
especially appropriate for aggregation, because adding them together, un-
like other alternatives, does not change ‘heir‘%tatistical properties:
the aggregate score is also normally distributed. Findlly, percentages
of students achieving specified objectives must be properly weighted to
be Méaningfully aggregated, and.the proper «veighting is equivalent to

.- adding numerators and denominators together separately to obtain an over-
_ all percentage (e.g., 4 out.of 5 in one project [802] plus 5 out of 10
in another project (50%) ylelds a total of 9 out of 15 [602]).

&

One further note: it is usually not meaningful to transform aggre-
gated units of one type to another type of unit in order -to perform fur-
ther analyses. For example, one might consider transforming the mean .
- grade-equivalent gains reported in annual state Title I evaluation re-
ports into mean normalized standard scores in order to aggregate across
states. Theoretically, one could use standard test publishers' tables

to make the transformation. Howbver, this transformation would be

meaningless, primarily because of the nonlinearity of each derived score

as a function of raw scores. The mean of a group of percentile scores

“-
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is not generally equal to the percenciie of the mean of their raw scores,
and linilurly for grademequivalegts and normalized standard scores. ‘Oncé
one has selecﬂid a particular measurement unit and performed one level
of aggregation, (e.g., éalcqlateq a mean), further analysis and aggrega-
tion ‘must be in terms of that unit in order to be valid.

Let us consider, now, the problem of weighting the results from var-
.19u; projects in determining an aggregate summary value. Weiglhting is
a'nethpd to obtain representative unbiased estimates of populatign vélues
even though one has a sample %}th knbwn biases. As mentiomned in discussing
the various -methods in the.intrpducﬁion to the qupling'Section, one can
use stratified sampling, sample with .different sampling proportions from
each ofthe strata producing a.Liased sample, and then recombine the data
" using weights to eliminate the bias. ‘This was done, for example, in the
.grin surveys (NCES, 19765, 1976).

L] o
The reasons for sampling in different ratios from various strata -

" are, (1) the need for equal precision of estimates in strata of‘different
sizes, (2) differences inzphe cost of collecting drta from difierenf
strata, and (3) effects of sampling units. If one stratum contains 200

schools and snother 800 schools,.and if one is planning to use a sample
—of 30 schools both primarily to test for differences between the two
strata and secondarily to provide an overall population estimate, then, nther
things equal, he/she should select 25 schools from each stratum, not the
10 schools in one stratum and 40 schcols in the otlier stratum needed for
- represencativeness. The population estimate can still be obéained by
weighting the schools in the second stfatum by four times as much as
those in the first stratum (each sampled school in the second stratum
‘represéats‘ggg = 32 schools in the population, whereas in the first .
stratum each sampled school represents Z%% = 8§ schools in the pOpulafion
‘and 32 = 4x8).

Different selectidén ratios based on cost are most noticeable in the
follow-up of nonrespondents. Costs may be 10 or even 50 times as great

per case in the stratum of nonrespondents as in the stratum or resporndents.

Thus, the benefit from finding all nonrespondents will rarely justify
 __the costs. Texts on sampling theory (e.g., Raj, 1968) provide formu)as
for optimal tradeoffs of cost and precision as a function of one's needs

for precision. ~
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The third reason for weighting is to reconstruct one popﬁlation from
a sample from another population. For example, if: mean achiavement levels
are availablgkfrom state reports, they-can be used to produce national es-
Zlmates by weighting each state's achievement level by the number of stu-

dents in the state.

Briefly, to be explicit, weighting means multiplying each gsampled
unit's score by the number of units in the population it represents, when
calculating means, standard deviations, and so on. "In the example of !
differential sampling from two strata discussed abeve, if the mean number
of students in schools in the first stratum is 150 and for schools in the

second stratum it ig 300, then the unbiased estimate for the mean for the

population of 1,000 schools is not lég—%—égg = 225-but rather
200(150) + 800(300) « 270
200 + 800 :

Use of weights, while producing unbiased or nearly unblased estimates
of average values'(estimates that tend to be the same as the population
value in fhe long run), also reduces the effective sample size. For the
example, the 50 schools produce a weighted estimate of the mean with a
standard error equal to an unweighted sample of 37 schools.* Thus, care
must Ne taken not to be too extreme in use of differential weighting in
stratjified sampling. It should be apparent also that appropriate weight-
ing is impossible if the differential selection ratios are not known.

In sumﬁary, the most ;mportant problems for aggregation are (1) to
ensure that throughout the aggregation process the same measuremefit units
are aggregated and (2) to ensure that the knowledge of different stratum
se;ection iatios is available for use in weighting results appropriately.
The measurement unit that is subject to the fewest criticisms appe to
be the normalized standaird score unit (one example of which is the n
mal curve equivalent). In any case, in performing an aggresation using

any unit and weighting procedure, 2an analyst needs primarily to address

* If each of n sampled units, u,, has a weight, W , the effective sample

size is (Z W ) 2/7 Z( w2 ) For the case of equal
i i i i -

weights throughout, this is equal to n; otherwise it is less than n.

133 J




_ o x 127

" the questions of whether the aggregate score means the same thing for
the aggregate group as each }ndividual member's score means for the in-
dividual member and whether a particular score means the same thing for

each&er who might obtain it.

A
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Summary ’
ot .
In this décument, we have attempted’ to answer the question of '"What has

been learned about evaluation methodology from the decade of compensatory
education?" During tgat\decade, tens of millions of dollars-have been spent on
educational evaluation, and partly'because of the political significance of the . ——
"information produced by the studies, substantial efforts have been undertaken
to identify the metfodological problems that can undermine the validity of
evaluation. From the“resulting discussions and contEoversies, which can be_'
expected to continue, the most positive outcome Las been the recognition of the
need for further development of evaluative expertise and the expeunditure of

effort by capable researchers to satisfy that need. The recommendations for -

evaluation methodology made previously in this document and reiterated in this
section are not merely those of the authors, but spther the authors' inter-

.pretations of recommendations made by a large number of researchers in this °

field. Although many of the recommendations remai&‘controversial in 1977, -most,
éa believe, reflect the general consensus among expert evaluators that greater o
efforts must be made to gather less- information more validly.

We deliberately avoided defining "evaluation" explicitly in this document f‘,
because to do so in any useful way wbuld preclude from consideration studies .
that are only tangentialyy evaluative, in this case, of compensatory education.
Rather, we focused on the methedology of information gathering, noting that

the use of information to test rationales for decisions is common motivation 3

i,

for its being gathered and an important determinant of decisions concerning
methods to be used. The issues discussed pertain to four phases of information /

gathering: design, sampling, measurement, and analysis.

Design .

The two design issues discussed did not compare experimental, quasi- |
experimental, and pre—experimental designs at great length, as was adequately ’
done by Campbell and Stanley (1963). They focused instead on two more global
problgns: (L) whether quasi-experimental designs could be feasiblp and what
alternatives to quasi-experimental designs might be appropriate for compen-
satory education evaluation; and (2) whether conditions called for longitudinal
data collection paradigms. The major recommendations made concerning design

are the following.




3

R.co-undation 1. Fnture evaluations of the impact of conpensatory

cducstion should include comparisons of participating children s achievemeit
againlt a priori, or ahsolute, standards of expected achievement as wel. as,
or’ ‘{nstead of, relative comparisons against the performance of statistically
'equated comparison groups.

Recommendation 2. When evaluations mfist provide information based on
comparisons betveen groups, greater effort should be oifde to find wsys of
salecting and assigning students to these groups ‘randomly, so.that the maay ‘
problenJ with statisti'cal equacing can Be avoided. Several methods for id-
creasing the political feesibility of randomizstign vere discussed. Recom-
zendations for proceeding when a relatfVe comparison against a nonequivalent
comparison group 1s mandatory are discussed in the section on analysis:

Recomendation 3. lndividual student achiwen{nt gains ‘should be meas- -
_ ured for intervals of whole years to avoid distortions that occur from testing .

twice in same classroom setting; fall-to-spring gains usually grutly

overestimatp gains observed over whole year periods. - . . 'q, S
) B

Recoumendation 4. Conclusions ‘:ased on pretest-posttest gains shou.l.d not

. be compared’ to published norms without taking into account that the /children .
being assessed are taking the test (inm parallel forms) twice, vhereas the norm
group took the test-only once, and other test administration artifacts.

Recogndation 5. Teachers' retrospective judgment of children' s gains

should be disregarded for the purposes of program eva].uation, howsver. teachers'

observaqions recorded during a treatment period can: be vsluab].e.

Recommendation 6. Long-temm 1ongit:udinal studies, naking use of over-
_lapping cohorts where possible, are necessary. for ultimate impact evaluation
of Title I.

, Recommendation 7. As a corollar):, any evaluations of Title I undertaken
without funding for long-term longitudinal data collection should nevertheless
take inexpensive steps to ensure that th~ data base can later. be used as the
firat stage of a 1ongitudinal study.

These recommendations are made because it is the authore' belief that
they would contribute to the mprovement of the effectivex;ess with wliich
education evaluation funds are spent. That they are not completely novel 1is
evidenced by the fact that the design of the current Sustaining Effects Study

) . IA.')()
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\being carried og£_§x,8ystem Development Corporation for the U.S. Office of
Education ccaforms to them more closely tham did eirlier studies.

g""‘lmz - & A ——r L]
The two issues dealing with selection of projects or other units for
observation that were discussed are substantially less controversial than the
other issuce in this documeut, possibly because of the ease of finding com- -
of ,anpling is quite extensively developed. The 1issiies discussed relace to
the aspects of representativeness and size of samples. The following are the

major recommendations that we believs should be made on these topics.

Rscommendation 8. The use of  uantitatively representative samples

should be limited to instances where the information need is for quantitative
estimates of progr. 1 Jperating characteristics; in other cases, such as testing
hypotheses about relationships, other sampling methods are more efficient.

Recommendation 9. The needs for data analysis should be considered in
deciding upon the primary sampling units, and great cautiox chould be used in
drwwing inferences about units other than the primary sampling unit1. " Although
valid inferences about.student processes can 1 = made when the primary sampling
unit is the classroom, it is also very easy to make invalid inferences in that .

situation. 1“.

Recozmendatioa L. Although there are methods for explicitly deriving

] needed sample sizes from information precision requirements, the ralue of
precision of information for testiag decision ration "es is as yet only vaguely
understood, so-within broad limits the increased costs fqr large samples may
be better spent on more careful study, and therefore more valid information, on

smaller samples. / s

The main theme of these three recommendations is that sampling plans can-
aot be developed independently from other aspects of information gathering.
Greater flexibility in sampling strategies .han has been the custom in compen-

satory education evaluations is called for.

Measuremenc

The discusziun of measurement issues was %}mited to the measurcment of

impadz on children, primarily on their cogniti%e achievement. The validity

EKC | 13y
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‘of measurement has undernone the most severe scrutiny of any of the processes
in evaluations of conpeusatory educarion, possibly because the ways in whick
nlllurc-nnt can distort reality are tore generally understandable than the
ways in which sampling or analysis cua distort reality, or_possibly because
of the fact that different ethnic groups obtain different average scores on
cognitive achievement tests. The three levels of issue concerning measdre-
ment, which provided the structure for that section of the document, are

(1) selection of constructs to measure, (2) choice between norm~referenced
‘and ériterion-referenced teets, and - -(3) selection of measurement units in
which to recurd test j rformance. The major measurement recommendations mnde
are the fcllowing. ’

Recounendation 11. Uatil more is known about the relations between
noncognitive and cognl:ive gains, measures of nore~ nitive gains should be
used only as supplements o measures of cognitive z+ a8 1y the evaluation of

compensatory education impact.

Recommendation 12. Until wore is known about the relations of conponént
skills (e.g., decoding, memory) to overall skills (e.g., veading ability),
measures of the component skills should be used only as supplements tc meas=

ures of overall skills in compensatory education evaluation.

Recommendation 13. Achievement data in compensatory education evaluation

should be interpreted in terms of models of cognitive grovth processes. In
order for this to occur, further research on basir skills i. necessary, and
the results of that research and existing researzh must be adapted for use in

evaluation studies.

Recommendation l4. Norm-referenced tests should not be used in program
evaluation unless the evaluator takes into account the problems in using those
. tests (eight prob”. is are discussed in this document); in any case, using

“published norms as the "comparison group" in a relative cou parison is highly

> questionable.

Recommendatioﬁ 15. Criterion-referenc::d tests skould be seriously con-
sidered for use in pregram evalucion, the most difficult problem to be solved
in their use in large scale evaluations is how to aggregace results related

to different local treatment objectives.

Recommendation 16. Test publishers should be encouraged ir their efforts

13y




133 ’

to provide tests that are both explicitly criterion-referenced and also norm-
referenced-~these attributes do mot ccaflict.

_ Recommendation 17. Achievement test scores should always be corrected
for guessing when used in program evaluation, based on the number of items

each student attempted. This recomnendation is made even though it virtually
eliminates the possibility of evaluation based on comparing scores on published
tests wvith norms tables.

Inconnnndation 18. Because of the greac heterogenei:y of skill levels
asocslcd in compensatory educltion evaluacion, standardized tests sensicive ‘to

.substantially wider ranges of abili:y level should be developed; these may

require branching processes or differential wrong-response scoring in order to
be efficient.

°

Recommendation 19. Especially when analyses are to be done that assume a

nognnl distribution of scores, but also in other cases, scores should be trans-

lated to normalized scores (e.g., normal curve equivalents) as preparation for

- analysis.

Recommendation 20. Multivariate analysis of vectors of proficiency or

mastery scores on sets of componert skills should be given serious consider-

" ation for program evaluation.

Recommendation 21.  Crade-equivalent scores should be avoided.

Analysis

The analytical issues in compensatory education evaluation have drawn the
greatest interest of theoretical methodologists. Dealing with these issues

provides a useful direction for methodological research, which is dlso intel-

lectually intriguing. Although three anslytical issues were discussed in this

‘docuwsnt, by far the major interest hac been in the first--how tp compare the

performance of a priori nonequivalent treatment and control groups so that
differences can be attributed to the treatment. The othér two issues discussed
concern the inference of relations (e.g., between treatment pfocesses and ef-
fectiveness) from correlational data and the aggregation of data across‘higher
level sampling unit:. The major recommendations we make on these three issues
are the following. '

Recoumendation 22. Without resorting to urreliable measures, treatment
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and comparison groups should be se;écted to be as similar as possible, even
vhen they cannot be randomly assigned. )

Racomneﬁdation 23. A comprehensive consideration of potential differ-
ences between treatment and control groups (prior to treatment) should be a
part of evaluation planning and measurements of potential differences between

groups on variables relate to performance should be undertaken.

Recommendation 24. Uncorrected, straightforward analysis of covariance
is a reasonable method for carrying out coﬁpnrisons of nonequivalent groups,
but only if supplemented by subsidiary ana%yses that investigate among cther
things: (1) the reliability of covariates, (2) the residual nonequivalence
after partialing cut the effects of covariates, (3) the functional form of
the regressign function, and (4) the change in conclusions that would result

if any major untestable assumptions were violated.

Récommendation 25. Whenever causal relational inferences are to be made

from quasi-experimental or correlational data, a system model that includes a
chain of events that underlies the relation is required, and measurement of at
least a subset of the {intervening variables is necessary to rule out alter-

native explanations of the correlation.

Recommendation 26. If scores are to be aggregated across different units
" (e.g., districts, atates, or regions), it is essential that tﬁe same measure-
ment unit be used in all cases; if the statistics are n noncomparable units,
summaries of summary statistics cannot he made meaningful by statistical

manipulation. °

Recommendation 27. Information abcut sampling ratios in different strata

must be used in order to obtain uabiased total population estimates using
differential stratum weights.

As mentioned before, tinese recommenrztions range from obvious to
controversial, depending on the reader's viewpoint. Any attempt at synthesis,
which this is, cannot explore the details of any particular issue as thoroughly
as would an investigator who focused his or her efforts on a single {ssue; at
sonie p&int in the not too distaut future, many of the jgsues will be substan-
tially clarified because of the focused efforts of qualified methodologists.

In addition *- the limitation in thoroughness, ‘his document is limited
in breadth in that not all of the methodological issues potentially relevant
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to compensatory education evaluation could be discussed. ' Omissions we feel
most unhnppy about include a discussion of the Bayesian approach to data
analysis, a presentation of quantitative methods for assigning values to

f progran oﬁtcones, an exploration of alternative concepts of basic skills

' developtient, a consideration of the external validity of laboratory experi-
-enti. and a discussion of issues related to program cost estimation. The
issues discussed in this document are, however, the most critical method-
ological issues for T!tle I evaluation, in our opinion. '

. In conclusion, the state of the art in educational evaliation has changed
drinaticill& from the situa .on ten years ago when the TEMFO study (Mosbaek,
1968) set out to test policy rationales by estimating linear regression
coefficients. Much of the effort in that decade has shown the need for
further effort to develop evaluation methodology to a level that researchers
and policymakers will both find pleasing. New compromises must be found where
conflicting values preclude simple solutions (e g., randomized designs). A

. primary purpose of this document has been to suggest a few paths to follow

in searching for those compromises.

111




137

) REFERENCFS

Abalson, W. D., Zigler, E., & De Blasi, C. Effects of a four-year Follow-
Through program on economically disadvantaged children. Jourmal of Edu-

gational Psychology, 1974, 66, 756-771.

Boruch, R. F. On commn contentions about randomized field experiments.
In G. V. Glass (Ed.), Evaluation Studies Review Annual, 1976, I.°

Briggs, P. G. A perspective on change:  The administration of Title I of
the Elementary and Secondary Education Act. Report to DHEW/ASPE under
contract FHE-0S-72-224. Washington, D.C.: The Planar Corporation,

- Getober 1973. - . et . . )
-]

California State Department of Education. iEvaluation Report of ECE, ESEA
Title I, and EDY. Sacramento, Calif.swnCalifornia State Department of
Education, 1976. : : }

Campbeli, D. T., & Boruch, R. F. Making the case for randomized assignment
to treatments by considering the alternatives: Six ways in which quasi-
experimental evaluations in compensatory education tend to underestimate
effects. In C. 4. Bennett & A. A. Lumsdaine (Eds.), Evaluation and Exper-
iment. New York: Academic Press, 1975. -

Campbell, D. T., & Erlebacher, A. E. How regression artifacts in quasi-
experimental evaluations can mistakenly make compensatory education look
harmfui. In J. Helmuth (Ed.), Compensatory education: A national debate.
The disadvantaged child. (Vol. 3}, New York: Brunner/Mazel,1970.

Campbell, D: T., & Stanley, J. C. Experimental and quasi-experimental designs
for research. In N. L. Gage (Ed.), Handbook of research on teaching.
Chicago: Rand McNally, 1963.

Cicirelli’, V. G., et al. The impact of Head Start: An evaluation of the
effects of Head Start on children s cognitive and affective development.
Contract #689-4536 between Westinghouse Leaming Corporation70hio Univer-
sity and Office of Economic Opportunity. Washington, D.C.: Office of
Economic Opportunity, 1969.

Cochran, W. G. Sampling techniques (2nd edition). New York: Wiley, 1963.

Coheh, D. D., & Garet, M. S. Reforming educational policy with applied
research. Harvard Educational Review, February 1975, 45(1), 17-43.

Coles, G. J., & Chalupsky, A. B. Innovative school environments and student
outcomes. Final Report, Project LONGSTEP, Vol. I (AIR-21400-9/76-FR-11).
Palo Alto, Calif.: American Institutes, for Research, September 1976.

Conner, R. F. Selecting a control group: An analysis of the .randomization™
process in twelve social reform programs. Evaluation Quarterly, May
1977, I( 195-244.

1142




138

Coulson, J. C., Ozenne, D. G., Bradford, C., Doherty, W. J., Duck, G. A.,
Hemenway, J. A., & Van Gelder, N. C. Emergency School Aid Act national
evaluation: The second year of Emergency School Aid Act (ESAA) implemen—
tation. (TM-5236/009/0005). Santa Monica, Calif.: System Development
Corporation, 1976. ’ , '

Dienemann, P. F., Flyan, D. L., & Al-Salam, N. An evaluation of the cost-
effectiveness of alternative compensatory reading programs.: Volume 1:
Cqst analysis. (UR-231) Bethesda, MD: RMC Research Corporation, 1974.

Dyer, H. S., Liom, R. L., & Patton, M. J. A comparison of four methods of
obtaining discrepancy measures based on observed and predicted school
syetem means on achievement tests. American Educational Research Journal,
1969, 6, 591-605. . ‘

Eddington, A. The philosophy of physical science. Ann Abbor, Mich.: Ann
Arbor Paperbacks, University ~f Michigan Press, 1958.

Edwards, W., Guttentag, M., & Snapper, K. A decision-theoretic approach to
evaluation research. In E. L. Struening & M. Guttentag (Eds.), Handbook
of Evaluation Research, Volume I. Beverly Hills, Calif.: Sage Publica-
tions, 1275. :

Evans, J. W., & Schiller, J. How preoccupation with poesible regression arti-
facts can lead to 2 faulty strategy for the evaluation of social action
programs: A reply to Campbell and Erlebacher. In J. Helmuth (Ed.),
Compensatory education education: A natiopal debate. Volume 3, The dis-
advantaged child. New York: Brunner/Mazgd, 1970.

1

Flanagan, J. C. Units, scores, and norms. In E. F. Lindquist (Ed.), Educa-
tional measurement. Washington: American Counci%JOn Education, 1951.

Floden, R. E., & Weiner, S. S. Rationality to ritv @ The multiple roles
of evaluation in governmental processes. Occasional paper of the Stanford
Evalvation Consortium. Stanford, calif.: Stanford University, 1976.

Gamel. N. N., Tallmadge, G. K., Wood, C. T., & Binkley, J. L. State ESEA
Title I reports: Review and analysis of past reports, and development of
a model reporting system aad format. (UR-294) Mountain View, Calif.:
BRMC Research _orporation, October 1975.

General Accounting Office (GAO). - Report to the Congress by the, Comptroller
General of the United States: Assessment of reading activities funded
under the federal program for educationally. deprived children. Washington,
D.C.: U.S. Department of Health, Education and Welfare,.Office of Educa-

tion, 1975. ) . &
{

Glaser, R., & Nitko, A. J. Measurement in learning and inmstruction. In R. L.
Thorndike (Ed.), Educational measurement (2nd edition). Washington, D.C.:
American Council on Education, 1971.

-

b—a
redn
-~




e

139 2

Glass, G. V. Datz analysis of the 1968-69 survey of compensatory education
(Title I). Final Report. Boulder, Colorado: University of Colorado,
Laboratory of Educational Research, August 1970.

Glass, G. V., Peckham, P. D., & Sanders, J. R. Consequences of failure to
meet assumptions underlying the analysis of variance and covariance.
Review of Educational Research, 1972, 42(3), 237-288.

e

Gordon, E. W., & Koutrelakos, J. Utilizing available information from compen-
satory education and surveys. Final Report. New York: Teaching and
Learning Research Corporation, June 1971. (ERIC Document Reproduction
Service No. ED 055 664) !/

1

v

Hansen, M. H., Hurwitz, W. N., & Madow, W. G. Sample survey methods and
.theery. . New York:. Wiley, 1953..

Horst, D. P. Analysis of school mlojects for the development of project infor-

mation packages (PIPs). Paper presented at the annual meeting of the
American Educational Research Association, New York, April 1977.

Horst, D. P., Tallmadge, G. K., & Wood, C. T. A practical guide to measuring

project impact on student achievement. (017=080-01460) Washington, D.C.:
U.S. Government Printing Office, 1975.

4
L]

Kaskowitz, D. H., & Norwood, C.”R. A study of th: norm-refereiced procedure
for evaluating project effectiveness.as applied in the evaluation of:
project information packages. Research memorandum for U.S. Office of Edu-
cation, Office of Planning, Budgeting, and Evaluation, Contract #HOEC~0-74-
9256; SRI Project URU~2?556. Menlo Park, Calif.: ¢tanford Researcb;lnsti—
tute, January 1977. )

Kenny, D. A. A quasi-experimental approach to assessing treatment effects
in the nonejuivalent ,control group design. Psychological Bulletin, 1975,
82(3), 345-362.

* Kosecoff, J., & Fink, A. The feasibility of us. g criterion-referenced\tests.
In Study of the sustaining effects of compensatory =ducation on hasic
skills: Measures of student growth for the Sustaining Effects Study.
TM-5693/003/00. Santa Monica, Calif.: System Development Corperation, 1976.

Lord, -F. M. Large-scale covariance analysis when the control variable is
fallible. Journal of the American Statistical Association, 1960, QF,
307-321. .

Marston, P. T., & Borich, G. D. Analysis of covariance: Is it the appro-
priate model tosstudy,change? Austin, Texas: University of Texas at
Austin, Research and Development Center for Teacher Education, 1977.

McLaughlin, D. H. Title I, 1965-1975: A synthesis of the findings of
federal studies. Final Report to NIE.under contract #400-76-0129. .
Yalo Alto, Calif.: American Institutes for Research, 1977.




140

" McDaughlin, ¥. Evaluation and reform: The Elementary and Secondary Education
Act of 1965, Title I. Cambridge, Mass.: Bzliinger, 1975.
\ .

McLaughlin, M., et g;?’&he effects of Title I, ESEA: An exploratory study.
Catgfidge, Mass.: Center for Educational Policy Research, Harvard Univer-
aity, 1971. (ERIC Document Reproduction Service No. ED 073 216)

Mosbaek,\E. 8., et al. Analysis of compensatory education in five Scﬁool
districts: Summary. Santa Barbara, Calif.: TEMPO, General Electric
Company, 1965 (mimeo). . .

]

National C\nter for Education Statisdtics (NCES). Federally aided prggffgg
operated by local education agencies for elementary and secondary schools:
Nationall estimates of i1 participation, staff, and expenditures,” 1972.
(NCES 75-303) Washington, D.C.: U.S. Government Printing 2ffice, May
1975, - -~ - -~ - - : <o . - - : :

B

Nat ional Center for Education Statistics (NCES). Pupil participation, gstaff-
ing, ard expenditures in federally aided programs operated by school
districts, 1973. (NCES 76-300) Washington, D.C.: U.S. Government Print-
ing Office, 1976. ‘ ’

’ -

National Institute of Education (NIE). Evaluat;gg;gompénsatory education.
Tnterim Report. Washington, D.C.: U.S. Department of Health, Education,
and Welfare, National Institute of Education, December 1976.

<

National Opinion Research Center (NORC). ' Southern schools: An evaluation of
the effects of the Emergency School Assistance Program and of school
desegregation, Volume I. (NORC Report No. 124A) Chicago:’ University
of:Chicago, National Opinion Research Center, October 1973.

)

Pelavin, S. H., & David, J. Evaluating long term achievement: An. analysis
of longitudinal data from compengatory education programs. (EPRC 4537-15)
Menlo Park, Calif.: Stanford Research Institute, Educational Policy
Research Center, March 1977.

a

S

Porter, A. C. The effects of using failible var}ables in the analysis of
covariance. Unpublished doctoral dissertation, University of Wisconsin,
1967. (University Microfilms No. 67-12, 147) .

]
Porter, A. C., & Chibucos, T. R. Selecting analysis dtrategies. In G. D.
Borich (Ed.), Evaluating-educatiopal programs and products. Englewood
Cliffs, N.J.: EducatioPaI Technology Publications, 1974.

Raj, D. Sampling theory. New York: McGraw-Hill, 1968.

Reichardt, C. S. The statistical analysis of dqta from the nonequivalent
control group design. In M. D. Dunnette (Ed.), Handbook of industrial ’
and organizational psyc¢hology. Chicago: Rand McNally, 1976.

.Rubin, D. B. Matchiﬁé to remove bias in observation studies. Biometrics, '
1973, 29, 159-183. (Correction note 30, p. 728)




141

N

Rubin, D. B. Multivariate matc@ing methods that are equal percent bias
reducing. I: Some examples. Biometrics, 1976, 32, 109-120. (Correction .
note,* p. 955) [a]

Rubin, D. B. Multivariate matching methods that are equal percent bias
reducing. II: Maximums on.bias reduction for fixed sample sizes.
Biometrics, 1976, 32, 121-132. (Correction note p. 955) [b]

Rubin, D. B. Assignment to treatment group on the basis of a covifiate.
Journal of Educational Statistics, March 1977, 2(1), 1-26.

Ryan, S. (Ed.) A report on longitudinal evaluations of preschool programs.
Volume 1: Longitudinal evaluations. Washington, D.C.: Department of
Health, Education, and Welfare, Publicatiom No. (OHD) 74-24, 1974,

rd v

" §t. Pierre, K. G., & Ladner; R. ‘Currecting covariates for unreliability:
Does.it lead to differences in an evaluator's conclusions? Paper presented
,at the annual meeting of the American Fducational Researchh Association,

New York, April 1977.

Scriven, M. The methodology of evaluation. In Tyler, R. W., Gagné, R., &
Scriven, M. (Eds.), Perspectives on curriculum evaluation. AERA Mono~
graph Series on Curriculum Evaluation, No. 1. Skokie, Illinois: Rand
McNally, 1967. v

Scriven, M. Evaluation bias and its control! 1In G. V. Glass (Ed.), Evalu-
‘ation Studies Review Annual, 1976, I, 119-139.

Seitz, V. Long-term effects ui early intervention: The New Haven Project.
Paper presented at the annual ~eeting of the American Association for
the Advancement of Science, Denver, Colorado, February 23, 1977.

A

Shavelson, R. J., Hubner, J. J., & Stanton, G. C. Self-concept: Validation
of construct interpretations. Review of Educational Research, 1976, ﬁ§ﬂ3),°
407-441. - \ ~

Shaycoft, M. F. A guide to the development, evaluation, and use of criterion-
referenced tests. . (AIR-50700-8/76-FR) Palo Alto, Calif.: American
Institutes for Research, 1976. .

Sherwood, C. D., Morris, J. N., & Sherwood, S. A multivariate, nonrandomized
matching technique for studying the impact of social interventions. 1In
E. L. Struening & M Guttentag (Eds.), Handbook of evaluation research,
Volume 1. Beverly Hills, Calif.: Sage Publications, 1975.

Spady, W. G. Competency-based education: A bandwagon in search of a defi-
nition. [Educational Researcher, 1977, 6(1), 9-14.

Stake, R. E. The countenance of educational evaluation. Teachers College °*-
Record, 1967, 68, 523-540.

Stearns, M. S. Evaluation of the field test of Project Information Packages.
Volume I, Summary Report. Menlo Park, Calif.: Stanford Research Insti-
tute, 1977. . -

146

)/




. i} 142

Struening, E. L., & Guttentag, M. (Eds.). Handbook of evaluation research,
Volume 1. Beverly Hills, Calif.: Sage Publicatioms, 1975.

Stufflebeam, D. L., Foley, W. J., Gephart, W. J., Guba, E. G., Hammond, R. L.,
Merriman, H. 0., & Provus, M. M. Educational evaluation and decision
making. Bloomington, Indiana: Phi Delta Kapra, 1971.

System Development Corporatiom. Policy questions addressed by the Sustaining
Bffects Study. (TM-5693/002/00) Santa Monica, Calif.: Systems Develop-
ment Corporation, September 1976. -

Tallmadge, G. K. An analysis of the relationship between reading and mathe-
magics achievement gains and per-pupil expenditures in California Title 1

projects, fiscal year 1972. Final Report, Contract No. OEC-0-72-5179.
Palo Alto, Calif.: American Institutes for Research, 1973.

Thomas, T. C., § Pelgvin, S. H.- Patterns in.ESEA Titie. I .reading achievement.
(4537-12) Menlo Park, Calif.: Stanford Research Institute, March 1976.

Thorndike, R. L. Regression fallacies in the matched groups experiment.
Psychometrika, 1942, 7, 85-102.

L]
' Trismen, D. A., Waller, M. I., & Wilder, G. A descriptive and analytic studi
\\ of compensatory reading programs. Final Report, Volume 1. (PR 75-26)
- Princeton, N.J.: Educationmal Testing Service, December 1975. ’

\\ U.S. Office of Education (USOE). Statistical report, fiscal year 1968: A
report on the third yesr of Title 1 Elementary and Secondary Education

Y, Act of 1965. U.S. Office of Education, 1970.

\

U.S. Office of Education (USOE). A study of compensatory reading proerams:
Technical summary. Washington, D.C.: U.S. Department of Health, Educationm,
and Welfare, Cffice of Education, Office of Planning, Budgeting, and Eval-
uation, Elementary and Sggpndary Programg-Division; 1976.

Wargo, M. J., Campeau, P. L., 5 Tallmadge, G. K. Further examination of
exemplary programs for educ:ting disadvantaged children. Final Report.
Palo Alto, Calif.: American Institutes for Research, July 1971.

-

Wargo, M. J., & Green, D. R. Achievement testing of disadvantaged and ﬁinority
students for educational program evaluation. Monterey, Calif.: California
Test Bureau/McGraw-Hill, 1977 (ih press).

Wargo, M. J., Tallmadge, G. K., Michaels, D. D., Lipe, D., & Morris, S. J.
ESEA Title I: A reapalysic and synthesis of evaluation data from fiscal
year 1965 through 1971. Palo Alto, Calif.: American Institutes for
Research, 1972. )

{

Werts, C. E., & Lim, R. L. A general linear model feor studying growth.
Psychological Bulletin, 1970, 73, 17-22.

Williams, J. P. Learning to read: A review of theories and models. Reading
Research Quarterly, 1973, 8(2), 121-146.

c f




143

Winer, B. J. Statistical principles in experimental design. New York:
McGraw-Hi11l, 196°. K .

Wood, C. T., Cannara, A. B., Fagan, B. M., & Tallmadge, G. K. Further docu-
mentation of state ESEA Title I reporting models and their technigal )
. assistance requirements, Phase I (Part Two). Mountain View, Calif.:
BMC Reseaxch Corporation, August 1976.

Zimiles, H. Has evaluation failed compensatory education? In J. Helmuth .
(Ed.), Compensatory education: A national debate. Volume 3, The disad- .
vantaged child. New York: Brunner/Mazel; 1970.

[y




Absolute comparisons, 22-23, 36-44 . for nonresponse, 6l

Achievement tests, 69-81 for unreliability, 105
Aggregation, 122-127 Correlation ) /
and measurement units, 123-125 and causal inference, 120-121
and weighting, 125—126- . between pretest and posttest, 49
Analysis, 91-127 Cost . ‘
Analysis of covariance, 96-112 of evaluation, 26, 39-40, 66-67
assumptions, 96 of treatments, 113-121
.formulas, 98-99 Criterion-referenced tests, 23, 75,

. 80-81

covariate reliability, 105 e
‘ definitions, 75, 80

Attitude measures, 71-72
: , problems, 80-81 * S

Bias Critical mass, 118-119 "

nonresponse, 60-62 .
test, 75-81 Decisions, in Title I, 2-11 .
) and information needs, %, 10-11 ’
Ceiling effects, 107-110 and rationales, 5-9 N
Design, 19-51 -
Differential growth, 32, 107, 120
Differential reliability,” 78-79, 107

Differential sampling ratios, 125-126

- Cluster sampling, 54, 58-60
Comparison j
absolute, 22-23, 36-44

group, nonequivalent, 25,
30-34, 93-112 ,
_ relative, 22-23, 25-36 Educational significance, 38-39, 63-65

Compenéatory Reading Study, 10, External validity, 56-62

25, 29, 33, 50, 54, 59, 61,

69, 71, 72, 100, 108, 110, - v

123, 124 - " Floor effects, 33, 107-Ilqb
Component skills, 71-74, 178,

80-81 — Gain
Constructs to be measured, 71-74 {n absolute comparisons, 36-38,
Control group (see Randomized) ‘ 42-43

equivalert, threats to score analysis, 93-96

val?dity Off 29-30 - score analysis, residual, 97

Correction - Grade-equivalent scores, 26, 82-86, 89

for differential sampling Grouping feedback, 110

ratios, 125-126
Growth, 35

for guessing, 82-83, 87

- 119




o

Index, continued (:: JAY

: ’ .

Growth (continued)

" -differeatial, 32, 107, 120

scale scores, 83, 88

Guesaing and test performance, 79,
82-83, 87

Information gathering, four phases,
4, 14-16

‘Information weeds, 4, 10-11, 21,-
L 49, 56-58

N

Jud%ments! teacher, 46, 64

Longitudinal designs, 45—51
and information néeds, 45
‘and use of norms, 46, 77
and summer loss, 47 ‘,
costs, 49-50 .

_vs. cross-sectional designs,

46-47, 48-50

vs. retrBSpective designg,
| 45-46

i

v

< >

Matching, 31, 94-95, 111
Measurement, 69-89

75-81

of constructs, 71-74
units, 82-89

Minimum proficienEy levels,
36-41, 118-120

"Model C," 102-103, 108, ill

instruments,

r
Nonequivalent groups, 25, 30-34
Nonresponse bias, 60-62
Norm-group, 26, 34-36 76-80

in absolute comparigons, 41-42

145

Norm-referenced test, 75-80 k\\‘“
*definitions, 75,'76 )
\ problems, 76--80
Normal curve equivalents (NCEs), 83
Normai distribution, 39
i ﬁormg@ized standard scores, 83, 87-88

®

ObserQEEIon units, 58-60
Parcentile. scoree, 35, .83, 84. . .

froeess identification|of
effectiveness of, 1 -121

Quasi-experimental dédigns, 21

Random sampling, 54-55
gandemized eontrol-group
advantages, 30-34
methods for oltaining, 27-29
trests to val*u;fy, 29-36a
Reading, 40, 72-73
. Recommendations, 130-134
Regression)to the mean, 31-32, 105
Relatiye eomparfsons, 22-23, 25-36
Reliability
correction in ANOCOVA, 105
' differential, 78-79, 107 .
Residual gain score analysis, 97
Sampling, 53-67
cluster, 54, 58-60
formal, 53 “
informal, 53
multistage, 54

orthogonal, need for, 57 - '

D () .




146

Index, coatinued

rue

Sampling (continued) Values, 13
random, 5&-55 \
' representative, 56-62 Weighting, in aggregation, 125-126

size of, 62-67 .
stratified, 54, 61

witb probability proportional
to size, 55

witih : eplacement, 54

without replacement, 54
Services, effectiveness of, 117-121
Summer loss uifects, 47, 85
Systemic questions, 12-14, 47

program assumwptions, .2

program objectives, 12, 47

values 0. outcomes, 13

t-test, 20, 64
Tests
criterion-referenced
. sfinitions, 75
rroblems, 8C -81
norm-:eferenced
definitions, 75, 76
‘problems, 76-80
Treatments, in fitle I, 22

Units, measurement
avd aggregaction, 123-125

attributes of, 82-89

Tasddity

needs for, 27
threate -~ 29-30, 31-34




