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ALGEBRAIC STRUCTURES

1. Introduction.

During our study of mathematics, we use several number systems: the natural numbers, the integers, the rational numbers, the real numbers and the complex numbers. In each of these systems our concern is with the following:

1. **Objects on elements**: numbers;
2. **Two operations**: addition and multiplication;
3. **Laws satisfied by these operations**, such as the commutative and associative laws of addition and multiplication and the distributive law.

If we stop and reflect for a moment, we see that many of the algebraic computations which we carry out are independent of the nature of the numbers with which we are operating and depend solely on the fact that the operations in question are subject to laws respected in each system. Thus, for example, we consider the identity

\[ a^2 - b^2 = (a + b)(a - b) \]

and think of this assertion as applying to \(a\) and \(b\) taken as:

1. integers,
2. rational numbers,
3. real numbers,
4. complex numbers.

We see that, if we established the identity \(1a\) at the earliest stage for integers and observed:

1. that the verification depended only on the distributive law, the associative laws and commutative laws and properties of the additive-inverses and
2. that each of the laws and properties invoked were in force for the complex number system,

then it would be unnecessary to repeat the verification for the case where \(a\) and \(b\) are complex numbers.

Without such laws algebraic computation as we know it would cease to exist. The whole source of rules for algebraic computation is to be found in these laws.
We can, if we like, seek to abstract what is algebraically essential and common to several specific number systems and develop algebraic results which hold for each of these systems without having to repeat our work in each special case. This approach is of great importance in many parts of modern mathematics, especially in modern higher algebra which is sometimes called abstract algebra.

What is the nature of the fundamental algebraic operations that we have met? Let us take the addition of real numbers. We are given real numbers, say $a$ and $b$, in order, or, if we like, the ordered pair $(a, b)$. The operation of addition assigns to the ordered pair $(a, b)$ a unique real number which we designate $a + b$. The words "assigns" and "unique" give the secret away. The operation of addition (of real numbers) is a function defined for each ordered pair of real numbers which assigns to each such ordered pair $(a, b)$ of real numbers a real number, the sum $a + b$. It should be observed that while most of the functions which you have met assigned real numbers to real numbers, the function concept is an extremely general one and we may certainly consider a function $f$ which assigns to each element $a$ of a given class $A$ a unique element (labelled $f(a)$) of a given class $B$. In the example of addition of real numbers, the class $A$ is the set of ordered pairs of real numbers and the class $B$ is the set of real numbers itself. There is a point concerning notation that should be made. Instead of writing the real number associated with the ordered pair $(a, b)$ in function notation, say $S(a, b)$, where $S$ (standing for "sum") is the function just described, we use the usual notation and write $a + b$.

2. Internal Operation:

Let us try to abstract what is algebraically essential in the example of addition of real numbers. Suppose that $A$ is an arbitrary non-empty set of elements, the nature of which need not concern us. Suppose further that there is given a function which is defined for the ordered pairs $(a, b)$, where $a \in A$ and $b \in A$, which assigns to each such ordered pair a member of $A$. Such a function is called an internal operation in $A$. (It is called "internal" because the components $a$ and $b$ of the input $(a, b)$ are drawn from $A$ and the output assigned by the function is also a member of $A$. Hence, the operation in question does not involve data taken outside of $A$.)

* See SMSG publication entitled FUNCTIONS.
There is also a notion of an external operation and, indeed, an example is to be found in the algebra of vectors when one considers real multiples of a given vector so that input is an ordered pair of the form (real number, vector) and output is a vector. Here we go outside the domain of vectors to specify the input — hence "external."

In this chapter, however, we shall consider only internal operations and, for that reason we shall henceforth simply say "operation" rather than "internal operation." As it is customary, we shall usually denote an operation by a multiplication sign and the element assigned to the ordered pair (a,b) by \( a \cdot b \) when we are concerned with a single operation. We shall also write "\( ab \)" for "\( a \cdot b \)" when there is no doubt about the meaning. We shall have occasion later to deal with two operations and then we shall usually use \( + \) and \( \cdot \) to denote the two operations.

If we are concerned with a finite set \( A \), we may specify with the aid of a multiplication table how a given operation acts in the same way that we listed the sum and product of certain important pairs of natural numbers with the aid of addition and multiplication tables in elementary arithmetic. The procedure is to use a square table marking rows by the elements of the set \( A \) and columns by the elements of the set \( A \). The row markings are indicated at the left of the body of the table and the column markings are indicated above the body of the table. Given \( a, b \in A \), in the space in the body of the table belonging to the row marked "\( a \)" and the column marked "\( b \)" we record the element associated with \( (a,b) \) by the operation.

Here is a simple example: Let \( A = \{0,1\} \), and let \( \cdot \) denote conventional multiplication in the real number system. Then the operation \( \cdot \) may be tabulated as follows:

\[
\begin{array}{c|cc}
  & 0 & 1 \\
\hline
0 & 0 & 0 \\
1 & 0 & 1 \\
\end{array}
\]

Suppose that we consider a set \( A \) consisting of two distinct elements \( a \) and \( b \) and we ask in how many ways can we specify an operation in \( A \). This amounts to constructing in all possible ways two-by-two square tables in each space of which is recorded an element of \( A \). Here are some:

\[
\begin{array}{c|cc}
  & a & b \\
\hline
a & a & a \\
b & a & b \\
\end{array}, \quad \begin{array}{c|cc}
  & a & b \\
\hline
a & a & a \\
b & b & b \\
\end{array}, \quad \begin{array}{c|cc}
  & a & b \\
\hline
a & a & a \\
b & a & b \\
\end{array}, \quad \begin{array}{c|cc}
  & a & b \\
\hline
a & a & b \\
b & b & a \\
\end{array}
\]

There are 16 such operations in \( A \).
Exercises 2

1. List the remaining 12 operations in $A$.

2. Let $A = \{1, i, -1, -i\}$ and let $\cdot$ denote conventional multiplication for complex numbers. Show that $\cdot$ is an operation in $A$ and construct the table for $A$.

It is of interest to note that, if $A$ is a finite set containing $n$ elements, then there are $n^2$ distinct operations in $A$. (For $n = 2$, we have $2^4 = 16$ distinct operations in $A$; for $n = 3$, we have $3^6 = 19,683$ distinct operations in $A$.)

We shall be interested in studying the composite object consisting of a non-empty set $A$ and one or two operations in $A$. Precisely, the term "composite object" is to be taken here to mean either an ordered pair of the form $(A, \cdot)$ where $\cdot$ is an operation in $A$ or an ordered triple of the form $(A, +, \cdot)$ where $+$ and $\cdot$ are operations in $A$. Such a composite object is called an algebraic structure with one operation (or two operations respectively). An example of a structure with one operation is given by taking $A$ as the set of integers and $\cdot$ as the customary addition. An example of a structure with two operations is given by taking $A$ as the set of real numbers and $+$ and $\cdot$ respectively as the customary addition and multiplication for the reals. Another example of a structure with two operations is given by taking $A$ as the set of real numbers, $+$ as the customary multiplication and $\cdot$ as the customary addition for the real numbers.

Now it turns out that the interesting structures are those which are subject to various laws. We saw that the number systems which we studied earlier were structures with two operations which respected such laws, as the commutative laws, the associative laws, and the distributive law. If we wished to take into account structures which are not subject to any restrictions or laws, we would be faced with many different kinds of structures having very few properties in common. We could not hope to find interesting results which would be valid for all structures with a given set $A$ and with a given number of operations.

On occasion, instead of referring to the structure "$(A, \cdot)\)" or "$(A, +, \cdot)\)" we shall use the less formal "$A$ together with the operation $\cdot$" or "$A$ together with the operations $+$ and $\cdot$" respectively, as well as "$A$ and the operation $\cdot$", etc.
We shall concentrate on two important structures which permeate elementary algebra -- the **group** and the **field**. Our interest will center principally on the notion of a **field** which embraces three of the important number systems which we have met so far -- the systems of the rational numbers, the real numbers, and the complex numbers.

3. **Group.**

Suppose that we consider a structure with one operation \((A, \cdot)\). One example which we cited above, where \(A\) is the set of integers and \(\cdot\) is the customary addition, has the following two properties:

1. **The associative law for addition is satisfied.**
2. Given integers \(a\) and \(b\), there exists a unique integer \(x\) satisfying \(a \cdot x = b\) and there exists a unique integer \(y\) satisfying \(y \cdot a = b\).

(We ignore deliberately the question of the equality of \(x\) and \(y\) for a reason which will become clear presently.) If we ask for structures with one operation which have these listed properties and this special structure, we are led to the very important structures with one operation called **groups**. They appear throughout mathematics in many different guises. The study of groups as such is an instance of algebra at its most abstract.

Specifically \((A, \cdot)\) is said to be a **group** provided that the following two conditions are satisfied:

**G 1.** The operation \(\cdot\) is associative. That is, given elements \(a, b, c \in A\), we have

\[(a \cdot b) \cdot c = a \cdot (b \cdot c)\]

**G 2.** Given elements \(a, b \in A\), each of the equations

\[a \cdot x = b\]

and

\[y \cdot a = b\]

has a unique solution in \(A\).

It is to be observed that we have not required that the operation \(\cdot\) be commutative. In fact, we shall meet examples where \(\cdot\) does not satisfy the commutative law which asserts that \(a \cdot b = b \cdot a\) for all \(a, b \in A\). This is why it was important in defining the notion of operation to have as our input an ordered pair of elements of \(A\). The order in which the components are assigned may very well be essential. If the operation \(\cdot\) satisfies the
commutative law, the group is called **commutative** or, as is more usual, abelian, in honor of the great Norwegian mathematician N. H. Abel (1802-1829) who did pioneer work in the theory of groups.

Let us consider some examples of groups drawn from our earlier experience. In these examples the operations are the standard ones of the number systems so that the groups in question are necessarily abelian. We shall consider an example of a non-abelian group later (Section 5).

**Example 1.** $A =$ set of integers; the operation $+$ is the conventional addition. The second postulate states that the equation $a + x = b$, where $a$ and $b$ are integers, has a unique integral solution.

**Example 2.** $A =$ set of real numbers different from zero; $\times$ is the conventional multiplication.

**Example 3.** $A =$ set of vectors in 3-space; $+$ is the usual addition of vectors.

**Exercises 3**

1. Verify that each of the cited examples satisfies the group postulates G.1. and G.2. Show that the following are also examples of groups:

   **Example 4.** $A$ is the set of $n$th roots of 1, where $n$ is a positive integer, and $\times$ is the conventional multiplication for complex numbers. Here it is to be observed that $A$ has just $n$ elements.

   **Example 5.** $A$ is the set of positive rational numbers; $\times$ is the conventional multiplication.

2. In what way does the following fail to yield an example of a group:

   $A =$ set of all complex numbers and $\times$ is the conventional multiplication?

3. Let $A$ denote the set of real numbers of the form $a + b\sqrt{2}$ where $a$ and $b$ are integers and let $+$ be the conventional addition. Verify that $+$ is an operation in $A$ and that the group postulates are satisfied.

4. Let $A$ denote the set of real numbers different from zero of the form $a + b\sqrt{2}$ where $a$ and $b$ are rational and let $\times$ be the conventional multiplication. Verify that $\times$ is an operation in $A$ and that the group postulates are satisfied.

Earlier work with number systems may have convinced you that an important role was played by the notions of additive identity, additive inverse, multiplicative identity, multiplicative inverse. The counterparts of these notions appear in general group theory as we shall now see. Bear in mind that the commutative law need not be in effect for an arbitrary group!

Identity element. Here we ask whether there is an element $e$ in $A$ which has the property that $a \cdot e = e \cdot a = a$ for all elements $a \in A$. In each of the cited examples of Section 3 there is precisely one element with this property. Thus in Example 1, the integer 0 is the unique element having the stated property; in Example 2, it is 1; in Example 3, it is the zero vector $(0,0,0)$; in Example 4, it is 1; in Example 5, it is 1. We now turn to the situation for an arbitrary group and a proof of the following theorem:

Theorem 4a. Given the group consisting of the set $A$ and operation $\cdot$, there is a unique element $e$ of $A$ which satisfies the following condition:

$$a \cdot e = e \cdot a = a$$

for all $a \in A$.

The element $e$ is called the identity element of the group.

Proof of Theorem 4a: We fix an element $b \in A$. That there is at most one element $e$ having the stated property follows from the fact that $e$ is a solution of the equation $b \cdot x = b$ which has precisely one solution.

Now, let $c$ denote the solution of $b \cdot x = b$ and let us verify that $a \cdot e = a$ for all $a \in A$. Given $a \in A$, let $c$ satisfy $c \cdot b = a$.

That is, $c$ is the unique solution of $y \cdot b = a$. Our reason for introducing $c$ is that, if we write $a \cdot c$ as $c \cdot b$, we are in a position to relate the product $a \cdot e$ (which we should like to show is equal to $a$) to the product $b \cdot e$ about which we have information. Specifically,

$$a \cdot e = (c \cdot b) \cdot e = c \cdot (b \cdot e) = c \cdot b = a.$$

The proof of the theorem will be complete when we show that we also have $e \cdot a = a$ for all $a \in A$. Given $a \in A$, let $d$ denote the unique solution of the equation $y \cdot a = a$. In order to relate $d$ and $e$, we introduce...
If the unique solution of the equation $a \cdot x = e$ (thereby linking the elements $a$ and $e$), from $d \cdot a = a$ and $a \cdot f = e$, we have

$$(d \cdot a) \cdot f = a \cdot f = e.$$ 

From the associative law and $a \cdot f = e$, we have,

$$(d \cdot a) \cdot f = d \cdot (a \cdot f) = d \cdot e.$$ 

Taken together these equalities yield

$$d \cdot e = e.$$ 

Now $e$ satisfies the equation $y \cdot e = e$. (Recall that $a \cdot e = a$ for all $a$ in $A$, in particular for $a = e$. This yields $e \cdot e = e$.) Since $e$ and $d$ both satisfy the equation $y \cdot e = e$ and since this equation has a unique solution, $e = d$. Hence on taking account of the relation $d \cdot a = a$, we have $e \cdot a = a$. The proof of the theorem is now complete.

The notation "$e$" will be reserved for the identity element.

**Inverse element.** Given $a \in A$, let us consider the two equations

$$a \cdot x = e$$

and

$$y \cdot a = e.$$ 

Since we do not have the commutative law at our disposal, it is not obvious that the solutions $x$ and $y$ of these respective equations are equal. Let us see whether it is true, in spite of the non-availability of the commutative law, that $x = y$. Let us multiply each side of $a \cdot x = e$ on the left by $y$. We obtain

$$y \cdot (a \cdot x) = y \cdot e.$$ 

Using the associative law and the basic property of the identity, we obtain

$$(y \cdot a) \cdot x = y.$$ 

Hence

$$e \cdot x = y.$$ 

Since

$$e \cdot x = x,$$ 

we conclude that $x = y$. The common solution of $a \cdot x = e$ and $y \cdot a = e$ is called simply the inverse of $a$. It is denoted $a^{-1}$. 
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Exercises 4

1. Determine the inverse element of an arbitrary element for each of the groups examined in Section 3. The answer is to be stated in terms of the special interpretation of a group given by the example. Thus in Example 1, the answer is "the inverse of a is -a."

2. Show that \( a^{-1} \cdot b \) is the solution of \( a \cdot x = b \), and that \( b \cdot a^{-1} \) is the solution of \( y \cdot a = b \).

3. Which of the multiplication tables considered in Section 2 satisfy the group requirements? In case of failure, state the reason. In the case(s) where a group is specified, exhibit the identity element and the inverse of each element.

4. Let \( A \) denote a non-empty set, and \( \cdot \) an operation in \( A \). Show that there is at most one element \( e \in A \) such that \( a \cdot e = e \) and \( e \cdot a = a \) for all \( a \in A \).

5. Let \( A \) denote a non-empty set, and \( \cdot \) an operation in \( A \). Suppose that \( \cdot \) satisfies the associative law. Suppose that there exists an element \( e \in A \) such that \( a \cdot e = e \cdot a = a \) for all \( a \in A \). (The element \( e \) is unique by Exercise 4.) Suppose that for each \( a \in A \), there exists \( x \in A \) such that \( a \cdot x = e \) and that there exists \( y \in A \) such that \( y \cdot a = e \). Show that \( A \) together with \( \cdot \) is a group. Hint: With \( x \) satisfying \( a \cdot x = e \) and \( y \) satisfying \( y \cdot a = e \), show that \( a \cdot z = b \) is satisfied by \( x \cdot b \), and, by multiplying each side by \( y \), that the only possible solution is \( y \cdot b \). Hence conclude that there is precisely one solution. Treat the remaining case similarly.

6. Construct multiplication tables for operations in a set \( A \) of three elements so that the group postulates \( G1 \) and \( G2 \) are satisfied. Hint: We may assume that one of the elements is \( e \), the identity, and we may call one of the remaining elements \( a \) and the other \( b \). The construction of a multiplication table can be carried out in only one way when account is taken of the nature of the identity element and the group postulates.

5. An Example of a Non-Abelian Group.

It is not hard to give an example of a group which is not abelian by means of a specifically constructed multiplication table. However, there is greater interest in constructing an example which is meaningful in terms of our earlier experience and which at the same time is important in terms of our future study of mathematics. The elements which we consider are the non-
constant linear functions; that is, the functions $f$ defined for all real
table numbers by the formulas of the form

$$f(x) = ax + \beta,$$

where $a$ and $\beta$ are real numbers and $a \neq 0$. Our set $A$ is taken to be
the set whose elements are the functions $f$.

It should be observed that a given linear function is defined by pre-
cisely one formula of the form $f_a$. That is, if

$$ax + \beta = \gamma x + \delta,$$

for all real $x$, then $a = \gamma$ and $\beta = \delta$. This is seen by first setting
$x = 0$ and inferring that $\delta = \beta$ and then that $a = \gamma$.

Composition. Suppose that we are given non-constant linear functions $f$
and $m$ where $f(x) = ax + \beta$ and $m(x) = \gamma x + \delta$. It is often of interest to
construct a function from the given functions $f$ and $m$ in the following
manner. Starting with input $x$ our first function $f$ yields output $f(x)$
Suppose that we now use $f(x)$ as input with the function $m$. The output is
$m(f(x))$. We see that for each real $x$ the quantity $m(f(x))$ is unambiguously
specified. Thus we have a function determined by the requirement that
to each real $x$ there is assigned $m(f(x))$. This function is called the
composition of $m$ and $f$. It is denoted by $m \circ f$. Let us determine
$m(f(x))$ explicitly. We have

$$m(f(x)) = \gamma(f(x)) + \delta$$

This computation shows that the function $m \circ f$ is a non-constant linear
function, for the coefficient of $x$ in the last line of Formula $5b$ is not
zero. The rule which assigns to the ordered pair $(m,f)$ of non-constant
linear functions the composition function $m \circ f$ is an operation in $A$. By
analogy with what we did with sum and product, we denote the operation of
composition by $\circ$. Let us pause to consider a numerical example before we
continue our study of the structure we have just introduced.

Thus, suppose

$$f(x) = 2x + 1 \quad \text{and} \quad m(x) = -2x + 3.$$

We have for $f \circ m$

$$f(m(x)) = 2m(x) + 1 = 2(-2x + 3) + 1 = -4x + 7.$$
We have for \( m \neq f \):

\[
m(f(x)) = -2f(x) + 3 = -2(2x + 1) + 3 = 4x + 1.
\]

This example shows that with the specific choices made for \( f \) and \( m \), we have

\[
f \cdot m \neq m \cdot f.
\]

We recall that two functions which have the same input sets (i.e., domain) are different if they assign different outputs for some member of their common input set. In our example \( f \cdot m \) and \( m \cdot f \) assign different outputs for each real \( x \). Hence they are distinct functions.

This example shows us that the commutative law does not hold for the operation of composition of (non-constant) linear functions.

How do we show that the structure consisting of the non-constant linear functions together with the operation of composition is a group? We simply verify that \( G_1 \) and \( G_2 \) are fulfilled with the operation of composition.

\( G_1 \) Suppose that \( f \), \( m \), and \( n \) are three given (non-constant) linear functions. Given \( x \) as input, \( f \cdot (m \cdot n) \) assigns as output the output for input \( m \cdot n(\theta) \), i.e., the output for input \( m(n(x)) \). Given \( x \) as input, \((f \cdot m)\cdot n \) assigns as output the \( f \cdot m \) output for input \( n(x) \) that is,

\[
(f \cdot m)(n(x)).
\]

But \( f \cdot (m(\theta)) \) is the \( f \) output for input \( m(n(x)) \). Hence for each real \( x \) as input, \( f \cdot (m \cdot n) \) and \( (f \cdot m) \cdot n \) assign the same output. Hence the functions \( f \cdot (m \cdot n) \) and \( (f \cdot m) \cdot n \) are equal. The associative law \( G_1 \) is verified for composition.

\( G_2 \) Given two members of \( A \), \( f \) and \( m \), we ask: Is there a member \( n \) satisfying

\[
f \cdot n = m;
\]

is there just one such member? Let us try to approach the question in an exploratory way. Let

\[
f(\theta) = \alpha x + \beta, \quad m(\theta) = \gamma x + \delta.
\]

Suppose that

\[
n(\theta) = \lambda x + \mu \quad (\lambda \neq 0)
\]

satisfies \( 5c \). From \( 5b \) we have

\[
f \cdot n(\theta) = \alpha \lambda x + (\beta + \gamma \mu).
\]
Hence if \( \ell n = m \), we have, using the fact that a linear function may be represented by only one formula of the form \( 5a \),

\[
\alpha x + \beta + \alpha \mu = \delta .
\]

Hence

\[
5d \quad \lambda = \frac{\gamma}{\alpha}, \quad \mu = \frac{(\delta - \beta)}{\alpha}.
\]

We conclude that there is at most one such member \( n \). On the other hand, if we take \( \lambda \) and \( \mu \) as given by \( 5d \) the function \( n \) defined by

\[ n(x) = \lambda x + \mu \]

does satisfy \( 5c \). Hence \( 5c \) has a unique solution.

The treatment of the other equation, \( n \cdot \ell = m \), where \( \ell \) and \( m \) are given members of \( A \), is similar. Thus we see that the set of non-constant linear functions together with the operation of composition is a non-abelian group.

Exercises 5.

1. Furnish the details concerning the equation \( n \cdot \ell = m \), where \( \ell \) and \( m \) are given members of \( A \).

2. Determine the identity element of the group which we have studied in this section.

3. Determine the inverse of \( \ell \) if \( \ell(x) = \alpha x + \beta \), \( \alpha \neq 0 \).

4. Show by direct computation that \( n = \ell^{-1} \cdot m \) satisfies \( \ell \cdot n = m \) and that \( n = m \cdot \ell^{-1} \) satisfies \( n \cdot \ell = m \) where \( \ell(x) = \alpha x + \beta \) and

\[
m(x) = \gamma x + \delta, \quad \alpha \neq 0, \quad \gamma \neq 0.
\]

5. Show that \( \ell \cdot m = m \cdot \ell \) for the functions of Exercise 4 if and only if

\[
(\alpha - 1)\delta = (\gamma - 1)\beta .
\]

6. Let \( A \) denote the set of ordered pairs of real numbers with non-zero first components. Given \( (a,b), (c,d) \) in \( A \), let \( (a,b) \cdot (c,d) \) be defined as \( (ac, ad + b) \). Show that \( (A, \cdot) \) is a group. What is the identity element? What is the inverse of the element \( (a,b) \) of \( A \)? Is there any relation between this group and the group of non-constant linear functions treated in this section? (Hint: Use No. 5 of Exercises 4.)
Suppose that $A$ is the set of ordered pairs of rational numbers with non-zero first components and that is defined as in Exercise 6. Show that $(A, \cdot)$ is a group. Show that a corresponding result holds when $A$ is the set of ordered pairs of complex numbers with non-zero first components and again is defined as in Exercise 6.

6. Field.

We now turn to the consideration of an algebraic structure which is present in very many areas of mathematical study. We refer to the notion of a field. Once the definition of a field is stated, it will be clear that each of the following number systems is a field:

(a) The rational numbers with the usual addition and multiplication.
(b) The real numbers with the usual addition and multiplication.
(c) The complex numbers with the usual addition and multiplication.

Let $A$ denote a set containing more than one member. Let $+$ and $\cdot$ denote two operations in $A$. Then $(A, +, \cdot)$ is called a field provided that the following postulates are satisfied:

F 1. The structure $(A, +)$ is an abelian group. (The identity element of this group is called "zero", and is denoted by "0" in accordance with the usage employed for the number systems which we have studied earlier; the inverse of the element $a$ is denoted by $-a$, and the solution of $a + x = b$ by $b - a$).

F 2. Let $B$ denote the set obtained from $A$ by the removal of the element 0. It is required

1. that $\cdot$ be an operation in $B$ -- i.e., if $b_1, b_2 \in B$,
then $b_1 \cdot b_2 \in B$; and

2. that the structure $(B, \cdot)$ be an abelian group. (The identity element of this group is called "one" and is denoted by "1". When we speak of $\cdot$ as an operation in $B$, we actually refer, not to the full operation in $A$, but rather to the function obtained from $\cdot$ by restricting attention to inputs of the form $(b_1, b_2)$ where $b_1$ and $b_2$ are members of $B$.)

F 3. The two distributive laws

\[ a \cdot (b + c) = a \cdot b + a \cdot c, \]
\[ (b + c) \cdot a = b \cdot a + c \cdot a, \]

hold, $a, b, c$ being arbitrary elements of $A$. 
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Some remarks are in order:

Given a field \((A, +, \cdot)\), it is sometimes convenient in order to avoid unnecessarily clumsy modes of expression to use the phrase "the field \(A\)" and to mean either

1. the set \(A\), or
2. the field in the strict sense: \((A, +, \cdot)\).

Which meaning is intended will be clear from context. When we speak of the elements of the field, we mean of course the elements of \(A\).

We shall also agree to write, as is usual, "\(ab\)" for "\(a \cdot b\)".

Of course, it is possible to state the required postulates in alternative form and in detail. The group concept, however, permits us to separate off in individual compartments a description of the action of each of the given operations \(+\) and \(\cdot\). It is now clear that if the two operations are to be interrelated in a serious sort of way, some condition pertaining to both \(+\) and \(\cdot\) must be in effect. In the postulates which we have listed, it is \(F_3\) which links \(+\) and \(\cdot\). In particular, it is natural to turn to \(F_3\) to see how \(0\) acts in multiplication.

We have

\[0 + 0 = 0\]

and hence if \(a\) is an arbitrary element of \(A\),

\[a(0 + 0) = a0\]

and

\[(0 + 0)a = 0a\]

Applying the distributive laws, we obtain

\[a0 + a0 = a0\]

and

\[0a + 0a = 0a\]

relations which state that \(a0\) and \(0a\) are each the zero of \(A\); i.e.,

\[a0 = 0a = 0, \quad a \in A\]

Postulate \(F_2\) pertains only to \(B\). Are the commutative and associative laws in effect for \(\cdot\) in \(A\)? The only case that need concern us is when one of the given elements is zero, but then we see that the two laws are in effect, for each side is zero if one of the given elements is.
Since \(1 \cdot 0 = 0\) and \(1 \cdot a = a\), \(a \neq 0\), we see that \(1\) is an identity element for \(\cdot\) in \(A\). The element \(1\) is the only element in \(A\) with this property. If \(e \in A\) satisfies \(a \cdot e = a\) for all \(a \in A\), we have \(1 \cdot e = 1\) and \(1 \cdot e = e\).

Hence, \(1 = e\).

Consider equation \(a \cdot x = b\). If \(a = 0\) and \(b \neq 0\), then there is no solution. If \(a = 0\) and \(b = 0\), then every element of \(A\) is a solution. Suppose that \(a \neq 0\). Here we see, using the same argument that we used in the study of a group, that if \(a \neq 0\), the equation has the unique solution \(a^{-1} \cdot b\). Again, following our earlier practice for number systems, we shall denote the solution of \(a \cdot x = b\), \(a \neq 0\), by \(\frac{b}{a}\).

We now see that the identities and theorems which were obtained for the rational number system, the real number system, or the complex number system, and whose proofs depended only on the structural laws which hold for an arbitrary field, continue to hold for an arbitrary field. Thus, if \(a, b, c, d\) are members of an arbitrary field and \(b \neq 0\) and \(d \neq 0\), then

\[
\frac{a + c}{b + d} = \frac{ad + bc}{bd}.
\]

Exercises 6
1. Verify that Equation 6a holds for an arbitrary field.
2. Given that \(a, b, c, d\) are elements of a field and that \(b \neq 0\), \(c \neq 0\), \(d \neq 0\). Show that \(\frac{(a)}{c} = \frac{a}{bc}\) and that \(\frac{(a)}{b} = \frac{ad}{bc}\).
3. Show that if \(a, b, c, d, e, f\) are arbitrary elements of a field and \(ad - bc \neq 0\), then the system of equations

\[
\begin{align*}
ax + by &= c \\
dx + ey &= f
\end{align*}
\]

has a unique solution \((x, y)\) whose components are elements of the field. Give explicit formulas for the solution.
4. Let $A$ consist of the numbers $0, 1, 2$. Let an operation $+$ be defined in $A$ by the requirement that if $a, b \in A$, then $a + b$ is to be the remainder obtained when the number $a + b$ (the conventional addition) is divided by 3. Thus if $a = 2$ and $b = 2$, then $a + b$ is the remainder obtained when $2 + 2$ is divided by 3; i.e., 1. Similarly, let an operation $\cdot$ be defined in $A$ by the requirement that, if $a, b \in A$, then $a \cdot b$ is to be the remainder when the number $ab$ (reference being made to conventional multiplication) is divided by 3. Display the tables for $+$ and $\cdot$. Verify that the structure $(A, +, \cdot)$ is a field. This exercise yields an example of a field which has precisely 3 elements.

5. Let $A$ consist of two distinct elements $a, b$. Let $+$ and $\cdot$ be the operations in $A$ given by the following tables.

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>b</td>
<td>b</td>
<td>a</td>
</tr>
</tbody>
</table>

Show that the structure $(A, +, \cdot)$ is a field. Specify the additive identity and the multiplicative identity of this field.

7. Subfield.

Given a field whose elements constitute a set $A$. It is natural to consider subsets $B$ of $A$ which taken together with $+$ and $\cdot$ make up a field; that is, subsets $B$ which have the following two properties:

1. When $+$ and $\cdot$ are restricted to ordered pairs $(b_1, b_2)$, whose components are in $B$, they define operations in $B$.

2. $B$ together with $+$ and $\cdot$ so restricted is a field.

Such a subset $B$ of $A$ is called a subfield of $A$. Of course, one can also call such a $B$ taken together with its two operations a subfield of the given field. The meaning which is intended will be clear from context.

With this notion we can proceed to find out something about the architecture of the complex number system. Let $\mathbb{Q}$ denote the set of rational numbers; let $\mathbb{R}$ denote the set of real numbers, and let $\mathbb{C}$ denote the set of complex numbers. We know that $\mathbb{Q}$ is a subset of $\mathbb{R}$ and that $\mathbb{R}$ is a subset of $\mathbb{C}$; in the notation of the theory of sets,

$$\mathbb{Q} \subseteq \mathbb{R} \subseteq \mathbb{C}.$$
We may ask whether there are any intermediate subfields between \( R \) and \( C \) or between \( Q \) and \( R \), and whether there is any subfield of the complex number system which is a proper part of \( Q \).

Suppose that \( A \) is a subfield of the complex number system which contains \( R \). Suppose that \( A \) contains an element not already in \( R \). Then such an element must be of the form \( a + bi \) where \( a \) and \( b \) are real and \( b \neq 0 \). Since \( a \in A \), \((a + bi)^{-1} = a/bi \in A \). Since \( b \in A \), \( i \in A \). Hence given arbitrary real numbers \( c \) and \( d \), we have \( d \in A \) and therefore \( c + di \in A \). That is, \( C \subseteq A \). We need to recall that if \( A \subseteq C \) and \( C \subseteq A \), then \( A = C \). Hence \( A = C \). We are led to the following conclusion:

**Theorem 1.** If \( A \) is a subfield of the complex number system containing \( R \), then either \( A = R \) or \( A = C \).

This theorem states that there is no subfield of the complex number system which contains \( R \) as a proper subset and at the same time is a proper subset of \( C \).

A second result that is easy to obtain is the following:

**Theorem 2.** Every subfield of the complex number system contains \( Q \).

**Proof.** Let \( A \) denote a subfield of the complex number system. We note that if \( a \) and \( b \) belong to \( A \) and \( b \neq 0 \), then \( a/b \in A \). Now \( 1 \in A \). It is a consequence of the additive closure of \( A \) and the well-ordering property of the natural number system that every natural number is a member of \( A \).

Suppose that there are one or more natural numbers not in \( A \) and let \( m \) be the minimal member of the set of natural numbers not in \( A \) (the well-ordering property assures us there is such a minimal member). Then \( m - 1 \) is a member of \( A \), but our hypothesis tells us \( m \) is not. Since \( m = (m - 1) + 1 \) and \( m - 1 \) and \( 1 \) are in \( A \), it follows from the additive closure of \( A \) that \( m \) itself is in \( A \). This contradiction proves that the set of natural numbers not in \( A \) is empty. It now follows that every integer is a member of \( A \), since for each natural number \( n \), \(-n \) is a member of \( A \). Since \( A \) contains the quotients of its members, it follows that \( A \) contains every quotient of the form \( \frac{p}{q} \) where \( p \) and \( q \) are integers and \( q \neq 0 \). This says that every rational number is a member of \( A \). In other words, \( Q \subseteq A \). The theorem is established.

*See G. Birkhoff and S. MacLane, A Survey of Modern Algebra; N.Y., MacMillan, 1946; p. 9.*
Subfields intermediate to \( Q \) and \( R \). There is a vast hierarchy of subfields between \( Q \) and \( R \). Their study is a large undertaking. We shall content ourselves to see that certain intermediate fields can be exhibited in a simple way.

Let \( A \) denote the set of real numbers of the form

\[
a + b\sqrt{2}
\]

where \( a \) and \( b \) are both rational numbers. What can be said about the sum and product of elements of \( A \)? Given that \( a, b, c, d \) are rational numbers, we see that

\[
(a + b\sqrt{2}) + (c + d\sqrt{2}) = (a + c) + (b + d)\sqrt{2},
\]

and since \( a + c \) and \( b + d \) are rational numbers, we have

\[
(a + b\sqrt{2}) + (c + d\sqrt{2}) \in A.
\]

Similarly,

\[
(a + b\sqrt{2}) \cdot (c + d\sqrt{2}) = (ac + 2bd) + (ad + bc)\sqrt{2},
\]

and since \( ac + 2bd \) and \( ad + bc \) are rational numbers, we have

\[
(a + b\sqrt{2})(c + d\sqrt{2}) \in A.
\]

Suppose that \( a + b\sqrt{2} = 0 \) where \( a \) and \( b \) are rational numbers. Then \( b = 0 \); otherwise \( \sqrt{2} \) would be a rational number. It follows that also \( a = 0 \). Therefore, a member \( a + b\sqrt{2} \) of \( A \) (\( a \) and \( b \) rational numbers) is equal to zero if and only if \( a = 0 \) and \( b = 0 \). This implies that if \( a + b\sqrt{2} \neq 0 \), then \( a^2 - 2b^2 \neq 0 \). Otherwise we should have

\[
0 = a^2 - 2b^2 = (a + b\sqrt{2})(a + (-b)\sqrt{2}),
\]

so that either \( a + b\sqrt{2} = 0 \) or \( a + (-b)\sqrt{2} = 0 \). From \( a + (-b)\sqrt{2} = 0 \), we have \( a = 0 \) and \(-b = 0 \) and consequently \( a + b\sqrt{2} = 0 \). That is, if \( a^2 - 2b^2 = 0 \), then \( a + b\sqrt{2} = 0 \).

We now have a familiar rationalization method,

\[
\frac{a + b\sqrt{2}}{c + d\sqrt{2}} = \frac{(a + b\sqrt{2})(c - d\sqrt{2})}{c + d\sqrt{2}} \cdot \frac{(c + d\sqrt{2})(c - d\sqrt{2})}{(c + d\sqrt{2})(c - d\sqrt{2})} = \frac{(ac - 2bd) + (bc - ad)\sqrt{2}}{c^2 - 2d^2} = \frac{ac - 2bd}{c^2 - 2d^2} - \frac{bc - ad}{c^2 - 2d^2} \sqrt{2}.
\]

This tells us that the quotient of two members of \( A \) is also a member of \( A \).
It is now easy to verify that $A$ is a subfield of the real number system. We leave the details as an exercise.

**Exercises 7**

1. Show that $A$ is a subfield of the real number system.

2. Let $B$ denote the set of real numbers of the form $a + b\sqrt{3}$ where $a$ and $b$ are rational numbers. Show that $B$ is a subfield of the real number system.

3. Show that the only real numbers belonging to both $A$ and $B$ are rational numbers. In particular, $\sqrt{3}$ does not belong to $A$. Hence, $A$ is intermediate in the strict sense to $Q$ and $R$. That is, $Q$ is a proper part of $A$, and $A$ is a proper part of $R$.

References:
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Exercise 2.

1. The multiplication table is:

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>b</td>
<td>b</td>
<td>a</td>
</tr>
</tbody>
</table>

2. That * is an operation in A follows from the fact that the product in the conventional sense of members a and b of A is itself a member of A. The multiplication table is:

<table>
<thead>
<tr>
<th></th>
<th>l</th>
<th>-l</th>
<th>i</th>
<th>-i</th>
</tr>
</thead>
<tbody>
<tr>
<td>l</td>
<td>l</td>
<td>l</td>
<td>-l</td>
<td>-l</td>
</tr>
<tr>
<td>i</td>
<td>i</td>
<td>-i</td>
<td>-i</td>
<td>i</td>
</tr>
<tr>
<td>-l</td>
<td>-i</td>
<td>l</td>
<td>l</td>
<td>-i</td>
</tr>
</tbody>
</table>

Exercise 3.

1. Here only Example 4 calls for comment. Suppose that $\alpha$ and $\beta$ are nth roots of 1. From $\alpha^n = 1$ and $\beta^n = 1$, we have $(\alpha\beta)^n = 1$ and $(\frac{\alpha}{\beta})^n = 1$. That is, $\alpha\beta$ and $\frac{\alpha}{\beta}$ are each nth roots of 1. From the fact that $\alpha\beta$ is an nth root of 1, we see that * is an operation in A. From the fact $\frac{\alpha}{\beta}$ is an nth root of 1, we see that Postulate G 2 is fulfilled, the uniqueness of solution of the equation $Bz = \alpha$ in A being guaranteed by the uniqueness of the solution of $Bz = \alpha$ in C. The associative law follows automatically from the fact that multiplication in the complex number system is associative. Note that * is commutative. Consequently the equation $z\alpha = \alpha$ has exactly the same solution set in A, as does $z\beta = \alpha$. 
2. Not every equation of the form $\alpha z = \beta$ where $\alpha$ and $\beta$ are given complex numbers has a solution; e.g., take $\alpha = 0, \beta = 1$.

3. Given $a, b, c, d$ integers, we have

$$(a + b\sqrt{2}) + (c + d\sqrt{2}) = (a + c) + (b + d)\sqrt{2} \in A,$$

since $a + c$ and $b + d$ are integers. Also the equation

$$(a + b\sqrt{2}) + x = c + d\sqrt{2}$$

has the unique solution

$$(c - a) + (d - b)\sqrt{2}$$

in $\mathbb{R}$, and moreover this solution is a member of $\mathbb{A}$ since $c - a$ and $d - b$ are both integers. The remaining details are readily furnished.

4. See Section 7 of this booklet, "Subfields intermediate to $\mathbb{Q}$ and $\mathbb{R}$."

Exercises 4.

1. Example 2: the inverse of $a + \frac{1}{a}$.

Example 3: the inverse of $(a, b; c)$ is $(-a, -b, 0)$.

Example 4: the inverse of $\alpha = \cos \left(\frac{2\pi k}{n}\right) + i \sin \left(\frac{2\pi k}{n}\right)$, $k = 0, 1, \ldots, n - 1$, is $\frac{1}{\alpha} = \cos \left(\frac{2\pi k}{n}\right) - i \sin \left(\frac{2\pi k}{n}\right)$.

Example 5: the inverse of $a \frac{1}{a}$.

Exercise 3: the inverse of $a + b\sqrt{2}$ is $(-a) + (-b)\sqrt{2}$.

Exercise 4: the inverse of $a + b\sqrt{2}$ is $\left(\frac{a}{a^2 - 2b^2}\right) + \left(\frac{-b}{a^2 - 2b^2}\right)\sqrt{2}$. 

2. $a \cdot (a^{-1} \cdot b) = (a \cdot a^{-1}) \cdot b = e \cdot b = b$.

$$(b \cdot a^{-1}) \cdot a = b \cdot (a^{-1} \cdot a) = b \cdot e = b.$$
3. The table for \((0,1)\) does not satisfy the group requirements. The equation \(0 \cdot x = 1\) does not have a solution in \([0,1]\). The first three tables given for \((0,b)\) do not satisfy the group requirements, for in the cases of the first and third tables the equation \(a \cdot x = b\) has no solution in \(A\) and in the case of the second table the equation \(b \cdot x = a\) has no solution in \(A^c\).

The fourth table for \((a,b)\) does satisfy the group requirements. That \(G\ \text{is} 2\) satisfied may be seen by noting that each new row and each column of the body of the table contain each of the elements \(a\) and \(b\) (without repetition).

Notice that we cannot be cavalier about the associative law! We must examine the 8 cases afforded by the distinct ordered triples with components in \(A\). The confirmation of the associative law is given by the following table.

<table>
<thead>
<tr>
<th>(c_1)</th>
<th>(c_2)</th>
<th>(c_3)</th>
<th>((c_2c_3))</th>
<th>((c_1c_2)c_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>(b)</td>
<td>(b)</td>
<td>(a)</td>
<td>(a)</td>
</tr>
<tr>
<td>(a)</td>
<td>(b)</td>
<td>(b)</td>
<td>(a)</td>
<td>(a)</td>
</tr>
<tr>
<td>(b)</td>
<td>(a)</td>
<td>(b)</td>
<td>(a)</td>
<td>(a)</td>
</tr>
<tr>
<td>(b)</td>
<td>(a)</td>
<td>(b)</td>
<td>(a)</td>
<td>(a)</td>
</tr>
</tbody>
</table>

Each of the indicated reductions in the second and third columns of the body of the table is carried out by use of the multiplication table with which we are concerned.

We have: \(e = a\), \(a^{-1} = a\), \(b^{-1} = b\).

The table

\[
\begin{array}{c|cc}
  & a & b \\
\hline
a & b & b \\
b & a & a \\
\end{array}
\]

yields an example of a non-associative operation. In fact, \((aa)b = bb = a\) and \((a(ab)) = ab = b\), so that \((aa)b \neq a(ab)\), \(a\) being distinct from \(b\).
4. Suppose that $e$ and $f$ are elements of $A$ satisfying for each $a \in A$

$$ae = ea = a, \quad af = fa = a.$$ 

Then setting $a = f$ in the first line, we obtain

$$fe = f,$$

and setting $a = e$ in the second line, we obtain

$$fe = e.$$ 

Hence

$$e = f.$$ 

It follows that there is at most one element $e \in A$ satisfying for all

$$a \in A: \quad ae = ea = a.$$ 

5. We have

$$a(xb) = (ax)b = eb = b,$$

so that $xb$ is a solution of $az = b$. Thus $az = b$ has at least one

solution. If $z$ is any solution of $az = b$, we have

$$yb = y(az) = (ya)z = ez = z,$$

so the only possibility for $z$ is the element $yb$. Thus $az = b$ has

at most one solution in $A$. Hence the equation $az = b$ has a unique

solution in $A$.

The equation $wa = b$ is similarly treated.

Corollary. $x = y$.

We found (i) $xb$ satisfies $az = b$, (ii) no member of $A$ besides

$yb$ satisfies $az = b$. It follows that $xb = yb$. But $b$ is arbitrary.

Taking $b = e$, we obtain $x = y$. (Thus a "right" inverse is also a

"left" inverse -- even if our operation is non-commutative, provided

each of them exists. We neither knew nor needed this fact in solving

Exercise 4, No. 4, however.)

6. Since $e$ is the identity element, the following part of the table is
evident:

$$
\begin{array}{c|ccc}
  & a & b \\
\hline
  e & e & a & b \\
  a & a & b \\
  b & b \\
\end{array}
$$
Consider the product $aa$. It is not possible that $aa = a$, for $ae = a$ and the equation $ax = a$ has a unique solution.

It is not possible that $aa = e$, for if $aa = e$, then

$$ab = b$$

since the equation $ax = b$ has a solution in $A$ and this solution would have to be distinct from $e$ and $a$. Since

$$eb = b,$$

and the equation $yb = b$ has a unique solution, we should be forced to conclude that $a = e$. This is impossible. We must reject $aa = e$.

Hence necessarily $aa = b$.

At this stage we are assured that our table contains the following entries:

<table>
<thead>
<tr>
<th></th>
<th>e</th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td>e</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>a</td>
<td>a</td>
<td>b</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>b</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Since the element $a$ has an inverse of $a^{-1}$ and neither $e$ nor $a$ is the inverse of $a$ (as we see from the second line of the table as far as it has been constructed), $a^{-1} = b$. Hence $ab = ba = e$. We have at this stage

<table>
<thead>
<tr>
<th></th>
<th>e</th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td>e</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>a</td>
<td>a</td>
<td>b</td>
<td>e</td>
</tr>
<tr>
<td>b</td>
<td>b</td>
<td>e</td>
<td></td>
</tr>
</tbody>
</table>

We now see, since the equation $bx = a$ has a solution in $A$ and this solution is different from $e$ and $a$, that $bb = a$. Conclusion: If we have a group containing precisely three elements: $e, a, b$, and $e$ is the identity element, the multiplication table is

<table>
<thead>
<tr>
<th></th>
<th>e</th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td>e</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>a</td>
<td>a</td>
<td>b</td>
<td>e</td>
</tr>
<tr>
<td>b</td>
<td>b</td>
<td>e</td>
<td>a</td>
</tr>
</tbody>
</table>

(*)
We must note that we have merely shown that, if \((A, \cdot)\) is a group, then the multiplication table is given by \((\ast)\). There remains to be shown that \((\ast)\) does respect the group axioms.

1.11. Since each row and column of the body of \((\ast)\) contains each of the elements of \(A\) precisely once, \(G2\) is satisfied.

G1. We may break down the checking of the associative law into two cases.

Case 1. At least one of the factors is \(e\). This case is disposed of by noting

\[(ec_2)c_3 = e(c_2c_3), \quad c_2, c_3 \in A;\]
\[(c_1c_2)e = c_1(c_2e) = c_1c_2, \quad c_1, c_2 \in A.\]

Case 2. No factor is \(e\). We list all the possibilities and compute the desired products employing \((\ast)\).

<table>
<thead>
<tr>
<th>(c_1)</th>
<th>(c_2)</th>
<th>(c_3)</th>
<th>((c_1c_2)c_3)</th>
<th>(c_1(c_2c_3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>a</td>
<td>a</td>
<td>((aa)a = ba = e)</td>
<td>(a(aa) = ab = e)</td>
</tr>
<tr>
<td>a</td>
<td>a</td>
<td>b</td>
<td>((aa)b = bb = a)</td>
<td>(a(ab) = ae = a)</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
<td>a</td>
<td>((ab)a = ea = a)</td>
<td>(a(ba) = ae = a)</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
<td>b</td>
<td>((ab)b = eb = b)</td>
<td>(a(bb) = aa = b)</td>
</tr>
<tr>
<td>b</td>
<td>a</td>
<td>a</td>
<td>((ba)a = ca = a)</td>
<td>(b(aa) = bb = a)</td>
</tr>
<tr>
<td>b</td>
<td>a</td>
<td>b</td>
<td>((ba)b = eb = b)</td>
<td>(b(ab) = be = b)</td>
</tr>
<tr>
<td>b</td>
<td>b</td>
<td>a</td>
<td>((bb)a = aa = b)</td>
<td>(b(ba) = be = b)</td>
</tr>
<tr>
<td>b</td>
<td>b</td>
<td>b</td>
<td>((bb)b = ab = e)</td>
<td>(b(bb) = ba = e)</td>
</tr>
</tbody>
</table>

Exercises 5.

1. Here \(\lambda, \mu = \lambda(\alpha x + \beta) + \mu\). From \(n \ell = m\), we conclude that

\[\lambda \alpha = \gamma\] and \(\lambda \beta + \mu = \delta\). Hence \(\lambda = \frac{\gamma}{\alpha}, \mu = \delta - (\frac{\beta}{\alpha})\). With \(\lambda\) and \(\mu\) so taken, \(n \ell = m\).

2. The identity element is the linear function \(e\), given by \(e(x) = 1 \cdot x + 0 = x\).

3. From \(\ell, n = e\), we have \(\lambda = \frac{1}{a}, \mu = -\frac{\beta}{a}\).
4. \( f(x) = \alpha x + \beta \), \( m(x) = \gamma x + \delta \); \( f^{-1}(x) = \frac{1}{\alpha} x + \frac{-\beta}{\alpha} \).

\[
\begin{align*}
f^{-1} \cdot m(x) &= \frac{1}{\alpha} (\gamma x + \delta) + \frac{-\beta}{\alpha} = \frac{\gamma - \beta}{\alpha} x + \frac{\delta}{\alpha} \\
\ell \circ (f^{-1} \cdot m)(x) &= \alpha \left[ \frac{\gamma - \beta}{\alpha} x + \frac{\delta}{\alpha} \right] + \beta = \gamma x + \delta .
\end{align*}
\]

\[
m \cdot f^{-1}(x) = \gamma \left[ \frac{1}{\alpha} x + \frac{-\beta}{\alpha} \right] + \delta = \frac{\gamma}{\alpha} x + \frac{\alpha \delta - \beta \gamma}{\alpha} .
\]

\[
(m \cdot f^{-1}) \cdot \ell(x) = \frac{\gamma}{\alpha} (\alpha x + \beta) + \frac{\alpha \delta - \beta \gamma}{\alpha} = \gamma x + \delta .
\]

5. We have \( \ell \cdot m(x) = \alpha \gamma x + (\beta + \alpha \delta) \) and \( m \cdot \ell(x) = \gamma ax + (\delta + \gamma \beta) \).

Hence \( \ell \cdot m = m \cdot \ell \) if and only if \( \beta + \alpha \delta = \delta + \gamma \beta \). This latter equality holds if and only if \( \alpha \delta - \beta \gamma = \gamma \beta - \beta \). The assertion follows.

6. Note that, if \((a,b), (c,d) \in A\), then \((a,b) \cdot (c,d) = (ac, ad + b) \in A\) since \(ac \neq 0\). Given elements \((a_1, b_1), (a_2, b_2), (a_3, b_3) \in A\), we have

\[
\begin{align*}
((a_1, b_1) \cdot (a_2, b_2)) \cdot (a_3, b_3) &= (a_1 a_2, a_1 b_2 + b_1) \cdot (a_3, b_3) \\
&= (a_1 a_2 a_3, a_1 a_2 b_3 + (a_1 b_2 + b_1)),
\end{align*}
\]

and

\[
(a_1, b_1) \cdot ((a_2, b_2) \cdot (a_3, b_3)) = (a_1, b_1) \cdot (a_2 a_3, a_2 b_3 + b_2) \\
&= (a_1 a_2 a_3, a_1 a_2 b_3 + b_2 + b_1).
\]

The associative law now follows.

Note that for every \((a,b) \in A\), we have

\[
(a,b) \cdot (1,0) = (1,0) \cdot (a,b) = (a,b)
\]

Hence \( A \) has an identity element, namely \((1,0)\). Further, \((1,0)\) satisfies both

\[
(a,b) \cdot (x,y) = (1,0)
\]

and

\[
-(x,y) \cdot (a,b) = (1,0)
\]

The conditions of Exercise 4, No. 5 are fulfilled. \((1,0)\) is the inverse of \((a,b)\).

A \((1,1)\) correspondence between \( A \) and the set of non-constant linear functions is defined by the rule which assigns to \((a,b) \in A\), the linear function given by

\[
\ell(x) = ax + b.
\]
This correspondence has the property that if \( m \) corresponds to \((e,d) \in A\), then \( m \cdot l \) corresponds to \((c,d) \cdot (a,b)\). That is, "product corresponds to product." This is an instance of an isomorphism. The structure \((A, \cdot)\) was, of course, constructed in an obvious way from the group of non-constant linear functions with composition as the operation. The object of the exercise was to construct a group isomorphic to an important group of common occurrence but having elements and rules of a different nature.

7. This exercise is straightforward. It suffices to note in either case that \( \cdot \) is an operation, that \((1,0) \in A\) is the identity element, that, if \((a,b) \in A\), then \( \left( \frac{1}{a}, -\frac{b}{a} \right) \in A\) and that the verification of the associative law remains valid for the case where \( A \) consists of the set of ordered pairs of complex numbers with non-zero first components.

Exercises 6.

1. We note that \((bd)(b^{-1}d^{-1})^{-1} = 1\), so that \((bd)^{-1} = b^{-1}d^{-1}\). Hence

\[
\frac{ad + bc}{bd} = (bd)^{-1}(ad + bc),
\]

\[
= b^{-1}d^{-1}(ad + bc)
\]

\[
= (b^{-1}d^{-1})(ad) + (b^{-1}d^{-1})(bc)
\]

\[
= b^{-1}a + d^{-1}c
\]

\[
= \frac{a}{b} + \frac{c}{d}.
\]

The details are readily supplied.

2. The argument may be based on the use of reciprocals. Thus

\[
\frac{(\frac{a}{b})^{-1}}{c} = c^{-1} \cdot (b^{-1}a)
\]

\[
= (b^{-1}c^{-1})a
\]

\[
= (bc)^{-1}a
\]

\[
= \frac{a}{bc}.
\]
The second part may be treated as follows.

\[
\frac{(a)}{b} = \frac{(b - a)}{(c)} = \frac{(d - c)}{(d - b)}
\]

\[
= (d - 1)(b - a)
\]

\[
= (b - 1)(a - d)
\]

\[
= \frac{ad}{bc}
\]

The following points should be emphasized:

(a) The indicated calculations in the asserted identity are all meaningful, there being no divisions by zero.

(b) \[(d - 1)^{-1} = d^0\].

(c) A corresponding result holds for an arbitrary abelian group.

3. The given pair of equations imply

\[
\begin{align*}
& \begin{cases}
\epsilon(ax + by) = ce \\
b(dx + ey) = bf
\end{cases} \\
& \begin{cases}
\delta(ax + by) = cd \\
as(dx + ey) = af
\end{cases}
\end{align*}
\]

and subtraction gives (respectively)

\[
\begin{align*}
&(ae - bd)x = ce - bf \\
&(ae - bd)y = af - cd
\end{align*}
\]

Since \(ae - bd \neq 0\), we conclude

\[
\begin{align*}
& x = \frac{ce - bf}{ae - bd} \\
& y = \frac{af - cd}{ae - bd}
\end{align*}
\]

so that if our system has any solution \((x, y)\) it must be

\[
\begin{pmatrix}
\ce - \bf \\
\af - \cd
\end{pmatrix}
\]

Substitution in the original equations verifies that this couple is indeed a solution:

\[
\begin{align*}
& \frac{a}{ce - \bf} + b \frac{af - cd}{ae - bd} = \frac{ace - abf + abf - bcd}{ae - bd} = c \\
& \frac{d}{ce - \bf} + e \frac{af - cd}{ae - bd} = \frac{cde - bdf + aef - cde}{ae - bd} = f
\end{align*}
\]

\[
\begin{array}{c|ccc}
+ & 0 & 1 & 2 \\
0 & 0 & 1 & 2 & | & 0 & 0 & 0 \\
1 & 1 & 2 & 0 & | & 1 & 0 & 1 & 2 \\
2 & 2 & 0 & 1 & | & 2 & 0 & 1 & 2
\end{array}
\]
Both commutative laws follow from the very construction of the addition and multiplication tables. On turning to the table (\( \star \)) of Exercise 4, No. 6, we see on taking \( e = 0 \); \( a = 1 \), \( b = 2 \), that \((A, +)\) is a group whose identity element is 0. The postulate F.1 is verified. The postulate F.2 is readily checked from the multiplication table. (Ensure that the associative law is verified.)

As far as F.3 is concerned we may put aside the case where \( a = 0 \) since we know that the product 0 and any element of \( A \) is 0. Further since multiplication is commutative, it suffices to consider only the first of the two distributive laws. The check may be tabulated as follows:

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>a \cdot (b + c)</th>
<th>a \cdot b + a \cdot c</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0 + 0 = 0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0 + 1 = 1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0 + 2 = 2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1 + 0 = 1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1 + 1 = 2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1 + 2 = 0</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2 + 0 = 2</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2 + 1 = 0</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2 + 2 = 1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0 + 0 = 0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0 + 2 = 2</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0 + 1 = 1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2 + 0 = 2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2 + 2 = 1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2 + 1 = 0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1 + 0 = 1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1 + 2 = 0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1 + 1 = 2</td>
</tr>
</tbody>
</table>

This is, quite frankly, tedious. If the division algorithm has been developed, as well as the result that if a prime number divides a product of integers it divides one of the factors, it is not hard to generalize this exercise to the case where 3 is replaced by an arbitrary prime \( p \), \( A \) is replaced by \((0, 1, \ldots, p - 1)\) and "addition" and "multiplication" are defined as in the exercise save that we operate with remainders obtained on division by \( p \). If \( p \) is replaced by a natural number which is not a prime, the resulting structure is not a field.
5. The verification of $E_1$ and $F_2$ is immediate, cf. Exercise 4, No. 3. The additive identity is $a$, and the multiplicative identity is $b$. Note that $B$ consists simply of the element $b$. It suffices to verify

$$b(c_1 + c_2) = bc_1 + bc_2, \; c_1, c_2 \in A,$$

to be assured that $F_3$ holds. Since $b = 1$,

$$b(c_1 + c_2) = c_1 + c_2$$

and

$$bc_1 + bc_2 = c_1 + c_2.$$

**Exercises 7.**

1. From our formulas for sum and product we see that the usual addition and multiplication define operations in $A$. The difference of two elements of $A$ is an element of $A$, as is easily checked. We have seen that the same holds true for quotients of elements of $A$. The commutative, associative, and distributive laws hold for $(A, +, \cdot)$, since they hold for the real number system. The verification of the field postulates is now routine.

2. The details parallel those of the first exercise and are readily furnished.

3. Suppose that $x$ is a real number belonging to both $A$ and $B$. Since $x \in A, x = a + \sqrt{b}$ where $a$ and $b$ are rational. Since $x \in B, x = c + d\sqrt{2}$ where $c$ and $d$ are rational. It is essential to recall that $\sqrt{2}$ and $\sqrt{3}$ are both irrational. We start with the equality

$$a + b\sqrt{2} = c + d\sqrt{3}$$

and draw the consequences.

**Case 1.** $d = 0$. Here $x$ is a rational number.

**Case 2.** $d \neq 0$. Here we conclude that

$$\sqrt{3} = \frac{a - c}{d} + \frac{b}{d}\sqrt{2},$$

that is, $\sqrt{3}$ is of the form

$$\alpha + \beta \sqrt{2}$$

where $\alpha$ and $\beta$ are both rational numbers. On taking squares, we have

$$3 = (\sqrt{3})^2 = (\alpha + \beta \sqrt{2})^2.$$

Since

$$3 = 3 \alpha^2 + (2\alpha\beta)\sqrt{2},$$

we conclude that

$$\alpha = 1, \beta = 0.$$
we conclude, by the uniqueness property established in Section 7 concerning the representation of the members of \( A \) in the form \( a + \sqrt{t} \), where \( a \) and \( b \) are rational numbers, that

\[
3 = a^2 + 2b^2
\]

and

\[
0 = 2ab.
\]

Now \( \beta \neq 0 \) since \( \sqrt{3} \) is an irrational number. Hence from \( 0 = 2ab \), we conclude that \( \alpha = 0 \) and

\[
** (3) \quad 3 = 2b^2.
\]

At this point we make use of the fact that \( \beta \) may be written in the form \( \frac{p}{q} \) where \( p \) and \( q \) are natural numbers which are not both divisible by a natural number greater than one. In particular, \( p \) and \( q \) cannot both be even. From \( ** \) we obtain

\[
3 = 2\left(\frac{p}{q}\right)^2
\]

and hence

\[
*** (3q^2 = 2p^2)
\]

Now \( q \) must be even, otherwise the left-hand side of \( ** \) would be odd and the right-hand side even. Hence \( q = 2r \), where \( r \) is a natural number. From \( ** \) we obtain

\[
3(2r)^2 = 2p^2
\]

and hence

\[
6r^2 = p^2.
\]

We now see that \( p \) is even. This is impossible, for \( p \) is odd. Hence the hypothesis \( \alpha \neq 0 \) must be rejected.

Conclusion: \( x \) is a rational number, i.e., \( A \cap B \subset Q \).

Since \( Q \subset A \cap B \), we have \( Q = A \cap B \).

Note: \( A \cap B \) means the intersection of sets \( A \) and \( B \).