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Evaluation of school programs is becoming more of a necessity for survival than a luxury enjoyed only by affluent districts. As financial resources diminish, decisions on how to allocate the available funds must be made. While basic educational research provides much valuable information, that information is usually not the kind on which day-to-day decisions about specific educational programs are based. Program evaluation, as perceived by the California Evaluation Improvement Project, is a means by which useful information is collected and analyzed by a local educational agency for its own use.

While most educators have had courses in testing and measurement and some contact with educational research, there has been little in their training to prepare them for conducting a systematic evaluation of a local school or classroom program. Of course, evaluation has been going on for many years, but it has most frequently been at the intuitive level, with little consistency and little impact on the total educational program.

California's response to this problem has been to develop a training program in basic evaluation concepts and skills, which is directed to the classroom teacher, the principal, the curriculum director, or program manager who wants to evaluate a local program to assist in local decision making.

One of the strengths of this training program is that it was developed and field tested throughout California by a group of educators whose backgrounds were primarily in the areas of program planning, curriculum, administration, and supervision. Evaluation specialists were used extensively as consultants as the workshop training program was developed, but the emphasis has been kept on how evaluation information could help in answering questions raised by the developers, whose orientation was basically that of program managers.

There is no magic formula to solve the problems involved in educating the youth of America; but I hope that this training program in basic evaluation concepts and skills will be useful to local schools and districts as they work toward improvement of the educational process.

WILSON RILES
Superintendent of Public Instruction
Program evaluation, through which a school or district evaluates its own program for its own purposes, is different from educational research. It is also different from a state testing program and from gathering information required by the state about achievement levels in specially funded programs. Program evaluation at the school or district level should be something the school or district does for itself for its own purposes, rather than something an outsider does for it.

Program evaluation should be an integral part of the program-planning process. Provisions should be built into each program to collect information that will indicate progress towards the program's objectives, the degree of implementation of the plan, and other information required to make rational decisions about the program.

Program evaluation is of little value unless some use is made of its results. A part of the evaluation process includes identifying potential audiences for the evaluation report and finding out what kinds of information would be useful to them. Providing useful, timely information to people who can use it is one of the best ways of ensuring that the evaluation reports will be used.

These concepts are basic to the workshop materials that have been developed by the California Evaluation Improvement Project. The materials were designed to be as practical as possible for the educational practitioner, and it is our hope that the reader will find these concepts useful and will be able to apply them to future planning as well as to programs that are currently in operation.

Alexander I. Law
Chief, Office of Program Evaluation and Research

William H. Bronson
State Director, California Evaluation Improvement Project
INTRODUCTION TO THE EVALUATION IMPROVEMENT PROGRAM

Educational Testing Service (ETS) is pleased to have been selected by the California Department of Education as publisher, under an exclusive license, of the California Evaluation Improvement Project (EIP) materials. These constitute a course of instruction for individuals responsible for school programs and for those who help educational administrators ascertain program effectiveness. At the time of initial publication, spring 1977, the materials in EIP consist of the following:

- Program Evaluator's Guide. The Guide is a basic manual which provides in considerable detail background knowledge on the steps involved in planning and carrying out a program evaluation. It is designed as a study guide and learning tool for use in inservice training workshops for program evaluators.

- Workbook on Program Evaluation. The Workbook has two purposes. It can be put to use as a learning and instructional aid while one masters the procedures, techniques, and methods of program evaluation. Used this way, it helps the practitioner summarize and put into practice the subject matter presented in the Program Evaluator's Guide. It is best used, however, as a working notebook which the trained program evaluator can use for recording his or her plans as they are made and for making notes on program and program evaluation activities and events during the course of the program year. Used in this way, it helps the program evaluator keep complete records of the important information related to the program evaluation. It will probably be most useful when an interim or end-of-year program evaluation report has to be prepared, for much of the information needed at those critical times will already have been made a matter of record in the Workbook.

- Evaluation Trainer's Guide. This volume is a companion to the Program Evaluator's Guide. It supplies background and supporting materials for use by instructors conducting program evaluation workshops. Graphic art is provided for visual aids in support of a variety of subjects.

Publication early in 1977 of the first of a continuing offering of EIP materials is consistent with ETS's long-term commitment to help advance the art of program evaluation in the elementary and secondary schools. The EIP materials are expected to go through a number of printings under the ETS imprimatur. Each successive printing will be a revised edition. Here we ask the help and cooperation of the readership.
As you, as a program evaluation practitioner, identify parts of any of these three works that could benefit from refinement and further development, or as you think of experiences that would serve to illustrate points made in any of the subject treatments, we hope that you will share your thoughts with us.

We would like to see the Evaluation Improvement Program subjected to its own program evaluation by those who use its materials. We would hope the evaluation will be formative, not summative in nature, for it is our intention to cycle evaluative comment on each edition into significant improvements in later ones. Present plans call for publication of the second edition, our first revision, late in 1977, and constructively critical comments from practitioners can be turned into refinements in print in very short order. Join with us to make the EIP materials, initially well developed by the California Evaluation Improvement Project, even better as time goes on. The California Department of Education and Educational Testing Service have joined in the common goal of making the EIP materials as practical and useful as they can be made to be.

Jack R. Childress  Wesley W. Walton
Vice-President Program Director
Educational Testing Service Educational Testing Service
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Section A

DETERMINE THE EVALUATION PURPOSES
AND REQUIREMENTS

The Evaluation Improvement Program
The success of a program and of its evaluation depends to a great extent upon how clearly the evaluator understands at the start what things should be like at the end. If the schools' decision makers are to have confidence in an evaluator's answers to policy questions about program effectiveness, costs, and continuance, a number of questions must be asked at the outset and their answers clarified through the evaluation process. It is critical, then, to decide early in the evaluation process what purposes the program evaluation is expected to serve and who will be involved in defining them.

In many programs that are continued from year to year, such early planning consists of surveying the outcomes of previous years' activities and determining status and needs in the areas served by the programs. The evaluator would then ascertain what goals and objectives have been set for the program and what these mean in terms of program evaluation. The link between program planning and evaluation planning is in the formulation of program objectives into terms that are measurable and with respect to which adequate measurement information can be collected and analyzed to satisfy end-of-year evaluation requirements.
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1. PURPOSES OF PROGRAM EVALUATION

In recent years, the pressure on public schools to evaluate and publicize the results of their educational programs has markedly increased. Response to this pressure has ranged from enthusiastic compliance to delay and avoidance. Frequently, evaluation has been envisioned as producing more risks than gains. Indeed, educators have asked: Is a more thorough and improved evaluation worth the effort?

Evaluation means different things to different people. Perceptions may be limited to individual activities such as grading students, rating teachers, examining test scores, and/or judging the effectiveness of an educational activity.

The primary emphasis of the Evaluation Improvement Program is on the evaluation of educational programs. Programs, in this context, are defined as a combination of content, personnel, activities, and resources organized so as to attain specified goals and objectives. A program may be specific to an age or grade level, a subject-matter discipline, or a type of service.

Program evaluation can serve different purposes. Four major ones, which will be discussed in this section, are:

1. Communicating with the public
2. Providing information to decision makers
3. Improving an existing program
4. Providing additional satisfaction to participants

The reader may perceive additional purposes for program evaluation as he applies the concept to his own work setting.

Communicating with the Public

Schools play to a number of audiences each of which makes evaluative judgments. These judgments usually are based on limited or partial information. Frequently, a community uses superficial newspaper and/or television reports
as the basis for evaluating the effectiveness of school programs. Note the following report of reading scores as excerpted from an article published by the Los Angeles Times of December 3, 1974:

READING SCORES -- GRADE 6
California State Testing Program

<table>
<thead>
<tr>
<th>District</th>
<th>'70-'71 Median</th>
<th>'70-'71 %ile</th>
<th>'71-'72 Median</th>
<th>'71-'72 %ile</th>
<th>'72-'73 Median</th>
<th>'72-'73 %ile</th>
<th>'73-'74 Median</th>
<th>'73-'74 %ile</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>98</td>
<td>89</td>
<td>14</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>38</td>
<td>19</td>
<td>10</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>97</td>
<td>99</td>
<td>97</td>
<td>96</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note the median percentile scores of three individual districts. Most likely the diminished reading scores as reported in Districts A and B in 1973-74 caused considerable discontent with the schools on the part of the citizens of these communities.

The public also receives information about school programs from students in the family and from other informal settings. This information may or may not be biased; however, judgments are nevertheless made based on information gleaned from such sources.

In summary, the public frequently derives its opinion of the efficacy of the educational system through partial, or at times, biased information. These judgments affect the extent of financial support for schools, the degree of freedom of instruction and the self-esteem of educators. As a consequence, the opportunities available to learners may be positively or negatively influenced.

It is, therefore, beneficial to educators, to the schools and their programs, to supply the public with comprehensive information, the best that can be pulled together. Reports to the public should be based on a full range of program objectives and should show the extent to which the objectives were realized. When this is accomplished, the public will be able to make more informed judgments about the effectiveness of school programs and what is needed to gain support for them.
One must remember that within the public there are a number of audiences, and each has unique needs for information. You should identify these various audiences and ascertain the questions they may raise about current educational programs. The audiences and their questions each need to be addressed in the program evaluation. Within the general public, one might identify (1) parents, (2) teachers, (3) students, (4) the business community, (5) the industrial community, (6) the professional community, and (7) the retirement community as somewhat separate audiences.

Providing Information to Decision Makers

Judgments made by school personnel are often critical and apt to have an immediate impact. Program evaluation, then, can be helpful in making ongoing decisions. The information it produces may be applicable through all phases of educational management ranging from assessment needs through program planning and implementation to the adjustment of objectives before repeating a program.

Educators often approach educational planning with nothing more than an intuitive sense of needs. They may proceed without validating these needs in the local setting. Likewise, many educators will have programs, objectives, and plans in mind without establishing their appropriateness for filling the needs which have been identified. To increase program effectiveness, educators need to ascertain what needs exist and determine what programs will best meet those needs.

Planning for program evaluation is an integral part of planning that program. Such preparation can serve to assure a continuing focus on the most important objectives and steady progress towards their achievement. Decisions with respect to a program and its parts to adopt, modify, expand, or discontinue are made throughout the stages of its development. If useful information is not available, arbitrary decisions will be made. With evaluation information, the quality of decisions and acceptance of changes by those involved will be improved. Systematic evaluation provides a sound basis for the decisions that are reached.
Decision makers, of course, are to be found at various levels within the school. The teacher is a decision maker within the classroom, the principal within the school, and the superintendent and board of education within the district. One must consider needs at each of these levels of decision making when gathering the needed information and developing the evaluation plan.

Improving Existing Programs
An effective program evaluation system can help ongoing programs operate more effectively by providing feedback to staff about what is happening. Frequently, the instruments used to assess program results also can be used to diagnose individual instructional needs. Lacking this information, the teacher's solution may tend toward the same instruction for everyone. With it, the teacher can individualize instruction to meet each student's needs. Relevant program evaluation information may make possible a greater degree of individualization of instruction and also more effective groupings of students for instructional purposes.

Educational programs evolve and change over time as students and their needs also evolve and change. Information about the effect of different aspects of a program on students may enable the staff to identify the factors which may need modification as the program proceeds. In a school system, there are persons at different levels who have access to different resources and who will take different actions in their attempts to improve ongoing programs. The teacher may adjust instructional methods; the principal may assign new personnel and/or resource materials; the board of education and superintendent may grant additional financial support. Each makes unique contributions and therefore has unique needs for evaluation information.

Providing Additional Satisfaction to Participants
Program evaluation differs from individual evaluation in that it measures objectives which apply to groups of persons, perhaps by grade level,
academic department, or an entire school or a group of schools. Therefore, evaluation of programs can be conducted in a context of mutual help rather than posing individual threats, as sometimes occurs in teacher evaluation, or imposing too much testing, as sometimes occurs in student evaluation. Assessment of common objectives usually generates a sense of unity and growth. Program evaluation offers maximum benefits and minimum burdens for all in the schools.

Program evaluation may be designed to give useful information to students as well as to program managers. Especially if a student's progress as shown in a program evaluation is compared to his own previous performance, he is likely to see progress and feel positive about his growth. The beneficiaries in such a situation clearly are the students and the instructional staff. Questions they would like answered are important and most assuredly should be built in as part of the evaluation plan.

2. OVERVIEW OF THE EVALUATION PROCESS

Definition of Program Evaluation

Program evaluation is defined here as the process of determining the value or effectiveness of an activity for the purpose of decision making. The key words in this definition are (1) value, (2) effectiveness, and (3) decision making.

1. Value. When a program evaluation takes place, the decision maker is concerned with determining the net value of something, its costs in relation to its benefits. Both costs and benefits have to be measured in terms of human factors and dollars.

2. Effectiveness. The decision maker needs to know to what extent a particular program was effective in meeting identified needs or objectives. Measures of effectiveness tell the decision maker what difference the program has made.
3. **Decision making.** A person with program responsibilities needs information on value and effectiveness which is useful in deciding what to do next: to continue, modify, or drop a program. The purpose of program evaluation is to improve the quality of the program decisions reached.

The evaluation process divides itself into three major phases: (1) Planning, (2) Conducting, and (3) Using. Each of the phases has distinct components. See the chart below:

**THE EVALUATION PROCESS**

<table>
<thead>
<tr>
<th>PLAN</th>
<th>CONDUCT</th>
<th>USE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Determine Evaluation Purpose and Objectives</td>
<td>Collect Data</td>
<td>Report Results</td>
</tr>
<tr>
<td>Develop the General Evaluation Plan</td>
<td>Analyze Data</td>
<td>Apply Evaluation Findings</td>
</tr>
<tr>
<td>Determine the Specific Evaluation Design</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obtain Assessment Tools</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This Guide is based on these eight components, with a section devoted to each. This section focuses on the first step, "Determine the Evaluation Purpose and Objectives."

**Types of Evaluation Data**

There are two basic types of program evaluation with which educators are concerned. They are formative and summative.

- **Formative evaluation** takes place during the development of a program or instructional unit. It is concerned with fine tuning the implementation processes and measuring learner progress as the program moves toward the attainment of specified objectives. Thus, formative evaluation provides the decision maker with information during the
course of program development and execution for possible midcourse corrections to help assure that the program objectives are eventually met in an effective and economical fashion.

- Summative evaluation takes place at the end of a program or an instructional unit. This type of evaluation is concerned with measuring levels of learner achievement and the success (or failure) of operational procedures.

The two types of evaluation along with three kinds of evaluation data which can be gathered for each can be visualized as follows:

**TYPES OF EVALUATION DATA**

<table>
<thead>
<tr>
<th></th>
<th>FORMATIVE (Interim)</th>
<th>SUMMATIVE (End of Cycle)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRODUCT DATA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Learner Changes)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PROCESS DATA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Supportive Activities)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CONTEXT DATA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Learning Environment)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Thus, formative and summative evaluation may include product, process, and context data, all three of which may be collected during a program cycle or at the end of a given program period.

- **Product data** focus on the outcomes, results, or products of program activity. The purpose of collecting such information is to measure and assess status and accomplishments at the start, during, and at the end of the program. Sometimes postprogram follow-up is also done. Product data should be related to established program goals and objectives. For example, an end-of-the-year summative evaluation of a pilot career education program for grades 11 and 12, with the goal to develop job interview skills for students, might show that 75 percent of the job-interview performance objectives were successfully accomplished by 75 percent of the students.
- **Process data** focus on the activities and procedures applied to the achievement of the desired outcomes. The purpose of collecting such information is to provide measurements and assessments which will help determine the effectiveness of the various things done in the operation of a program. Process data make it possible to monitor an activity or program to identify and/or predict procedural difficulties before they loom large. For example, early in the program, the decision maker may wish to know whether the teachers and aides are implementing the program's instructional activities as agreed. Process data gathered with a formative purpose can help keep a program on track. Gathered with a summative purpose, they can help in understanding what really happened in the program, after a key benchmark (i.e., end of year) has passed.

- **Context data** describe the environment in which the program activities are taking place. This might include facilities, equipment, supplies, rules and policies, class organization, teacher skills and behaviors, attitude and support of the principal toward the program, discipline, and scheduling.

  Context data are useful in making judgments on whether program objectives are feasible. They also serve to identify variables that may keep the program from meeting its performance objectives such as a school principal whose attitude will impede a special program imposed on his school. This would be a serious obstacle to the success of the program and would need to be addressed lest the program fail in a starved environment.

An example of each type of information is presented below:

- **Product data:** The students in the experimental reading program have shown a mean gain of 10 months for every 6 months of instruction.

- **Process data:** The teachers and the aides have carried out all the enrichment program activities as planned.

- **Context data:** The textbooks arrived two months late resulting in a delay in the implementation of the Career Education Program.
Learning Exercise 1 on page A-25 provides help in understanding types of evaluation data.

Evaluation as an Ongoing Process

Program evaluation is continuing and ongoing. It occurs at the start, during and after a program has been run. One may consider evaluation as the nucleus of the program, for it interacts with the program's needs assessment, its statement of goals and objectives, and program planning and implementation. Evaluation data from the current run of a program becomes needs data for the next run. The entire activity is cyclic, as illustrated below:

![Diagram](image)

The needs assessment gives direction for the development of program goals and objectives; program activities are developed to accomplish the stated program objectives. Carrying them out produces results of one sort or another. The evaluation process interacts with all these stages, and suggests directions for new plans and actions.

The display above suggests that there is constant feedback and revision between program evaluation and each of the four areas. One quickly notes that program evaluation cannot exist as a separate entity; it must be developed as an integral part of the program. Some of the relationships are shown in the following table:
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>What?</td>
<td>Program Goals and Objectives</td>
<td>What needs can you cite that justify the existence of this program?</td>
<td></td>
</tr>
<tr>
<td>How?</td>
<td>Program Activities</td>
<td>To what needs are the goals of the program related?</td>
<td></td>
</tr>
<tr>
<td>How Will You Know?</td>
<td>Program Evaluation</td>
<td>Of what goals are the objectives of the program a part?</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>What activities will most likely meet the objectives?</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>How will you plan and carry out activities that will accomplish the objectives?</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>What kinds of information should be gathered to determine if the activities are reaching the objectives and consequently meeting the needs?</td>
<td></td>
</tr>
</tbody>
</table>
3. ROLE OF THE PROGRAM EVALUATOR

The role of the program evaluator may be perceived in a number of ways. One view is that of an external person who is called in to assess and verify program success or failure and who will certify to a particular audience that a particular program did or did not attain a specified degree of success. This person may also be seen as an objective and unbiased observer as well as one who may have new insights not readily apparent to those who have been close to the program.

Another view is that of an internal person who is part of the program and whose primary function is to work closely with program staff on evaluation matters. Together they gather information that can be used in improving the day-to-day operation of the program and in learning at the end what happened.

While these two roles are not necessarily mutually exclusive, the emphasis is sufficiently different that the kinds of information they gather and the reports they make are probably significantly different. What one sees as the function of the evaluator is directly related to what one sees as the purposes of the evaluation. Most programs would benefit from an evaluator who is oriented to neither view but is able to incorporate elements of both in his or her evaluation. Some advantages and disadvantages of the internal and external models are listed below.

External Evaluator

Advantages:

1. Probably has more competence in program evaluation techniques.
2. Brings the objectivity of an outside observer.
3. Probably has no vested interest in program outcome.
4. Takes on the major part of the evaluation burden from the existing staff.
Disadvantages:

1. Will take longer to understand a program and the evaluation requirements.
2. Lacks ongoing working relationship with program staff, school and district personnel.
3. Seen as an outsider by program staff.
4. Time schedule of evaluator may not always match local needs.

Internal Evaluator

Advantages:

1. Is apt to be more familiar with the total school setting.
2. Has established working relationship with program staff.
3. Understands channels of communications within the school, the school district and the community.
4. Is familiar with all details of the program.
5. Has a personal interest in the success of the program.

Disadvantages:

1. May have a vested interest in program outcome.
2. May reflect bias of program staff in the design and report.
3. May be overburdened by other duties and unable to devote adequate time to the program evaluation.
4. May not have skills required in evaluation.
4. INITIAL STEPS IN EVALUATION PLANNING

Find Out What the Program Evaluation Is to Accomplish

Program evaluation is frequently thought to be a sequence of activities such as choosing assessment instruments, collecting and analyzing the data obtained by the instruments, and reporting the results. However, good program evaluation consists of much more than that. In developing an evaluation plan, one must ask:

- What are the questions the program planner wishes to have answered?
- What is expected of the program by the different publics, such as students, instructional staff, the principal, the citizens' advisory committee, the superintendent, and the board of education?
- What questions does each of the groups served want answered as a result of the program evaluation?
- What kind of information will each audience accept as evidence for answers to its questions?

Only after addressing such questions can one begin to plan program-evaluation strategies.

Review Needs Assessment, Program Goals and Objectives

One of the first things that an evaluator should do is to become well acquainted with the program to be evaluated. If the evaluation has been part of program planning, the evaluator probably will have been involved in planning the program from its inception. He or she has probably become familiar with learner, educator, and community needs when these were identified. If the evaluator is a more recent arrival, he or she has probably been thoroughly briefed about the program. In situations when evaluation has not been a central part of program plans, an evaluator frequently is not called in until the program has been developed and is about to be implemented. At that time, the evaluator may be provided with a copy of the program document and asked to develop a design and plan for a program evaluation.
If you as an evaluator are faced with this latter situation, be certain that you are provided with the record of previous planning before beginning your task.

As an evaluator, you will want to learn how objectives were set and how they were seen to be related to existing needs. It would be important to document whether all who have an effect on pupil learning were given the opportunity to recommend and to set priorities for objectives to be addressed by the instructional program.

The evaluator's next task would be to review the program goals and objectives to satisfy himself or herself that they relate directly to identified needs and to each other. Part of this task is to see that the objectives are stated in unambiguous terms and that it is uniformly understood what results are expected from the program. This will help the program manager, the program evaluator, and the staff to reach agreement on the direction in which the program should be moving and what it should be accomplishing.

The general responsibility of writing objectives lies with the program director; however, if the objectives are not clear, it is the evaluator's role to seek clarification. At times it may be necessary for the evaluator to assist in the rewriting of the objectives or to suggest alternative statements.

Clearly stated performance objectives are the key to the evaluation process. This is because the objectives set the stage for deciding the nature of the evaluation to be performed, the kind of design to be developed, the types of instruments to be used, the resources required to perform the evaluation, and the style and organization of the evaluation reports. It is imperative that the objectives are carefully formulated, that they relate recognizably to program goals and needs statements, and are framed in ways that make them measurable.
Separate Objectives Statements from Goals Statements

The ability to set meaningful goals and objectives is a very valuable skill which, when applied correctly, will help ensure success in both the program and program evaluation. Goals and objectives can help answer the questions, "What do we want to accomplish?" and "How will we know when we have accomplished it?" A goal is usually a general statement of the long-term results that one might hope to reach or come close to reaching. An objective is developed to reflect a specific outcome of goal-related efforts and is stated in terms of measurable changes or improvements that are expected. The main difference between the two is that an objective by its definition is measurable, whereas a goal is seldom stated in measurable terms.

The following chart summarizes the differences between the two:

GOALS AND OBJECTIVES ARE NOT THE SAME

Goals
- Broad in scope
- General Statements of aspiration
- Long-term or far-reaching

Objectives
- Define intent
- Define expected outcomes in measurable terms
- Capable of being accomplished within a specified time frame

Determine That Six Components of Performance Objectives Are Present

A well-stated performance objective contains six components that will answer the following questions:

- Who?
- Learns or does what?
- When?
- Under what conditions?
- At what performance level?
- How will it be measured?
The **Who** relates to the person who performs an activity. The **Learns or does what** is the activity to be performed. **When, Under what conditions, and At what performance level** relate to time and performance conditions. **How will it be measured** relates to assessment techniques.

**Summary of Evaluation Planning Stages**

The program evaluator begins by reviewing the needs statements and formulations of program goals and objectives. The second step is to review the program activities to determine how they are to meet the stated objectives. If the activities seem not to match the objectives, the evaluator should recommend to the program manager that they be reviewed for possible revision, or that the objectives be changed. The learning exercises at the end of this section are designed to reinforce the information in these pages.

Learning Exercise 2 (A-27) provides help in the identification of measurable objectives. Learning Exercise 3 (A-29) provides help in relating specific objectives to given goals and in rating their relative importance. Learning Exercise 4 (A-39) will be useful in understanding the relationships among needs, objectives, and activities.

5. **Requirements of Program Evaluation**

**Key Questions**

The ultimate requirement of evaluation is to serve the needs of the audiences to which the program director is accountable. To make certain that both interim or formative and end-of-the-year or summative evaluation are efficient and provide the best possible information for program use, the evaluator should address the following questions early in the evaluation planning stage:

**Who requires information?** Generally speaking, everyone who has a responsibility for some phase of the program is a decision maker, and he or she will require evaluative information. The evaluator should identify
decision makers as early as possible and make personal contact with each to stress the desirability of working closely together throughout the program period and to learn about their information requirements.

What decision-making information is required? During the program period, various staff members with program responsibilities will require information in areas of concern to them. Since responsibilities are not always clear-cut, the decision makers must tell the evaluator which program elements are of interest and what types of information are needed for each. Unless the evaluator has this information, he or she may not be able to provide sufficiently useful data to decision makers. Ideally, to ensure that information collected and analyzed will be as meaningful as possible, the decision maker should formulate questions related to program objectives or concerns that the evaluator should address. Questions submitted by decision makers then can be translated into functional terms for inclusion in the evaluation design, the data-collection instruments, the data-analysis plan, and in the outline for the evaluation report.

When is the information required? Information gathered needs to be both instructive and timely. To assure that program evaluation reports are submitted when required, a reporting timeline should be developed.

On the following page is a form on which information requirements for program evaluation may be recorded. The evaluator should complete this form as he or she meets with each decision maker to determine his or her information requirements. On page A-19, there is a sample Evaluation Information Requirements Form that has been filled out.


**EVALUATION INFORMATION REQUIREMENTS FORM**

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td><strong>Who Requires Information?</strong></td>
<td><strong>What Information Is Required?</strong></td>
<td><strong>Date Required?</strong></td>
<td><strong>Use to Be Made of Information</strong></td>
</tr>
</tbody>
</table>
### EVALUATION INFORMATION REQUIREMENTS FORM

<table>
<thead>
<tr>
<th>I</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Who Requires Information?</td>
<td>What Information Is Required?</td>
<td>Date Required?</td>
<td>Use to Be Made of Information</td>
</tr>
<tr>
<td>Dr. Marie Thomson, Principal</td>
<td>Reports on observations of classroom activities</td>
<td>Nov. 15</td>
<td>To determine if the instructional program has been implemented as planned</td>
</tr>
<tr>
<td></td>
<td>Teacher-paraprofessional reactions to inservice training program</td>
<td>Dec. 15</td>
<td>Oct. 1</td>
</tr>
<tr>
<td></td>
<td>Student progress in reading and mathematics achievement</td>
<td>Jan. 15</td>
<td>Jan. 15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>To determine effectiveness of the inservice training program for revising program if required</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>To determine whether students are achieving at the expected rates</td>
</tr>
</tbody>
</table>
End-of-Year Evaluation

End-of-the-year, or summative, evaluation is critical to decision makers who must decide whether to continue, modify, expand, or discontinue the program. It also serves to identify needs to be addressed in planning the instructional program for the following year.

The end-of-the-year evaluation should answer explicitly those questions that were designed into the evaluation plan at the beginning of the year. It is important, therefore, that the evaluator review the plans for program evaluation prior to program implementation to be certain that all the data which will be required will be available for the end-of-the-year evaluation.

Interim Evaluation

Interim, or formative, evaluation allows decision makers to determine how well program objectives are being met while the program is ongoing and to decide what to do to improve program activities in progress. It is a viable tool for controlling and fine tuning the program.

Care must be taken to evaluate program activities as well as to measure progress towards program objectives. With effective monitoring, deviations from planned activities can be identified immediately and corrected before they adversely affect program outcomes.

Identifying Resources and Constraints

Resources and constraints should be identified during the early phase of evaluation planning. This is important, for it will bring to light the resources needed and those currently available, and will enable decisions to be made on whether to add resources where there are shortages or to get along under constraints. Some resources to consider include:

1. The amount of money budgeted for the evaluation
2. The amount of personnel time available for data collection and record keeping
3. The services available from other agencies (i.e., district, county, and/or state)

4. The instruments currently being administered for other purposes that can provide some of the program-evaluation data

Later in the planning period, when the evaluation plans and procedures have been determined, specific requirements will be identified. A match/mismatch between resources available and those required should be made. As discrepancies are identified, the program director and staff, with the assistance of the evaluator, will be in a position to determine the manner in which the discrepancies can best be handled.

One method of resolving a constraining factor is to change the requirement. Another is to create new ways to meet it. At times, a compromise may be reached with the decision maker as to how much he or she is willing to sacrifice in order to achieve a given feature of a program evaluation. There is also the alternative of eliminating the interim evaluation so that the available resources can be focused upon the longer-range concerns of the end-of-year evaluation. Constraints become evident as planning proceeds. When such problems come to light, the evaluator's advice on alternative solutions is the key to balancing high-level resource requirements against ever-present constraints.

If the program receives categorical funding from state or federal sources, note must be made of the reporting requirements of these agencies. Such external requirements should be combined with local requirements to define the total evaluation requirement. Data for both purposes should be collected and treated as a unit. Duplication throughout the evaluation effort, such as double-data collection, should be avoided at all cost.
SUMMARY

To determine evaluation purposes and requirements, the evaluator:

1. Reviews program records of outcomes of previous program implementation.

2. Determines how the learner, educator, and/or community needs were identified.

3. Determines that program goals match identified needs.

4. Determines that performance objectives are compatible with program goals and needs statements.

5. Determines that performance objectives are written in measurable terms.

6. Reviews program activities to be certain that they relate to performance objectives.

7. Determines end-of-the-year and interim evaluation requirements.

8. Identifies preliminary evaluation resources and constraints.

9. Develops a composite list of resource requirements and submits the list for staff concurrence and board of education approval.
CHECKLIST OF THE STEPS IN DETERMINING EVALUATION PURPOSES AND REQUIREMENTS

DEFINE EVALUATION PURPOSE

- Determine from decision makers the purpose of the evaluation. The purpose will dictate the types of evaluation that must be conducted.

REVIEW NEEDS ASSESSMENT, PROGRAM GOALS, AND PROGRAM OBJECTIVES

- Determine whether a needs assessment was conducted by the decision makers.
- Review program goals to determine whether they address the needs or problem areas.
- Review performance objectives to determine that they are compatible with program goals.
- Are the objectives stated in unambiguous terms?

REVIEW PROGRAM ACTIVITIES

- Review program activities to judge whether they can be expected to contribute to achievement of the objectives.
- If the activities do not match the objectives, recommend that activities or objectives be revised.

IDENTIFY EVALUATION REQUIREMENTS

- Request that decision makers identify the information they will require to make end-of-the-year decisions about the program.
- Determine process, product, and context data that should be collected.
CHECKLIST OF THE STEPS IN DETERMINING EVALUATION PURPOSES AND REQUIREMENTS

IDENTIFY EVALUATION REQUIREMENTS (cont'd)

- Determine the information required by decision makers to make inter related decisions.
- Determine when the information is required.

IDENTIFY EVALUATION RESOURCES AND CONSTRAINTS

- Determine the resources and constraints which will affect the conduct of the evaluation.
- Advise decision makers of those resources which are available and those that are required.
- Submit recommendations to decision makers for reconciling discrepancies between resources available and those required.
LEARNING EXERCISE 1: TYPES OF EVALUATION DATA

Directions: Classify the following examples by type of evaluation data to be collected.

Types of Evaluation Data
Product -- PT
Process -- PS
Context -- C

Write the abbreviations for these types in the spaces provided.

Example I: The end-of-the-year evaluation indicated that three of the four program performance objectives were met.

Example II: Two of the seven teachers developed their own math materials instead of using those prescribed for the program.

Example III: After the second week of school, all the teachers went on strike.

Example IV: It was determined at the end-of-the-year evaluation that 45 of the 46 instructional activities were implemented as planned.
Example I: PRODUCT
Explanation: When we speak of performance objectives, we are speaking of learner progress or outcomes.

Example II: PROCESS
Explanation: In this example, the evaluator is looking at the activities implemented to support learner progress or outcome.

Example III: CONTEXT
Explanation: The teachers' strike is a condition which interrupted the instructional program design and which could have kept the program from meeting its performance objectives.

Example IV: PROCESS
Explanation: As in Example IV, the instructional activities were designed to support the achievement of the desired pupil outcomes.
LEARNING EXERCISE 2: IDENTIFICATION OF MEASURABLE OBJECTIVES

The following are partial statements of performance objectives. Check whether or not these statements are written in terms that are measurable.

1. He will be able to understand the principles of citizenship.  YES  NO

2. Each child will be able to name the days of the week in order beginning with Sunday.  YES  NO

3. The students will appreciate the culture of their northern neighbor.  YES  NO

4. The students will construct a log cabin.  YES  NO

5. The teachers will learn the significance of the experience.  YES  NO

6. Children will enjoy going to the library.  YES  NO

7. Parents will become aware of their need to participate in the school program.  YES  NO

8. Students will grasp the concept of good citizenship.  YES  NO

9. Each child will write a composition.  YES  NO

10. The teacher's assistant must know the teaching philosophy of Head Start.  YES  NO
Do the following statements contain the six (6) components found in a performance objective? Be prepared to identify any components that might be missing.

11. All 2nd grade students receiving remedial math instruction will show a gain of five months in math computations for every five months of instruction. Gain will be measured by the state-approved test.

12. The students will show a six months' growth in reading comprehension as a result of the remedial reading program.
LEARNING EXERCISE 3: SELECTING APPROPRIATE OBJECTIVES

This exercise is designed to give you practice in deciding which objectives will best measure progress towards a specific goal. Four different goals are presented. They deal with student achievement, motivation and commitment of students, staff, and community; individualized instruction; and self concept. A list of 11 possible objectives that could be used to assess progress towards the goals is also given. Your task is to take one of the four goal areas and decide which objectives would be most appropriate for evaluating that program goal.

Instructions for Each Panel of Consultants

Suppose that you and other members of your group are consultants selected by the school board to form an advisory evaluation panel. The main task of the panel is to select a set of objectives appropriate to evaluate the goals stated on the "Reading Program Goals Sheet" (A-30). Include only the most important objectives—those you think the district can reasonably afford to pursue and evaluate.

At the end of the panel's meeting, it is expected that the panelists will have:

1. Read the "Brief Description of the Program" and selected one of the four program goals (A-30).

2. Selected from the list of 11 objectives (A-31-33) those most of the members agree are adequate for determining whether the goal selected has been achieved. If the panel members are not satisfied with those listed, they should have developed their own set of objectives (A-34).

3. Individually rated each selected objective using the worksheet (A-36).

4. Tallied the selected objectives according to the ratings assigned by the panel (A-37).
READING PROGRAM GOALS SHEET

Brief Description of the Program

This program is a reading performance contract project funded by the state. The program is located in one of the junior high schools of an urban school district which has shown a great need for special reading instruction. The emphasis of the program is placed on individualized reading instruction. Two main components are: (1) the diagnosis of reading needs of individual students; and (2) the careful planning of reading instruction according to the diagnosis.

Teachers in the program have been given preservice training and will receive inservice training in the use of individualized instruction techniques.

The program is in its first year of operation with contracts between the school district and the teachers working in the program.

Program Goals

Four of the goals of the program stated in the contract are as follows:

I. PARTICIPATING STUDENTS WILL RAISE THEIR READING ACHIEVEMENT PERFORMANCE.

II. ADMINISTRATIVE STAFF, TEACHING STAFF, STUDENTS, AND MEMBERS OF THE COMMUNITY WILL DEMONSTRATE THAT THEY WERE HIGHLY MOTIVATED AND HIGHLY COMMITTED TO A SUCCESSFUL IMPLEMENTATION OF THE READING PROGRAM.

III. INDIVIDUALIZED INSTRUCTION TECHNIQUES WILL BE USED AS THE MAJOR TEACHING STRATEGY IN THE IMPLEMENTATION OF THE INSTRUCTIONAL PART OF THE READING PROGRAM.

IV. PARTICIPATING STUDENTS IN THE READING PROGRAM WILL RAISE THEIR SELF CONCEPTS.
LIST OF READING PROGRAM OBJECTIVES

The planners of the program, together with the designated program evaluator, have developed the following list of program objectives. These objectives are examples which may or may not be appropriate to evaluate one or more of the program goals:

1. All participating students with self-concepts below the 30th percentile as measured on a standardized inventory on a pretest will show a gain of at least ten percentile points towards positive self concept as measured by the same instrument at the end of the eighth month in the special reading program.

2. The teaching staff will assess reading skills and design individualized reading activities for each participating student at the beginning and at one-month intervals during the special reading program. The fulfillment of this objective will be measured by the extent of the entries in the locally developed "Student Activities Diary."

3. At the end of the eighth month of the special reading program, at least 95 percent of the teaching staff will have participated in three-fourths or more of the supplementary instructional activities (e.g., inservice sessions, staff meetings) designated in the program. The fulfillment of this objective will be measured by the tallying of attendance in an attendance log.

4. At the end of the eighth month of the special reading program, at least 70 percent of the administrative staff will have participated in one-fourth or more of the supplementary activities (e.g., inservice sessions, staff meetings)
designated in the program plan. The fulfillment of this objective will be measured by the tallying of attendance in an attendance log.

5. Fifty percent of the participating students will show a gain of 15 percentile points or more in reading achievement as measured by a standardized, norm-referenced reading achievement test at the end of the eighth month of the special reading program compared with the results of the same test administered at the beginning of the program.

6. At the end of the eighth month of the special reading program, 70 percent of the participating students will respond correctly to three-fourths or more of the questions on a criterion-referenced test.

7. At the end of the eight-months period, the teaching staff will reflect a measured mean score of 4 or higher on a rating scale with a designated low score of 1 to a designated high score of 5 indicating the extent to which they were personally committed to the successful implementation of the special reading program.

8. When responses are solicited at the end of the eight-months period, participating students will show a measured mean score of 4 or higher on a rating scale with a designated low score of 1 to a designated high score of 5 indicating the extent to which they were personally committed to the special reading program.

9. When responses are solicited at the end of the eight-months period, parents of participating students will reflect a measured mean score of 4 or higher on a rating scale with a designated low score of 1 to a
designated high score of 5 when judging the extent to which they were committed to the successful implementation of the special reading program.

10. At the end of the eighth month of the special reading program, 90 percent of the participating students will have had fewer than three nonjustifiable absences ("cuts"), as measured by attendance records.

11. At the end of the eighth month of the special reading program, 70 percent or more of the participating students will report that they enjoy reading more than they did before entering the program. The fulfillment of this objective will be measured by a locally developed student questionnaire.
Learning Exercise 3

Selection of Objectives
Worksheet

Task Number 1: Record the Roman numeral and key words of the goal your panel chose and enter the number of members in your panel at the top of the Individual Worksheet on page A-36. Circle the numbers of the objectives on the Individual Worksheet which your panel feel are appropriate for the evaluation of that goal. If your panel feels that the objectives presented in the list are inappropriate or inadequate, write the objectives your panel agrees are appropriate for your program goal in the spaces labeled PROGRAM OBJECTIVE 12 and PROGRAM OBJECTIVE 13 below.

Program Objective 12

Program Objective 13
Task Number 2: After you have circled the objectives your panel favors or have written in (and circled) new ones in the spaces on page A-34, rate each objective on the following scale: 0 = Not Important; 1 = Important; 3 = Very Important. Put a check in the appropriate boxes on the Individual Worksheet. Next, circle the objective on the Group Report Form, tally the ratings of your panel, and then enter the tallies in the appropriate boxes on the Group Report Form. (On page A-38, there is a filled-out Group Report Form that illustrates how this is done.)

Task Number 3: The leader of each panel reports on the panelists' selection of objectives.
### INDIVIDUAL WORKSHEET

**Program Goal Number**

**Key Words**

**Total Number of Panel Members**

<table>
<thead>
<tr>
<th>Objective Number</th>
<th>Rating of Objectives and Tallies of Ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not Important</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
</tr>
</tbody>
</table>

*These numbers represent objectives which have been written by the panel.*
GROUP REPORT FORM

PROGRAM GOAL NUMBER

TOTAL NUMBER OF PANEL MEMBERS

KEY WORDS

<table>
<thead>
<tr>
<th>Objective Number</th>
<th>Rating of Objectives and Tallies of Ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not Important</td>
</tr>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
</tr>
<tr>
<td>*12</td>
<td></td>
</tr>
<tr>
<td>*13</td>
<td></td>
</tr>
</tbody>
</table>

* These numbers represent objectives which have been written by the panel.
GROUP REPORT FORM

PROGRAM GOAL NUMBER: 11
KEY WORDS: HIGHLY COMMITTED
TOTAL NUMBER OF PANEL MEMBERS: 7

<table>
<thead>
<tr>
<th>Objective Number</th>
<th>Rating of Objectives and Tallies of Ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not Important</td>
</tr>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
</tr>
<tr>
<td>*11</td>
<td></td>
</tr>
<tr>
<td>*12</td>
<td></td>
</tr>
<tr>
<td>*13</td>
<td></td>
</tr>
</tbody>
</table>

These numbers represent objectives which have been written by the panel.
Learning Exercise 4: Matching Needs Statements to Program Objectives and Program Activities

Table on page A-40, you will find three columns. Column 1 contains statements; column 2, program objectives; and column 3, program activities. In the spaces provided at the left of columns 2 and 3, write in the numbers of the needs statements that match the objectives and activities.
1. **Needs Statements**

   - Parent and community involvement activities were minimal except in the two classrooms where Head Start pupils were enrolled. Since the goals call for extensive community involvement in planning instructional activities, there is a need to increase such participation.

   - Many Head Start-K-3 pupils have limited vocabulary and limited ability to process and express information in standard English. Since the Head Start Program places major emphasis on language development, the staff recognizes a need to upgrade pupils' verbal skills.

   - It has been observed that the individual needs of the target pupils are not being addressed in the classroom. The school philosophy stresses individualizing programs for each pupil. There is a need to ensure that the staff implements this philosophy.

   - Almost 80 percent (79.9) of the K-3 pupils tested scored below 0 on the total mathematics of the C.T.B.S. given in October 1974. These scores do not appear comparable to pupils' demonstrated ability in other areas. There is a need to identify means of improving pupil performance in math.

2. **Program Objectives**

   - A 5 percent random sample of Head Start and K-3 pupils who have been in the activities of the Oral Language Component will significantly increase (at the .05 level of confidence) scores on the Verbal Expression subtest of the Illinois Test of Psycho-Linguistic Abilities from the October 1974 pretest to the May 1974 posttest.

3. **Program Activities**

   - Grouping within each K-3 classroom will be flexible, changing frequently in accordance with the changing needs of the pupils. Groups will be formed by needs identified by diagnosis and recorded on the class profile chart.

   - All Early Childhood Education Teachers and aides will participate in a four-week summer program during July 1975. The teachers and aides will be involved in problem solving, developing materials, and inservice for improving teaching skills in individualized instruction.

   - Head Start-K-3 teachers will show the instructional program in language development by a hierarchy of performance objectives. This activity will be evidenced by a class profile chart covering each of the performance objectives in the classroom. The class profile chart will be monitored in November, February, and May by an evaluation committee made up of two teachers, two parents, the principal, and the Director of Compensatory Education.
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Section B

DEVELOP AN EVALUATION PLAN

The Evaluation Improvement Program
The evaluation of a program, like the program itself, operates on a careful plan based on what the program is designed to accomplish and whether it has achieved those results. Thus, having learned the program's objectives and needs (step 1), the evaluator then constructs a series of questions that will be used after the program's completion to determine if it has achieved its objectives. The evaluator then decides upon the instruments that will be needed to gather the necessary information and whether they will be selected from available instruments or developed. A schedule is then drawn up for the administration of the instruments. Decisions must then be made about the kinds of analyses that will be performed on the data and how the final information will be reported and to whom. Finally, to improve the chances that the report will be used productively, the evaluator discusses its uses with all the recipients.
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1. THE PRELIMINARY WORK

The preliminary work in developing a general evaluation plan requires consideration of all of the steps involved in the evaluation process. In this section, we shall look briefly at each of the several evaluation steps and identify some of the questions that must be formulated at each. The subsequent sections (C-H) of this Guide will develop in more detail the things that you must know and do as you plan and implement your program evaluation.

To help you visualize all the steps in a total plan, a Program Evaluation Planning Form is shown on page B-2. This form was designed to guide your thinking as you plan for the evaluation of a particular program. The text that follows relates directly to each of the rows on the form.

Needs Assessment and Program Goals and Objectives

The assessment of needs and the setting of program goals and objectives are parts of the program-planning cycle. Since the evaluation of a program is based on what the program is trying to accomplish, the objectives need to be sufficiently explicit so that whatever progress has been made towards reaching those objectives can be assessed. The program evaluator must be involved at this early planning stage, at least to the extent of reviewing plans and making suggestions to ensure that it will be possible to evaluate program objectives.

Evaluation Design

Evaluation design is essentially a systematic approach to the task of gathering information to answer questions or make decisions. The technical part of considering a design cannot begin until some assumptions are made about what the evaluation is to accomplish. Some questions may relate to progress towards program objectives, relative effectiveness of different programs, or relative standing of various groups within a given area. Specific decisions may be made as to keeping, expanding, or dropping a
<table>
<thead>
<tr>
<th>Program Objectives</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation Design</td>
<td></td>
</tr>
<tr>
<td>Assessment Instruments</td>
<td></td>
</tr>
<tr>
<td>Administration</td>
<td></td>
</tr>
<tr>
<td>Dates and Personnel</td>
<td></td>
</tr>
<tr>
<td>Data-Analysis Techniques</td>
<td></td>
</tr>
<tr>
<td>Monitoring Program Activities</td>
<td></td>
</tr>
<tr>
<td>Monitoring Dates and Personnel</td>
<td></td>
</tr>
<tr>
<td>Key Reporting Dates</td>
<td></td>
</tr>
<tr>
<td>Who is to Receive the Report(s)</td>
<td></td>
</tr>
<tr>
<td>Determining How the Data Reports Will be Used</td>
<td></td>
</tr>
</tbody>
</table>
program, adopting or adapting procedures or policies, or where particular programs seem to operate most effectively. The purposes identified in Section A will help determine the important questions to be addressed.

Assessment Instruments

The selection of appropriate assessment instruments depends on the kind of information needed to answer the questions posed in the evaluation. There are a number of different kinds of assessment instruments that are available and that should be considered when a selection is to be made. The following are among the types of instruments to consider:

- Norm-referenced tests
- Criterion-referenced tests
- Questionnaires
- Interview guides
- Observation record blanks
- Rating sheets
- Log sheets
- Record summary forms
- Structured narrative reports

Each of the several kinds of assessment instruments has its own strengths and weaknesses and should be considered in the light of criteria developed for that specific evaluation. Some general criteria might be:

- Does the instrument adequately measure what you want to measure?
- Will the instrument yield consistent results at different times and with different groups?
- Is the instrument appropriate for the particular population in question?
- Is the instrument easy to administer and score?
- Is the cost of the instrument, its administration and its scoring, reasonable and within the budget?
Administration Dates and Personnel

Once dates have been set for administration of the instruments and personnel have been assigned to administer them, there are a number of questions to consider such as:

- Will the assessment dates conflict with other events in a way that might diminish the reliability of the data?
- Will the assessment dates allow for adequate measurement of the program or program elements?
- Will the assessment dates allow the data to be collected, analyzed, and reported to the recipient on time?
- Who can do the assessment with the greatest accuracy and with the least disruption to the regular school schedule?
- Will special inservice training be required to get good results?
- Do individuals involved in the data collection have a vested interest in the outcome?
- Are personnel available on the staff, or will outside personnel be required?

Data-Analysis Techniques

Data analysis consists of organizing a quantity of data so that its meaning may be understood. Techniques of analyzing data range from a simple rank ordering of scores to very complex statistical treatment. Data-analysis techniques allow the reader to identify relationships that are not apparent in the initial raw data and make it possible to do such things as compare different groups or the same group at different times.
Listed below are some methods of arranging or displaying data for analysis:

- Total raw scores
- Mean (average) scores
- Median scores
- Modal scores
- Percentage scores
- Rank-order listings
- Frequency distribution
- Correlations

**Monitoring Program Activities**

Determining how a program is being conducted is done through a process of program monitoring. Monitoring enables the evaluator to identify unexpected situations or conditions that might impede the implementation of the project and that need the immediate attention of the project director; to collect data for interim-reporting, and to observe unanticipated behavior.

Programs frequently include a great many activities. Consequently, it may not be feasible to monitor every one of them, and criteria will have to be established so that the evaluator will monitor only those activities that will yield the most useful information. One such criterion might be the degree to which the program would be affected if a particular activity were or were not continued. Another might be to emphasize activities that appear to be most closely related to the stated program objectives.

**Monitoring Dates and Personnel**

The same general considerations should be addressed here that were covered under Administration Dates and Personnel.

**Key Reporting Dates**

In establishing reporting dates, the evaluator must determine when the information in the report is needed by the recipient. Also to be considered is when the information to be reported will be available.
Who Is to Receive the Report(s)

An evaluation report may be designed to answer questions and provide information to a number of audiences. To determine who should receive a report, the evaluator must know the original purposes of the evaluation and what its uses will be, which should have been a part of the initial planning. In any case, a distribution list should be reviewed with the appropriate administrator so that the audiences and intended uses may be verified and the number of copies of the evaluation reports determined.

Determining How the Data Reports Will Be Used

There are several things the program evaluator can do to improve the chances that evaluation reports will be used in a productive manner, and these are discussed in Section G on reporting. For example, the evaluator determines from each recipient of the report the kinds of information needed from the report or the kinds of information the recipient would accept as evidence in regard to a particular question. Joint planning with recipients of the evaluation report is perhaps the most positive action an evaluator can take to insure that the report will serve its purpose.

2. REVIEW OF PRELIMINARY PLANS

Once the preliminary evaluation plan has been completed, it should be reviewed by as many as possible of the people who are involved in the program or who may be affected by the results. In this way, any errors or misconceptions in the plan can be immediately changed or corrected. This review process may bring out honest differences of opinion as to how the evaluation should be designed and implemented. It is not always possible (or even desirable) for a plan to receive universal approval in this kind of review, but a careful reading at this stage may avoid unexpected opposition at the time of reporting.

Review Evaluation Plan with:

Program staff
School principal
District administrator
Representative from funding agency
Others?
3. EVALUATION TIMELINE

Following the review of the evaluation plan and the determination that the required resources are available, some sort of implementation schedule should be prepared. One of the more common procedures is to use a timeline on which all actions are listed and the estimated amount of time and actual dates of implementation are recorded. An example of such a timeline, which allows space for an estimate of the amount of staff time required for each of the tasks, is shown on the following page.

4. DETERMINING AND OBTAINING REQUIRED RESOURCES

At this stage of planning, the evaluator must have answers to two questions:
(1) What resources are required for carrying out the planned evaluation?
(2) Can they be obtained? If the resources do not match the requirements, some adjustments and compromises must be worked out.

The first thing the evaluator needs to identify is the anticipated workload on available personnel. To do this, he must go back to the timeline and look at the estimated total person days for each personnel category. Then he must identify the persons available to fill those needs. For example, if the evaluator has estimated that 300 person days of teacher assistance will be required to carry out the plan, and there are 10 teachers in the same program, that averages out to 30 work days per teacher. If this is a realistic amount of time to expect from classroom teachers and if the teachers themselves agree to the time commitment, there is no problem. If the work load is not acceptable, a more realistic amount of time must be planned.

As staff needs are clarified, there will be several decisions to be made such as: Can the work day requirements be shifted from one personnel category to another? Can additional persons be hired? Can some of the required work days be cut back? Resolution must be reached between work-day requirements and personnel available to fill the requirements.
# PROGRAM EVALUATION TIMELINE

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Completion Date</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of Person Days</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program Director</td>
</tr>
<tr>
<td>Teaching Staff</td>
</tr>
<tr>
<td>Other Professional Staff</td>
</tr>
<tr>
<td>Teacher Aides</td>
</tr>
<tr>
<td>Clerical Staff</td>
</tr>
<tr>
<td>Other</td>
</tr>
</tbody>
</table>

Total Person Days
The costs of required evaluation materials and equipment have to be identified and matched against both available materials and equipment and the budget. Resolution must be reached when there is a discrepancy between required materials and equipment and the available resources.

Costs of such required services as consultants and data processing must be matched against resources. Resolution between required services and resources must be made before the evaluation plan can be put into operation.

In summary, evaluation planning brings about a balance between the resources that are required and those that can be made available. Give and take is involved here: In some cases, resources can be added to match the requirement; in others, the requirement is modified to a less ambitious approach.
CHECKLIST OF THE MAJOR STEPS
REQUIRED IN DEVELOPING AN
EVALUATION PLAN

- Review needs assessment and goals and objectives to determine their interrelatedness.
- Identify the purposes for which the evaluation is being conducted and the probable uses of the evaluation.
- Review objectives to ensure they are written in measurable terms.
- Identify the questions that must be answered at the end of the year as indicated by the objectives, the purposes, and the probable uses of the evaluation.
- List appropriate kinds of instruments to gather the information required to answer the questions formulated above.
- Determine approximate dates when the various kinds of information would most appropriately be gathered.
- Determine types of data-analysis procedures that would give the most appropriate information to answer the questions formulated earlier.
- List the activities that need to be monitored together with most appropriate dates to secure the information.
- List the kinds of reports that will be made, both interim and summative, who will receive these reports; and the dates the reports are due.
- For each report, list the potential uses to be made of the information and be sure that they match the information to be gathered.
LEARNING EXERCISE 5: PLANNING FOR ASSESSMENT OF PROGRAM OBJECTIVES

In the Rosedale School District, one elementary school has had particularly rapid growth, resulting in a cultural mix of pupils it has never before experienced. There have been many discipline problems and fights on the school grounds, and the parents have demanded that some action be taken. There have also been complaints regarding the quality of instruction and the achievement levels of the pupils at several grade levels.

Rather than addressing these complaints as isolated problems, a general assessment was made of the educational needs of the total district. As a result of this effort, a number of general goals and specific objectives were developed for four programs, and several changes were planned for implementation during the following year. Because of limited resources, the progress made toward reaching all of the objectives for each of the four programs could not be evaluated during the first year.

Here is some information about the four programs:

Kindergarten Program

At the kindergarten level, there was a high rate of transiency. The staff felt that the test score means of the total kindergarten population were unduly influenced by transients and that this influence distorted the test results downward. The parents wanted to know what a reasonable expectation might be for pupils who attended school on a regular basis, and the staff needed more precise information about all of the pupils' level of achievement.

Of the several objectives for the kindergarten program, the following one was selected for evaluation:

Kindergarten pupils with attendance record of 75 percent or better will show an improvement in language skills by achieving a median gain of 30 raw score points on the school-adopted language development test.
Citizenship Program Grades 1, 2, and 3

To deal with the problem of fighting and discipline, a schoolwide program of instruction in multiculture appreciation was developed with a specified curriculum to provide each pupil with planned experiences in a different culture. This was supplemented with a system of counseling in which each pupil participated in a number of different groups.

The objective to be evaluated:

In grades 1, 2, and 3, where all pupils receive group counseling and instruction in the appreciation of multicultural differences, pupils will demonstrate an improved knowledge of the cultural differences emphasized in the curriculum as evidenced by the district-made test covering the subject matter taught.

The incidence of fighting on the playgrounds will show a 20 percent reduction as compared to the records of the previous year.

Mathematics - Grade 10

As a result of a community survey, a minimum proficiency level in math was established for all grade 10 pupils, and those not meeting this level were enrolled in a remedial math class where individualized instruction was to be emphasized and individual diagnostic records were to be maintained.

The objective to be measured:

Tenth grade pupils receiving remedial math instruction will show a five-month mean gain in math computation for every five months of instruction as measured on the school-adopted standardized math test.

English - Grade 12

All high school seniors were required to take at least one semester of English. Many of the graduates who went on to colleges or universities, however, were not passing the test for written expression, even though they had taken the college preparatory course. The school board directed that standards be developed for the class and that an evaluation of the results be made.
The objective to be measured:

All high school seniors receiving a grade of 'C' or higher in senior English writing class and making application to a college or university will earn a passing score on the writing section of that institution's entrance examination.

Using the Program Evaluation Planning Form on the next page, you may assume that an adequate needs assessment has been done, the goals have been adopted, and that the programs are properly designed to meet the identified needs.

Your group is to select one of the four programs and fill out the questions in each column on the planning form. The questions on page B-15 may be helpful in filling out the form.
**PROGRAM EVALUATION PLANNING FORM**

Program ___________________________
Purpose(s) of Evaluation ___________________________
Audience(s) for Evaluation ___________________________

<table>
<thead>
<tr>
<th>PROGRAM OBJECTIVES</th>
<th>EVALUATION DESIGN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ASSESSMENT INSTRUMENTS</th>
<th>ADMINISTRATION DATES AND PERSONNEL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DATA - ANALYSIS TECHNIQUES</th>
<th>MONITORING PROGRAM ACTIVITIES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MONITORING DATES AND PERSONNEL</th>
<th>KEY REPORTING DATES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>WHO IS TO RECEIVE THE REPORT(S)</th>
<th>DETERMINING HOW THE DATA REPORTS WILL BE USED</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
# Program Evaluation Planning Form

**Program**

**Purpose(s) of Evaluation**

**Audience(s) for Evaluation**

<table>
<thead>
<tr>
<th>Program Objectives</th>
<th>What objective is being evaluated?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>What is the goal or need statements to which this objective relates?</td>
</tr>
<tr>
<td></td>
<td>In this objective written in such a form that it can be measured?</td>
</tr>
<tr>
<td></td>
<td>Is the implied measure appropriate for the objective?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Evaluation Design</th>
<th>What questions must this design address?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>What information must this design be able to produce in order to answer these questions?</td>
</tr>
<tr>
<td></td>
<td>To what purposes of evaluation do these questions relate?</td>
</tr>
<tr>
<td></td>
<td>What information will the audience accept as evidence related to the purpose of the evaluation?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Assessment Instruments</th>
<th>What kinds of assessment instruments will be most appropriate to secure the information required in the design?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Norm or criterion referenced tests - questionnaires - interviews - observations - rating scales - log sheets - narrative reports)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Administration Dates and Personnel</th>
<th>During what month or months should assessment take place?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Who would be the most appropriate person to collect the data?</td>
</tr>
<tr>
<td></td>
<td>Who is responsible for assigning personnel and dates?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Analysis Techniques</th>
<th>What kinds of scores will be most useful in providing the information needed, as identified in the purpose and in the design?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>What kinds of data analysis will be most appropriate?</td>
</tr>
<tr>
<td></td>
<td>Will outside help be required to do the required analysis?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Monitoring Program Activities</th>
<th>What activities are central to the accomplishing of the objectives?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>What information must be collected to accomplish the purposes of the evaluation?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Monitoring Dates and Personnel</th>
<th>Who will perform the monitoring function?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>How frequently must the activities for this objective be monitored?</td>
</tr>
<tr>
<td></td>
<td>To whom should the monitoring be reported?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Key Reporting Dates</th>
<th>Who will be interviewed to ensure that reporting dates meet decision or user requirements?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Who will establish reporting deadlines?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>How the Data Reports Will be Used</th>
<th>What different audiences will receive evaluation reports on this objective?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Have the questions identified by the audiences during the initial design step been addressed in the evaluation report?</td>
</tr>
<tr>
<td></td>
<td>Have the purposes of the evaluation been accomplished?</td>
</tr>
</tbody>
</table>

| What activities have been planned to ensure the most effective use of the evaluation reports? |
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Section C

DETERMINE THE EVALUATION DESIGN
AND
DO THE SAMPLING

NOTE TO USERS OF THIS GUIDE

In several sections of this Guide, as in this one, each Learning Exercise is placed immediately after the discussion of the topic(s) the exercise is based on. In the other sections, the Learning Exercises are grouped at the end. There are advantages in both ways of presenting these materials. Which way do you prefer?

The Evaluation Improvement Program
Evaluation design is the key to obtaining valid and reliable information for decision making, which is, of course, the most important purpose of program evaluation. Applying the principles of design helps assure a high level of objectivity by eliminating personal opinion as a major factor in program evaluation. Good design enables one to compare with confidence the performance of students on such dimensions as past and future, program groups and nonprogram groups, Treatment A group and Treatment B group. It lets us know what change has occurred, what the gains or losses have been, which of several procedures is preferable, and whether sought-after objectives have been reached.

If knowing about gains or growth is critical, a pretest-posttest design should be selected. If assurance is needed that program treatments have had impact, nonprogram groups should be measured along with program groups. If it is necessary to look at subparts of the program for cause/effect relationships, or at various combinations of participants, an expanded factorial design should be chosen. If homogeneity across groups is an important factor, individuals should be assigned to groups on a random basis.

To be effective, the design of an evaluation plan should be selected well in advance of program activities. Advance planning of this sort is not only more effective but also more economical, for it allows the use of sampling procedures the evaluator can use to apply the design to representative segments of students, of other populations, or of instruments.

In summary, careful attention to design will help increase the confidence you have in the results of a program evaluation. Careful attention to, and use of, sampling will produce comparable results using considerably fewer subjects in the program-evaluation activities.
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1. INTRODUCTION TO EVALUATION DESIGN

A question of primary importance in program evaluation is: "How much more did pupils learn by participating in the program than they would have learned without it?" The answer involves two bits of information:

- How much students improved between the time the program began and ended
- An estimate of how they would have done without the program

The first is relatively easy to answer if proper instruments are used. The second is more difficult.

The adequacy of the design the program evaluator selects can be judged by the extent to which the results can be interpreted and generalized to other similar kinds of groups and programs. An adequate design helps raise the confidence the evaluator and program director can place in the results.

2. HOW TO SELECT A DESIGN

The particular design you decide upon will depend upon the types of questions you want to answer. Most program evaluation has, in past years, been more subjective than objective. Have you ever heard someone say, "Of course it's a good program. You can just tell by observing the students and the teacher in action. Anyone can tell it's good."?

I know it's good because I feel it here.

| program | warm feeling. |

This is not what program evaluation is all about: What is needed is the kind of design that will serve to provide valid data for decision making and sound justification for continued funding.
There are many designs that are usable in a school setting that do that, but only a few will be presented here. They deal with these questions:

1. At what level are the students functioning at the beginning and at the end of the program?
2. How much growth occurred during the program?
3. How does this growth compare with our expectations?
4. What elements of the program contributed to the gain or loss?

At What Level Are the Students Functioning?

Knowing where students are functioning at the outset is necessary to successful implementation of the program. A program may be designed for certain types of students with skills at an assumed level. Unless data are available that confirm the fact that pupils in that program really are at that skill level, you may miss the target. A test given early in the program can give you this information.

Are the students entering this program really functioning at the level expected?

premeasurement ———— program

This is a legitimate use of a single testing session early in the program. It provides a benchmark that indicates where things stood at the beginning.

Sometimes the program is well under way before an evaluation plan is developed, which is a practice to be discouraged. What does the evaluator do in such a case? One option is to plan a design that uses a test at the end of the program.

At what level are students functioning at the end of the program?

program ———— postmeasurement
If the design provides only for this, it really tells us nothing about the effectiveness of the program. It tells us something about what students know after the treatment of the program, which may be used in exploring and developing ideas for further program planning. But it is not a design that will lead to any useful conclusions about the effectiveness of the program at hand.

Fortunately, there are some "retrospective" measures that can be attempted. Unless the year is about over, a test given even as late as midway in the program cycle will give some information against which final results can be compared. Another useful option may be to go to whatever student records that indicate general levels of past performance. The conversion of historical data to baseline data is, at best, "messy," but it does offer an expedient measure that can save a late-starting program evaluation.

How Much Growth Occurred During the Program?

Only when this question is asked do we begin to be concerned about the effect that the program has had on the students.

<table>
<thead>
<tr>
<th>premeasurement</th>
<th>program</th>
<th>postmeasurement</th>
</tr>
</thead>
</table>

How much did students improve during the program?

While this design will tell us how much change has occurred, it, too, really does not address the basic question, "How much more did pupils learn by participating in the program than they would have learned without it?"

A single-group time-series design uses students in the program as their own control group. The same measurement is made on the same students at regular intervals several times before and after the program. If the program appears to disturb the trend of measurement results in a positive way, this may be evidence that the program has been effective. This design might be used within a program if a teacher wished to increase the number of new words
learned each week beyond the current rate and introduced a special reward system for the child learning the greatest number of new words each week for the next month. Weekly records kept before and after introduction of the system might look like this:

![Graph](image)

This design addresses the same question, but gives better evidence as to whether a real change has occurred.

How much did students improve during the program?
How Does This Growth Compare with Expectations?

Usually the reason a new program is instituted is that it is thought to be better than what currently exists. To find out if the program is better, the evaluator needs to consider what happened as a result of the program and what might have happened if the program had not been introduced.

Whenever possible, some kind of reference group should be used to compare the status of program participants to that of similar persons not participating in the program. There are three kinds of reference groups: (1) control groups, (2) comparison groups, and (3) norm groups. Care must be taken that persons in the reference group are as much like those in the program as possible with respect to age, ability, reading level, ratio of males to females, number of minorities, etc. Persons need not match on a one-to-one basis (in fact, it is better they do not), but the overall group profiles should be similar. If it is not possible to find a reference group in the same school, try to find one in another school which is similar. In determining whether another is similar, consider the following:

- prior achievement of students
- population density of community
- size of school
- school organization (e.g., K-3 vs. K-6)
- teacher training and experience
- median family income
- expenditures per student
- eligibility for state and federal programs
- racial composition
- administration/teaching philosophies

Program and control groups are formed when pupils (or other participants) are randomly assigned to program activities or nonprogram activities within a program-evaluation model. If it is possible to make random assignment to one group or the other, the concerns that program versus nonprogram groups be
alike do not apply. Even so, it would be a good idea to check with a random assignment to see whether there may be drastic differences between groups. Randomization is an acceptable way of assuring "likeness." If it is administratively feasible, it is the best possible way to control grouping.

How do nonprogram students identical with program students compare with regard to growth?

Random Assignment

<table>
<thead>
<tr>
<th>program students: premeas.</th>
<th>program</th>
<th>postmeas.</th>
</tr>
</thead>
<tbody>
<tr>
<td>nonprogram students: premeas.</td>
<td>postmeas.</td>
<td></td>
</tr>
</tbody>
</table>

Sometimes in such a design, it may be advantageous to plan for no pretest. This may be because new and unfamiliar concepts are to be taught and it seems unlikely that information will be gained by a pretest. Or, in the case of very young children, the amount of testing that can be done is very limited. Or sometimes the use of a pretest itself may influence or contaminate the behavior of the students. With random assignment of pupils to program and nonprogram groups, then a posttest-only design will yield the needed information on growth.

How do nonprogram students identical with program students compare with regard to growth?

Random Assignment

<table>
<thead>
<tr>
<th>program students: program</th>
<th>postmeasurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>nonprogram students:</td>
<td>postmeasurement</td>
</tr>
</tbody>
</table>

A comparison group is one in which existing classes of comparable pupils have been identified as nonprogram participants. Comparison groups are not specially organized, as through random assignments. Both control groups and comparison groups must be given the same instruments on the same schedule as the program group. If these groups are in the same school with the program group, care must be taken that "contamination" does not occur. All too, frequently, if a new method in the new program is getting good results, the word will filter through to the control or comparison-
group teacher, and the new method will find its way into that group's classroom. If this happens, the entire evaluation may be invalid.

### Nonrandom Assignment

<table>
<thead>
<tr>
<th>How do comparable nonprogram students compare with program students?</th>
</tr>
</thead>
<tbody>
<tr>
<td>program students: premeas. → program → postmeas.</td>
</tr>
<tr>
<td>nonprogram students: premeas. → postmeas.</td>
</tr>
</tbody>
</table>

When neither a control nor a comparison group is feasible, norm groups may be used. Norms on standardized tests are the most common example of this type. Since norm groups are generally representative of a broader population, they may not be comparable to the particular program group, and care must be taken when interpreting the findings.

When norm groups are used as a basis for comparison, the expectation is that pupils will be relatively higher with respect to the norm at the end of the program treatment than they were at pretest.

When neither a control nor a comparison group is feasible, norm groups may be used. Norms on standardized tests are the most common example of this type. Since norm groups are generally representative of a broader population, they may not be comparable to the particular program group, and care must be taken when interpreting the findings.

When norm groups are used as a basis for comparison, the expectation is that pupils will be relatively higher with respect to the norm at the end of the program treatment than they were at pretest.
Another type of comparison that can be made is to compare the progress of a special program group with its own past performance. If students who have typically been growing at a rate of one-half a year for each year in school achieve a year's growth in the first year of a new program, this may be evidence that the program is effective.

<table>
<thead>
<tr>
<th>How does students' achievement in the new program compare to their past performance?</th>
</tr>
</thead>
<tbody>
<tr>
<td>current program: premeas</td>
</tr>
<tr>
<td>past performance: average growth per year</td>
</tr>
</tbody>
</table>

What Elements of the Program Contribute to the Gain?

Why is this question important?

- If we knew what elements of the program made more difference and which made less, we would be in a position to make improvements in the program.
- Information about effective and less effective elements could be used to reallocate resources of time and money.
- If we knew what elements were essential, we could predict the chances of the program being successful elsewhere.

Unfortunately, finding out what parts of a program contributed most to the gains achieved is a very difficult task. Effective programs may contain many factors related to success, and the task of separating them makes the evaluation design more complex. Thus, with this kind of design there is an even greater need for planning carefully in advance. One certainly would not construct this type of evaluation design after a program has been started.

Ideally, the evaluator would like to take into account as many factors as possible at one time in order to isolate just what is that is causing the changes which do occur. Unfortunately, the more factors that are put into a design, the more complex the design becomes. Suppose we want to investigate which of two types of instructional materials can be used as effectively without aides as with aides. This would require at least four classrooms. That is, there would need to be at least one teacher for
each combination of aides and type of material: aides present, type 1; aides absent, type 1; aides present, type 2; and aides absent, type 2.

<table>
<thead>
<tr>
<th>Instructional Material</th>
<th>Type 1</th>
<th>Type 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aides</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>Teacher 1</td>
<td>Teacher 2</td>
</tr>
<tr>
<td>Absent</td>
<td>Teacher 3</td>
<td>Teacher 4</td>
</tr>
</tbody>
</table>

If the teachers’ skills and experience are very similar, this simple design could be used. (In the real world, however, it is very unlikely that your teachers will be so evenly matched in training, experience, and talent.) In order to allow for differences in teachers, at least two should be assigned to each combination of aides and type of material, making an eight-classroom design.

<table>
<thead>
<tr>
<th>Instructional Material</th>
<th>Type 1</th>
<th>Type 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aides</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>Teacher 1</td>
<td>Teacher 3</td>
</tr>
<tr>
<td>Teacher 2</td>
<td>Teacher 4</td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>Teacher 6</td>
<td>Teacher 7</td>
</tr>
<tr>
<td>Teacher 8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This design is based on the assumption that other relevant factors are held constant (i.e., amount of instructional time, type of instructional method, ability level of pupils, etc.) across all classes. If pupils can be randomly assigned to classes, factors associated with pupil characteristics should be about equally distributed and should not unduly influence one group more than another.

This type of design is very flexible and can be expanded to include more factors, and more than two categories or levels per factor. Obviously, the number of classrooms increases rapidly, and only the larger districts will have enough classrooms to use more complicated designs. An expanded design, however, makes it possible to seek answers to many questions in the
course of the program evaluation. This is fortunate in those cases in which it is believed that two or more factors interact with each other: the use of aides, for example, the availability of a reading laboratory, or individualized curriculum materials. In an expanded design, each of the factors may be considered individually or in terms of the effects they have on one another.

Notice that to use an expanded design you must define the factors very precisely. For example, individualized instruction may mean a student moves at his own rate or that he receives individual help or that he has his own objectives. Moreover, you might want to look at the degree, extent, or intensity of the factor. You might compare the effects of individual help every day to the effects of individual help every other day.

There are some complications which should be mentioned. Is the teaching comparable in the several classrooms? Is the design for each classroom followed with rigour? Are staff members committed to their approach? A negative answer to such questions could bias the results.

The questions you must consider in planning this or any other kind of program evaluation design are:

1. What are the most important questions that a program evaluation can help answer and how much information do you need to answer these questions?
2. What other relevant variables are there that might have an effect on the outcome and how can they be held constant or randomly distributed among classes or subgroups?

The second question involves a factorial design. Only larger schools and districts have enough classrooms to use such a design. Under certain conditions, smaller schools may undertake a modification of it.

A factorial design may be used if individual pupils can be randomly assigned to each different combination of factors (each cell in the table on page C-11). For example, to study the effects of differing amounts of time
spent in a language laboratory by students at various levels of ability, one might randomly assign pupils to make up a group for each condition. Such a design might look like this:

<table>
<thead>
<tr>
<th>Random Assignment</th>
<th>Ability Level</th>
<th>Amount of Time Spent in Laboratory</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10 Min.</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>8 Students</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>8 Students</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>8 Students</td>
</tr>
</tbody>
</table>

In this example, students can be sorted on some dimension of ability, and the amount of exposure given each student can (and would need to be) carefully controlled. Only factors that can be managed in this manner can be studied using this kind of design.

While designs as extended as this have not been commonly used in program evaluation, they are very powerful and have considerable potential for situations in which the use of a reasonably sophisticated program evaluation is critically important.
3. INTERPRETABILITY OF RESULTS

Whether results of measurement within a given design have significance depends, in part, on the extent to which the outcomes are the result of treatments and not of some other cause or combination of causes. Some nontreatment causes might be the following:

1. Differential drop-out or attrition rates in groups being compared. Even though you may exclude from your analysis those students who have not been in attendance during the entire program, the transfer of three of your "best" students can have a marked impact on your results.

2. Failure to account for some related condition that directly affected the results although it may not have been expected to. For example, if the program requires students to spend an extra half hour at school each day, and one of your objectives is to improve attitudes toward school, you may find that nonprogram students who get to leave earlier will have more positive attitudes.

3. Contamination between program and nonprogram students. This occurs, for example, when your special program teacher becomes enthusiastic about a filmstrip used in the program and lends it to a nonprogram teacher.

4. The Hawthorne Effect. If much ado is made about a new program, improvements that were not caused by the program may occur because of 1) the novelty, 2) an awareness that one is a participant in a special group, or 3) a new environment which includes observers, special procedures, equipment, and so on. Improvements caused by these influences are usually short-termed and will probably disappear over time.

5. Evaluator (or teacher) bias, the "Self-Fulfilling Prophecy." This is a well-documented human hazard in evaluation design. The evaluator (teacher or other observer) has preconceived ideas of what is going to happen and sees what he or she expects to see, ignoring indications contrary to expectations.
6. Change in school programs, personnel, facilities, class size, community factors and other such conditions. These factors can affect student performance though none may be related to a program, its treatments, activities, and its evaluation.

4. WHAT TO DO TO AVOID PITFALLS

1. Be sure to take into account time spent on a given subject area. Pupils with high absentee rates will affect results. If your comparison group is spending twice as much time as your program group, time alone may prevent your program group from comparing favorably.

2. If you use a norm-referenced test, try to select one whose normative data were collected at about the same time of year (fall or spring) you plan to use the test.

3. Be sure you use the appropriate test level. If most students answer nearly all or hardly any of the items correctly, measurement will be both invalid and unreliable.

4. Be sure pretest and posttest are comparable; it is preferable to use different forms of the same level of the same test. This is not as critical if you have a good control or comparison group. If one of the other designs is used, however, there is no way to compare the results of two tests normed on different groups of students unless those tests have been statistically compared. In some cases, conversion tables may be available, as in the case of eight of the most commonly used reading tests for grades 4, 5, & 6.*

5. If students have been selected for a program on the basis of extreme scores (disadvantaged or gifted), do not use the test that produced these scores in your regular program-evaluation testing. You will need tests of less or greater difficulty.

6. Do not lean heavily on grade-equivalent scores for measuring results. Design your study in such a way that raw scores can be converted to standard scores at the data-analysis stage. Grade-equivalent scores are suitable for descriptive purposes (see section on data analysis).

7. Be sure the comparison you make is between program group and comparison group at the start and at the finish. If you have selected a good comparison group and have an effective program, the initial differences between the two groups will not be significant, but the posttest differences will be.

5. OTHER CONSIDERATIONS

Part of sound program-evaluation design is to plan how to determine whether or not a given program would be effective in another setting. This may seem simple until you consider the multitude of factors involved. Think, for example, of the variations you can expect among students, teachers, schools, and communities:

- **STUDENT FACTORS** - sex, age, attitude, courses taken, etc.
- **TEACHER FACTORS** - experience, enthusiasm, skills, intelligence, etc.
- **SCHOOL FACTORS** - size, budget, attitude toward innovation, etc.
- **COMMUNITY FACTORS** - income levels, parents’ occupations, perceived value of schooling, etc.

However, the situation seems simpler again when we realize that not all of these factors are likely to be important to a particular type of program. The problem, then, is to determine which factors are relevant in testing to see whether a program can be successfully exported from one place to another.
The first step is to review a very complete description of the program itself. What is it about the program that is really essential? What are the components that must be transferred to the new location? What characterized the classes with which the program worked well?

Subsequent steps in planning for a possible exportation will carry the program planner through all the stages in the new site that had been pursued in the old one, but under an entirely different set of conditions.

6. MONITORING ACTIVITIES

Whatever design is used, some procedure should be established to monitor the activities to assure that the design maintains its integrity and that the program is being implemented as intended. Are the new materials being used with the appropriate groups? Do not underestimate the cross-fertilization that may take place between teachers using different methods or materials. A close check must be made periodically to determine whether the program the evaluator thinks he is assessing is the one being carried out.
LEARNING EXERCISE 6: EVALUATION DESIGN

A 7th grade special reading program enrolls 100 students in four different classes. Enough new reading materials for two classes have been purchased. The teachers are prepared to implement an individualized approach with a diagnostic/prescriptive series of tests and activities to accommodate varied reading skills. The approach used until now has not provided for individualization and has not used the new materials, but has been fairly successful. The faculty and administration would like to know if the new approach is really any better and which of the new ideas is more beneficial. Your task is to develop an evaluation design to provide them with as much information as possible. There are six different teachers whom you could assign to the four different classes.

1. Plan a design to compare the old program with the new program using program measurement notation or a matrix.

2. How would you assure that the groups of students were comparable?
3. How would you assign the teachers in this situation?

4. What would you do to guard against contamination?

5. What would you do to guard against any Hawthorne Effect?

6. What would you do about the amount of instructional time devoted to reading in each of the four groups?
1. Plan a design to compare the old program with the new program.

<table>
<thead>
<tr>
<th>Random Assignment</th>
<th>Individual Instruction</th>
<th>New Materials</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>25 Students</td>
<td>25 Students</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>25 Students</td>
<td>25 Students</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

or

Group 1: premeasurement → new materials and old instruction → postmeasurement
Group 2: premeasurement → individual instruction and old materials → postmeasurement
Group 3: premeasurement → new materials and individual instruction → postmeasurement
Group 4: premeasurement → old program → postmeasurement

2. How would you assure that the groups of students were comparable?

Randomly assign students to the four different groups. Compare results of pretest. Compare ethnic composition of group, occupational level of parents across groups, and number of boys and girls in each group. If real differences exist on any of these comparisons, interchange students to better balance the groups.

3. How would you assign the teachers in this situation?

Compare training and experience of the six teachers. Use "soft" data if available (What reputation does each teacher have with his or her peers and students?). Select the four teachers most alike on these variables and assign them randomly to each of the four groups.
4. What would you do to guard against contamination?

Meet with the teachers to explain how you are planning to study the effects of the new materials and individualized instruction. Seek their cooperation and explain how sharing of either information or materials can destroy the evidence needed to make good decisions.

5. What would you do to guard against any Hawthorne Effect?

Refrain from making any predictions about the relative merits of the old program, new material, or individualized instruction. Be frank with the teachers; do not give the impression this is some kind of contest. Advise teachers not to confide in pupils that some kind of experiment is going on.

6. What would you do about the amount of instructional time devoted to reading in each of the four groups?

Presumably, in the 7th grade, classes are of the same length; thus, available instructional time is the same for all groups. If this is not so, arrange schedules so that each group does have the same amount of exposure.

Absenteism may, however, occur at different rates in the four groups. Therefore, teachers should be asked to keep attendance records. At the end of the year, all pupils on whom there are both pre- and posttest scores should also have complete records on attendance. Before analyzing tests, attendance rates for the four groups should be compared.
7. INTRODUCTION TO SAMPLING

One of the early decisions in planning is to determine whether data should be collected from the entire population involved in a program or from only a representative part of that population. If only a portion of the population is used, that portion is called a SAMPLE and the process used to select it is called SAMPLING.

Sampling procedures are important because they allow the evaluator to collect information more economically. A sample that is representative and carefully selected permits the evaluator to make inferences, generalizations, and to draw conclusions about an entire population by applying the evaluation only to the sample.

People use sampling in everyday life, often unconsciously. A consumer who samples a quart of milk would not need to drink the whole quart to determine whether or not it was sour. However, sampling people is not as simple as sampling milk. It is, therefore, important to specify the sampling criteria, as these will define the population to which the findings are expected to be generalized.

Sampling is especially appropriate for program evaluation. Most evaluation activity in the classroom is for the purpose of grading individual students. A score in these cases is needed for each individual in the population. Information at the individual level is useful to the teacher and necessary for student assessment. Many school personnel, as a consequence, have become accustomed to thinking only in terms of whole populations. However, program evaluation requires only information about the effects of the program on students as a group, not as individuals. Furthermore, contrary to popular belief, sample size can be comparatively small and still provide reliable information, provided human characteristics known to contribute to variability in responses are used as the basis for sampling.
It is almost certain to be more economical and more effective to select a sample of students in the program and administer data-collection instruments to them.

Most of the advantages of sampling are related in some way to lower costs. It is less expensive to gather and analyze a hundred scores than a thousand scores. Expense is an especially important factor with some types of instruments. One teacher can administer an hour test to 30-50 students at one time within one hour. In the same time he could interview only a few. Time and money may also be saved in scoring, especially with some types of instruments.

As a result of lower costs, sampling may make it possible to use some types of instruments which would not otherwise be feasible. For example, suppose that the ideal method of data collection was by an interview. Gathering data by this means requires not only large amounts of time but also considerable training of those who will do the interviewing. For this reason, an interview instrument might be rejected if data were needed from the entire population. But if a sample is used, interviewing may be feasible.

The type of instrument used is related to the type and number of objectives that must be assessed. Often, the most important objective of a program cannot be measured by a paper-and-pencil test. It may involve an attitude or behavior outside the school setting. Anticipating the time and trouble involved in observations or follow-up studies, the school may decide that an evaluation to assess the success of such a hard-to-reach objective is not realistic. But sampling might enable the school to gather data on a limited number of cases, making it possible to carry out an evaluation of that objective. Likewise, schools may want data on several hundred objectives. A sampling process could be designed whereby different groups of students are assessed on different groups of objectives. The school thus obtains the needed data, but no one student is subjected to exhaustive testing.
The economies resulting from sampling may enable the evaluation program to use more than one measuring instrument for a given objective. For example, a questionnaire may be developed to assess an attitude. But do student's written responses reflect their actual feelings? Supplementary use of interviews, observations, or open-ended questions with a sample of the students might provide a way to validate the questionnaire results. Computation skills can be assessed by a paper-and-pencil test in the math classroom. But the program evaluator might also be interested in whether these skills manifest themselves in a social studies class. Comments from other teachers on a sample of students might help to assess the transfer of those skills to other situations.

Sampling may be used in a variety of ways to provide new data or to improve on data already collected. For example, teacher and course evaluations by students, peers, and administrators are frequently administered at the end of the school year. If such data were collected using samples in the fall, winter, and spring, guides for instructional improvement could be provided during the year.

In considering a sampling procedure, there are a number of preliminary questions which need to be raised:

- Will a sample provide the representativeness which is necessary?
- Will sampling be more efficient than using the total population?

There are other questions. Use of a sample may result in some loss of accuracy in the information obtained for program evaluation because a score from every student in the population may not be available. This may raise the question of what degree of accuracy loss is acceptable in return for the saving of time and trouble. On the other hand, gathering data from a sample rather than from the whole may yield more accurate results. A large amount of data which is carelessly collected is useless. A smaller amount collected under carefully controlled conditions is very useful indeed.

If a sampling procedure is to be used for all or part of the evaluation, the questions of the size of the sample and the ways to obtain it must be handled next. Relatively smaller samples can be used when the population
tends to be homogeneous, when larger differences are expected on the factors measured, or when many of the factors contributing to variability are controlled.

Relatively larger samples are appropriate when the population is heterogeneous, if there are many uncontrolled factors, or if the differences in the factors are expected to be slight.

The adequacy of the findings is more likely to be influenced by sample design than by sample size. All of the advantages of sampling are based on the assumption that the sample is representative or typical of the total population. If the sample is not representative of the population, the data obtained will be misleading. If we assess the effects of a reading program from one teacher's class—a sample, but not a representative one—we may have information about the effectiveness of that particular teacher but not about the effectiveness of the program. A sample is representative to the extent that it reflects the characteristics of the overall population in that setting. The technique used to obtain representativeness is random sampling, which is discussed in part 8.
LEARNING EXERCISE 7: SAMPLING CONSIDERATIONS

Read the situation given below and attempt to identify some of the difficulties and possible resolutions.

A small school has used teacher-parent conferences as a substitute for report cards. The principal was responsible for the innovation and believes it to be successful, but he wishes to have the views of others who are involved in the process. He designs a questionnaire which is placed in teachers' boxes and sent home with students. The returned questionnaires are to be tallied for use in determining whether the conferences should be continued.

<table>
<thead>
<tr>
<th>Difficulties</th>
<th>Possible Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td></td>
</tr>
</tbody>
</table>
ANSWERS

1. Teachers and parents are only part of the population in question. What about students? The population has not been completely defined.

2. What proportion of teachers and parents will return the questionnaire? Will those who do be representative?

3. The principal is known to favor the use of conferences. Will this influence the number or nature of the responses or their interpretation?

4. It may be advisable to allow all parents and students to express their views. The questionnaire could be made available to everyone with the returns kept separate from those in the sample. Asking everyone to respond will reduce the chance that some people will wonder why they were excluded. Cost factors and local conditions will dictate whether or not this is advisable.
8. HOW TO SELECT A RANDOM SAMPLE

The method of selecting a random sample is not complicated, but there are some common misconceptions as to how it is done. The selection must be done in such a way that each person in the population has an equal chance to be drawn. A commonly used procedure is to select every 10th or 20th name on a list. If the first name is chosen randomly from among the first 10 or 20, every name has the same chance of being included in the sample. Samples differ, however. The list may be alphabetical, it may be organized by grade or age, or it may be totally unorganized, or random.

Using an alphabetical list is easy and usually free of bias unless there are periodic features in the list which coincide with the sampling interval. For example, if some ethnic names tend to group themselves at specific points in an alphabetical list, you could run the danger of undersampling those groups.

Although this method is popular and used widely, using a table of random numbers is a better procedure.*

Excerpt from A Table of Random Numbers

<table>
<thead>
<tr>
<th>Row Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50691</td>
<td>91653</td>
<td>88574</td>
<td>08675</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>19787</td>
<td>66937</td>
<td>91769</td>
<td>13399</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>16746</td>
<td>77983</td>
<td>18061</td>
<td>23664</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>91039</td>
<td>16099</td>
<td>38824</td>
<td>00778</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>11075</td>
<td>62081</td>
<td>88977</td>
<td>78676</td>
<td></td>
</tr>
</tbody>
</table>

One of the ways to use this table is to assign a number to each member of the population. Then make two arbitrary decisions:

1. Decide to read the table either vertically or horizontally.

2. Select a starting point.

The starting point can be anywhere (upper left-hand corner, third column line 4, lower right-hand corner, etc.). Suppose, for purposes of illustration, you decide to start in the upper-left-hand corner and read vertically. Suppose also that the population in question has 350 members in it. You want to select 75 persons in the sample. The task is to locate the first 5 numbers that fall in the range of 1 to 350. Starting with the first number, 50691, look at the first 3 digits. 506 is not in this range. Go to the next number. Since 197 is in the range, student 197 is the first to be selected in the sample.

Check Your Random Sample before Collecting Data

If your sample is small (e.g., classroom units), it is a good practice to check the distribution of important group characteristics before collecting data. By chance, a sample may be drawn which over- or under-represents some variable you wish to study. For example, you may draw a classroom with 20 boys and 5 girls, or you may draw a sample without the ethnic representation you wish to have. Some samplers advocate that a second or third independent random sample be drawn if this should happen.
LEARNING EXERCISE 8: RANDOM SAMPLING

Complete the following exercise for randomly selecting five (5) students for classroom observation.

a. Number each name in the list of students below. (Start with LEFT column.)

1. Paul Adler
2. John Allen
3. Mary Brummer
4. Ken Duman
5. June Feng
6. Scott Goldsmith
7. Ann Jamison
8. Yoko Kimote
9. Cathy Labovitz
10. Jerry Mann
11. Carolyn Mendez
12. Ramon Nunez
13. Pat O'Conner
14. Tom O'Toole
15. Brian Peters
16. Andrew Ramirez
17. Margaret Smith
18. Sheri Thompson
19. Carmen Thurber
20. Terry Ting
21. Phylis Unwin
22. Rodney Woods
23. Roy York

b. Check (√) which way you will read the Table of Random Numbers on page C-30:
   Horizontally (across) ______ or vertically (up and down) ______

c. Check (√) where you will start reading the Table of Random Numbers:
   Left upper corner ______ or right bottom corner ______

d. Identify the number of digits necessary for selecting the sample from the list of students given above: ______
e. Using the Table of Random Numbers on page C-30, follow the instructions given below:

1. Read the first two digits in each five-digit number.

2. Use the Table of Random Numbers and identify the names of the students in the list on page C-28 that correspond to the numbers in the table.

3. Using the method you choose to select the random numbers (see b and c on page C-28), enter the students' names in the appropriate column below.

<table>
<thead>
<tr>
<th>Students To Be Observed</th>
<th>Method 1: Horizontal Left</th>
<th>Method 1: Horizontal Right</th>
<th>Method 3: Vertical Left</th>
<th>Method 3: Vertical Right</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## Answers

<table>
<thead>
<tr>
<th>Students To Be Observed</th>
<th>Method 1</th>
<th>Method 2</th>
<th>Method 3</th>
<th>Method 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Y. Kimoto</td>
<td>R. York</td>
<td>C. Thurber</td>
<td>R. York</td>
</tr>
<tr>
<td>2</td>
<td>R. Nunez</td>
<td>C. Thurber</td>
<td>A. Ramirez</td>
<td>R. Woods</td>
</tr>
<tr>
<td>3</td>
<td>C. Thurber</td>
<td>J. Allen</td>
<td>C. Mendez</td>
<td>P. O’Connor</td>
</tr>
<tr>
<td>4</td>
<td>P. O’Conner</td>
<td>P. Unwin</td>
<td>Y. Kimoto</td>
<td>M. Smith</td>
</tr>
<tr>
<td>5</td>
<td>R. York</td>
<td>S. Goldsmith</td>
<td>M. Smith</td>
<td>J. Mann</td>
</tr>
</tbody>
</table>
Stratified Random Sampling

Another way to handle the problem is to draw a stratified random sample in which the population is first divided into categories or strata and then random samples are selected for each category or stratum. The more of these categories you include, the less you have to depend on randomization to handle the extraneous or uncontrolled factors, for the units within a sampled stratum will be alike on the category selected for stratifying.

Here are two examples:

A. Here is a population of 7th, 8th, and 9th grade boys and girls given one or two periods of reading instruction per day.

<table>
<thead>
<tr>
<th>POPULATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOYS</td>
</tr>
<tr>
<td>GIRLS</td>
</tr>
</tbody>
</table>

B. We might begin stratifying the population by choosing the factor of SEX.

| BOYS       |
| GirLS      |

C. We might also choose the factor of AMOUNT OF READING INSTRUCTION. Divide the population again into the two levels of amount of reading instruction—one period and two periods per day.

<table>
<thead>
<tr>
<th></th>
<th>ONE PERIOD</th>
<th>TWO PERIODS</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOYS</td>
<td>Boys with one reading period per day</td>
<td>Boys with two reading periods per day</td>
</tr>
<tr>
<td>GIRLS</td>
<td>Girls with one reading period per day</td>
<td>Girls with two reading periods per day</td>
</tr>
</tbody>
</table>
D. Finally, we might want each grade adequately represented. Divide the population again into three levels by grade—7th, 8th, 9th.

<table>
<thead>
<tr>
<th>SEX</th>
<th>GRADE</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AMOUNT OF READING</td>
<td>One Period</td>
<td>Two Periods</td>
<td>One Period</td>
</tr>
<tr>
<td>BOYS</td>
<td>7th grade boys with one period of reading per day</td>
<td>7th grade boys with two periods of reading per day</td>
<td>8th grade boys with one period of reading per day</td>
<td>8th grade boys with two periods of reading per day</td>
</tr>
<tr>
<td>GIRLS</td>
<td>7th grade girls with one period of reading per day</td>
<td>7th grade girls with two periods of reading per day</td>
<td>8th grade girls with one period of reading per day</td>
<td>8th grade girls with two periods of reading per day</td>
</tr>
</tbody>
</table>

The strata or subgroups from which we are sampling are clearly becoming more and more homogeneous. Our originally fairly heterogeneous population with its characteristics of 7th, 8th, and 9th grade boys and girls with one or two periods of reading per day has become smaller, more homogeneous subpopulations. Random samples from these smaller, relatively more homogeneous groups yield more representative samples, although fewer students are drawn into them.

A. If you randomly sample 48 items from a population of test items which contains within it six subtests,

SAMPLE 48
ITEMS FROM
ENTIRE TEST

then the random sample may include more items from one subtest than another by chance.
B. However, if you divide the population of items into subtests first and randomly sample items within subtests equally,

<table>
<thead>
<tr>
<th>SAMPLE 6</th>
<th>SAMPLE 6</th>
<th>SAMPLE 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITEMS FROM SUBTEST 1</td>
<td>ITEMS FROM SUBTEST 2</td>
<td>ITEMS FROM SUBTEST 3</td>
</tr>
<tr>
<td>SAMPLE 6</td>
<td>SAMPLE 6</td>
<td>SAMPLE 6</td>
</tr>
<tr>
<td>ITEMS FROM SUBTEST 4</td>
<td>ITEMS FROM SUBTEST 5</td>
<td>ITEMS FROM SUBTEST 6</td>
</tr>
</tbody>
</table>

then your sample includes an equal number of items from each subtest and you can discuss the results more definitively in terms of subtests and the test as a whole. You could also select a variable number of items per subtest depending upon where you want to put the emphasis or according to the proportionate allocation of items in the original test. The important thing is that you have more control over composition of the final sample.

Matrix and Multistage Sampling

Another kind of sampling closely related to the stratified random type is matrix sampling. In this instance, the instruments or items are sampled. If data are needed on a large number of objectives, for example, rather than subjecting one sample of students to a lengthy test or series of tests, the evaluator administers samples of the test items or tests to different samples of the population.

Multistage or cluster sampling is a technique of random sampling that is frequently used. The most used method in surveys is the successive random sampling of units (or groups and subgroups). For example, in a statewide evaluation, the evaluator first randomly selects districts, then schools within districts, then classrooms within schools. This amounts to a narrowing down, in stages, of the sample with a randomness procedure at each stage.
9. HOW LARGE SHOULD A SAMPLE BE?

Sampling within a school or district for program evaluation purposes is not practical except for the larger schools and districts. However, sampling of parent or community groups is practical for all except the smallest of communities. The size of the population and the amount of error the evaluator is willing to tolerate is what determines the practicality of using a sample. "Population" in this sense means the group for whom you want information—it may be all fifth graders or all parents of secondary school students enrolled in noncollege preparatory curricula or all adults in the community of voting age.

Whenever a sample is used, the inevitable question which must be faced is: What would the results have been if everyone in the population had been included? The sample, if appropriately drawn, gives an estimate of what the results would have been for everyone in the population had it been possible to include everyone. However, there is always presumed to be some error in this estimate. The evaluator does not know how much error there is but he or she can control the expected amount of error by selecting a sample proportionate to the number of persons in the total population. Suppose, for example, you ask a sample of parents if they approve some organizational change the board of education is considering. The change is a fairly major one, and you want to be sure that the proportion of sampled parents who approve comes within 5 percentage points (with 90 percent certainty*) of what the results would have been if all parents had been asked. If there are 2,000 parents, you would need to obtain 322 responses to achieve this degree of accuracy. The table that follows was developed using this degree of accuracy and shows sample sizes for various population sizes.

*Sampling cannot guarantee certain variation 100 percent of the time, but it is possible to know how sure you can be of your results.
<table>
<thead>
<tr>
<th>N</th>
<th>S</th>
<th>N</th>
<th>S</th>
<th>N</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10</td>
<td>220</td>
<td>140</td>
<td>1200</td>
<td>291</td>
</tr>
<tr>
<td>15</td>
<td>14</td>
<td>230</td>
<td>144</td>
<td>1300</td>
<td>297</td>
</tr>
<tr>
<td>20</td>
<td>19</td>
<td>240</td>
<td>148</td>
<td>1400</td>
<td>302</td>
</tr>
<tr>
<td>25</td>
<td>24</td>
<td>250</td>
<td>152</td>
<td>1500</td>
<td>306</td>
</tr>
<tr>
<td>30</td>
<td>28</td>
<td>260</td>
<td>155</td>
<td>1600</td>
<td>310</td>
</tr>
<tr>
<td>35</td>
<td>32</td>
<td>270</td>
<td>159</td>
<td>1700</td>
<td>314</td>
</tr>
<tr>
<td>40</td>
<td>36</td>
<td>280</td>
<td>162</td>
<td>1800</td>
<td>317</td>
</tr>
<tr>
<td>45</td>
<td>40</td>
<td>290</td>
<td>165</td>
<td>1900</td>
<td>320</td>
</tr>
<tr>
<td>50</td>
<td>44</td>
<td>300</td>
<td>169</td>
<td>2000</td>
<td>322</td>
</tr>
<tr>
<td>55</td>
<td>48</td>
<td>320</td>
<td>175</td>
<td>2200</td>
<td>327</td>
</tr>
<tr>
<td>60</td>
<td>52</td>
<td>340</td>
<td>181</td>
<td>2400</td>
<td>331</td>
</tr>
<tr>
<td>65</td>
<td>56</td>
<td>360</td>
<td>186</td>
<td>2600</td>
<td>335</td>
</tr>
<tr>
<td>70</td>
<td>59</td>
<td>380</td>
<td>191</td>
<td>2805</td>
<td>338</td>
</tr>
<tr>
<td>75</td>
<td>63</td>
<td>400</td>
<td>196</td>
<td>3000</td>
<td>341</td>
</tr>
<tr>
<td>80</td>
<td>66</td>
<td>420</td>
<td>201</td>
<td>3500</td>
<td>346</td>
</tr>
<tr>
<td>85</td>
<td>70</td>
<td>440</td>
<td>205</td>
<td>4000</td>
<td>351</td>
</tr>
<tr>
<td>90</td>
<td>73</td>
<td>460</td>
<td>210</td>
<td>4500</td>
<td>354</td>
</tr>
<tr>
<td>95</td>
<td>76</td>
<td>480</td>
<td>214</td>
<td>5000</td>
<td>357</td>
</tr>
<tr>
<td>100</td>
<td>80</td>
<td>500</td>
<td>217</td>
<td>6000</td>
<td>361</td>
</tr>
<tr>
<td>110</td>
<td>86</td>
<td>550</td>
<td>226</td>
<td>7000</td>
<td>364</td>
</tr>
<tr>
<td>120</td>
<td>92</td>
<td>600</td>
<td>234</td>
<td>8000</td>
<td>367</td>
</tr>
<tr>
<td>130</td>
<td>97</td>
<td>650</td>
<td>242</td>
<td>9000</td>
<td>368</td>
</tr>
<tr>
<td>140</td>
<td>103</td>
<td>700</td>
<td>248</td>
<td>10000</td>
<td>370</td>
</tr>
<tr>
<td>150</td>
<td>108</td>
<td>750</td>
<td>254</td>
<td>15000</td>
<td>375</td>
</tr>
<tr>
<td>160</td>
<td>113</td>
<td>800</td>
<td>260</td>
<td>20000</td>
<td>377</td>
</tr>
<tr>
<td>170</td>
<td>118</td>
<td>850</td>
<td>265</td>
<td>30000</td>
<td>379</td>
</tr>
<tr>
<td>180</td>
<td>123</td>
<td>900</td>
<td>269</td>
<td>40000</td>
<td>380</td>
</tr>
<tr>
<td>190</td>
<td>127</td>
<td>950</td>
<td>274</td>
<td>50000</td>
<td>381</td>
</tr>
<tr>
<td>200</td>
<td>132</td>
<td>1000</td>
<td>278</td>
<td>75000</td>
<td>382</td>
</tr>
<tr>
<td>210</td>
<td>136</td>
<td>1100</td>
<td>285</td>
<td>100000</td>
<td>384</td>
</tr>
</tbody>
</table>

NOTE: N is population size.
S is sample size.

Clearly, sampling within classrooms is not appropriate for program evaluation purposes. However, sampling on small populations (such as a classroom), may be used for other purposes. Exploratory or pilot studies may give indications or hunches which can then be studied more thoroughly with the larger groups. Groups of between 10 and 30 can be used advantageously for such purposes and are easier to handle computationally.

10. TWO CASE STUDIES ON SAMPLING

Number 1

The English teachers at a high school had been receiving considerable criticism from some members of the community whose sons and daughters had not performed well on the Scholastic Achievement Tests. The English teachers did not want their program judged on this single criterion and therefore wanted to gather and publish information about achievement on the full spectrum of objectives in the English program. They developed a plan and identified and developed a series of instruments to assess objectives in five different areas:

- Reading -- A standardized test will be used with scoring by the publisher.
- Spelling -- Teachers will read a list of commonly misspelled words to students who will write the words on a piece of paper.
- Familiarity with literature -- A multiple-choice test developed by the English department faculty will be given by the teachers.
- Appreciation of literature -- Students will be interviewed by someone other than their own teacher.
- Writing -- Teachers will evaluate a paragraph written by each student.
Having done this planning, the teachers realized that the evaluation process would consume enormous amounts of teacher and student time and would cost considerable money unless some economies were possible. They decided to explore the possibilities of using sampling procedures.

As an educator recently sensitized to some of the advantages and disadvantages of sampling procedures, what advice would you offer? For which objectives would you sample and for which would you use the entire student body? Why?

The following suggestions may be similar to some of your considerations:

- **Reading** -- The costs of administering and scoring these tests are not great. The information may be needed for student educational guidance and placement anyway. Therefore, it is probably appropriate to test all students at least at entrance and before they leave school. Students with deficiencies might be tested at intervals. Moreover, all parents are probably concerned about their own children's achievement on this measure.

- **Spelling** -- The situation is analogous to the reading objective, and the same recommendation would seem appropriate.

- **Familiarity with literature** -- This test is fairly easy to administer and score. However, it may not be equally important for all students. Not all students receive equal exposure. Sampling of different groups of students based on courses taken or tentative plans after high school would seem sensible.

- **Appreciation of literature** -- Since an interview is planned, the time required will be considerable. Training will be necessary if the interviewer is to avoid biasing the responses of the person.
interviewed. Since the interviewer is not to be the student's own teacher, arranging for someone to do the interviewing may be difficult or costly. Sampling would seem very appropriate.

- Writing -- Sampling would provide convenience. Students are undoubtedly writing paragraphs for some of their regular assignments. These regular assignments could be the source of the sample, provided the teachers could agree on a common assignment for this purpose. To avoid bias, each teacher might read and criticize the first paragraph of a regular assignment turned in to another teacher. In this case, all students might be assessed with sampling to avoid a great amount of testing and evaluating concentrated at one or two times of the year. Sampling of regular assignments might also encourage consistency in quality of writing as opposed to a one-time effort.

Sampling is probably used less frequently than it could be for program evaluation. It should be remembered that sampling procedures can be applied not only to students but also to test items, time of day, teacher performance, textbook content, and so on. Sampling fits any of the many larger populations about which we may want information. We can often get as much information as we need by applying our measurement to a relatively small part of the whole.

Number 2

The preceding discussions have emphasized the use of samples and especially of random samples. The election of 1936 provided one of the classic cases of nonrandom sampling and its consequences. The Literary Digest magazine had correctly predicted several preceding elections and used its tried and tested technique in 1935 when ballots were mailed and 2,300,000 returns were received. Based on analysis of these data, the Literary Digest assured
Republican Alfred Landon that he would defeat Franklin Roosevelt by 241 electoral votes to 99. The election did not work out that way, and the case illustrates two important points:

1. The *Literary Digest* used a sample of 2,300,000. In recent years, Gallup polls have used 2,000–4,000 but have obtained more accurate results.

2. The *Literary Digest* drew its sample from lists of people such as telephone directories. But at that time, not all people had telephones. In particular, low-income people were less likely to have telephones, especially during the depression. In the nineteen-twenties, income level had not been a significant predictor of political preference as it was in 1936. The *Digest* had drawn conclusions about the voting population from a sample which was not representative of the population. Had the sample of voters been random, each income group would have shown up in the sample proportionately to its share of the population. The same would have been true for geographic regions, race, age, and any number of other factors that might have influenced voting patterns.

II. A FINAL WORD ON DESIGN AND SAMPLING

It is clear that good evaluation design produces information that is valuable to schools. It is also clear that the cost of translating such design into a working evaluation of a program is frequently high. Mistakes must be kept to a minimum. Thus, it is essential to approach the design of an evaluation from the pragmatic as well as the theoretical point of view.
Here are some practical considerations to keep in mind when approaching any program evaluation design:

1. You need to keep records. In order to compare present programs with past programs and to gauge progress, you must have adequate information. You may need the cooperation of other schools.

2. Use the same or comparable instruments in different times and places. If you keep changing instruments, you can never make comparisons over time. Fortunately, sampling procedures make it possible to continue using the same instruments while also adopting new ones.

3. Resist the natural impulse to treat all students alike if you want to assess the effects of different programs.

4. You need to be able to hold programs still long enough to look at them. This means that innovation cannot be constant, but should progress in planned and measured increments of improvement and change.

5. You need to plan much farther in advance and include planning for evaluation as part of program planning.

6. You need to communicate clearly to students, parents, and teachers why you are doing what you are doing.

In this section, we have also indicated ways in which evaluation designs can be applied more economically through the use of sampling techniques. Sampling is particularly suited to program evaluation which is based on information about groups, not individuals. Sampling exposes only a portion of the program population to evaluation procedures; if done properly, however, the information produced on a relatively small segment of the population will be comparable to what might have been produced on the entire population.
Section D

SELECT OR DEVELOP ASSESSMENT INSTRUMENTS

The Evaluation Improvement Program
For the most part, the program evaluator will prefer to select assessment instruments from those already available, though under some circumstances, local development of specially devised instruments will be more appropriate. Many types of instruments are available; which type to select depends, of course, on the objectives of the program.

An instrument should be selected for each discrete learning outcome that is expected to result from the program. Skills, abilities, knowledge, and understanding are outcomes best measured by tests. Attitudes, feelings, and appreciations are more appropriately measured by questionnaires and structured interviews. Behaviors, interactions, and practices may be more satisfactorily assessed by means of observation instruments. High-priority objectives will require multiple measures.

Careful selection and development of instruments for program evaluation help assure that all the information needed to judge how effectively objectives are met will be available when the data-collection effort is complete.
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1. INTRODUCTION

Now that you have seen the kinds of questions that must be addressed in the planning stages of a program evaluation, we are going to take time, through a set of three scenarios, to show what more typically happens in school districts.

List of Characters
(in order of appearance)

1. Mrs. Smith
   Classroom teacher, disgruntled with evaluation report on her classroom

2. Principal
   Sympathetic to Mrs. Smith but painfully trying to meet state reporting requirements

3. Chairman of the Board of Education
   Responsible member of the community trying to look out for the school's and the taxpayer's interest

4. Mr. Worth
   The evaluator, who is trying to do the best job he can within the constraints imposed

5. Parent 1
   Mother of two children in school--for the program

6. Parent 2
   Father of children in school--but wants to know he's getting his money's worth

7. Boy
   An eighth grader who thinks the program is "far out"

8. Mr. Fairchild
   A district supervisor of evaluation who audits evaluation plans
Scenario 1: The Report: Useful to Whom and for What?

Setting: (A principal's office. You are the evaluator of a reading program waiting to see the principal of the school who is busy talking with Mrs. Smith. You know Mrs. Smith. She is a reading teacher and you have been in her classroom once or twice. Your impression is that she is a very outspoken type of person and that she often talks a great deal. The door of the principal's office is not closed, and you hear the following conversation.)

Mrs. Smith: Did you read that dumb evaluation report? That evaluator doesn't know what he's talking about. He's only been in my classroom twice during the whole year and then only for twenty minutes! Yet he concluded NO SIGNIFICANT GAINS. I'm a teacher. I don't know about all this evaluation stuff. All I know is my kids and the terrific progress that some of them are making. The whole class has improved in reading! They enjoy reading in a way you wouldn't believe! I'm proud of them, and I certainly won't let my kids be put down by some fancy evaluator.

Principal: Mrs. Smith, we all know that evaluation reports don't show what's really going on in the classroom. They're not supposed to. These reports are only for the central office and the capital. They make us send a report. I don't think anybody takes the time to read them. They certainly don't affect my feelings about our program.

Mrs. Smith: That may be so. But I think people in the capital have the right to know about the good things that are happening here. You don't need to be a professional evaluator to figure out by yourself that all the students are different, that they learn and progress at different rates and that you ought to teach accordingly.
Mrs. Smith: (cont’d) He used just one test, looked at some one thing that he called the MEAN and decided that the program was no good. That evaluator certainly is MEAN, not to mention unfair and overpaid. Many of these tests aren't even related to what we're teaching in our reading program. It's obvious that the individualized instruction program that we started with such a big effort is helping students. Even the parents noticed the improvement in their kids. We had an individualized program just like we talked about in those workshops. Incidentally, those were really good workshops and there isn't a word in that evaluation report about those either.

Scenario 2: The Program: Payoff or Ripoff?

Setting: (A school auditorium. You are in the audience along with many interested parents at a meeting of the Board of Education. On the stage, seated at a table, are members of the board, the principal, the program planner/evaluator, and a teacher who participated in the program. The main item on the agenda is the experimental [demonstration] reading program. The Board is meeting to collect facts pertaining to the impact of the program. On the basis of this information, the decision will be made as to whether or not to continue the program. The meeting has been under way for a short time.)

Chairman: ... so we've called this meeting as part of our responsibility to the community to see that its school tax dollar is getting the best return for the investment.

I have the report that Mr. Worth, the evaluator, has prepared. Mr. Worth, let me start by asking you a broad, general question. Given the fact that you find "no significant gain," do you feel that there is any justification for carrying the program for a second year?
Mr. Worth: That's not a simple question to answer. You're quite right in pointing out that we found no significant gain in reading achievement. However, on page 37 of the report, I presented my criticism of the evaluation. Let me repeat now, for the sake of those who may not have seen the report, that my total evaluation budget was $2,000. Furthermore, no consideration was given to an evaluation until school opened. In this situation, we tried simply to meet the minimum district and state requirements. What we did was administer a pretest in September and another form of the same test in June. It was a standardized reading achievement test and it didn't really reflect all parts of the experimental program. If I had it to do over, properly, you can be sure that this evaluation would look quite different. For example, you'd have data on how the kids feel about the program.

Mrs. Smith: Mr. Chairman, I was quite disappointed in the evaluation report. I was telling Mr. Jackson, our principal, not too long ago how misleading I thought it was. Do you now that some students were so excited about the program that they'd come early in the morning and often stay after school just to work out extra assignments?

Chairman: Thank you, Mrs Smith. We made this an open meeting because we felt that interested members of the community ought to be heard. Does anyone in the audience wish to ask a question or make a comment? Please speak up and start by stating your name. . . Yes, madam.

Parent 1: My name is Mary Thatcher. Two of my children are in Gardenview Elementary School. Tommy's going into grade 7 this year. We've heard a lot about the new reading program. My husband and I know several parents with children in the
program. They're extremely pleased with the progress of their children. Tommy could sure use individualized instruction—he's a good boy, but he doesn't read too well, and this program sure sounds like just what he needs.

Chairman: Thank you, Mrs. Thatcher... Your name, sir?

Parent 2: I'm Farley Grant. We've lived over on Oak Street, paying property taxes, for well on 10 years now. Now that we have school-age children, we want them to learn something. I know that you can't get by these days without knowing how to read, and I want my kids to get the best possible start. But I want to know that my tax money isn't being wasted on some fad or other. I learned to read without all these fancy frills.

Chairman: Mr. Grant, we appreciate your views. That's why we're having this hearing... Yes, son, tell us your name.

Boy: My name's Jerry Bilford. I'm in eighth grade and I just want to say that the program is really far cut. I mean, I used to hate reading—but now it's really got me going and I think you should let it go on.

Chairman: Well, ladies and gentlemen, I must confess that we're really in a dilemma. I should let you know that ever since word got out that the district was considering dropping this program, my office has received quite a few letters and phone calls urging the board to keep the program alive. Hearing from you today, I get the same feeling. But, frankly, there's no hard evidence to say the program's worth the investment.

Mr. Worth, this Board owes you an apology. Your counsel about the importance of an adequate evaluation fell on deaf ears last summer. It's been a costly lesson for all concerned.
The members of the Board would like some more time to digest the information we've gathered today. We'll probably continue the program. Mr. Worth, we'd like to ask you to draw up the plans for what you consider an adequate evaluation, along with a proposed budget, for consideration by the district office.

Scenario 3: Criticizing the Evaluation Design

(Mr. Worth has sought out his colleague and most respected critic, Mr. Fairchild, to discuss the task the School Board chairman has given him. Mr. Fairchild is an auditor. His role is to criticize evaluation plans to ensure that they provide adequate information about whether or not a program is meeting its objectives.)

Mr. Fairchild: Tom, I understand that the School Board chairman apologized to you in public for criticizing your evaluation of the reading program.

Mr. Worth: Yes, he did, Steve, and I don't mind telling you that I felt relieved to have him off my back.

Mr. Fairchild: I don't blame you. After all, if the man knew something about statistics, he could really have embarrassed you (laughing good-naturedly). Tom, confess now, you didn't really give this evaluation much thought, did you?

Mr. Worth: Just between you and me, I was so damned mad at their attitude toward evaluation, I wasn't really enthusiastic. They don't look at the data anyway, they just do what's popular.
Mr. Fairchild: Could you give some examples of what you would have done differently, even within the limits which were imposed?

Mr. Worth: Well, for starters, I could have argued more forcefully against the need to test every student. With the money saved on the cost of standardized tests, I could have afforded to administer a criterion-referenced test, to have interviewed some students, and to have conducted a more sophisticated data analysis. I also would have fought to delay pretesting by one week. That would have given us enough time to plan a stratified random sample of students. You know, Mrs. Smith was right. The kids who really needed individualization did benefit from the program. If we could have selected two samples of students—those identified by their teacher as those who needed individualization and those who didn't—I bet we could have shown significant gains for the first group.

Mr. Fairchild: Maybe so. In that case, you would have evidence of a relationship between student characteristics and special treatment—a really interesting and useful finding. But let's turn to your present task: What kind of proposal are you going to make for this year's evaluation?

Mr. Worth: It's going to be based on four points:

1. Clear specifications of program objectives in terms of achievement gains, attitude changes, and changes in incidental behaviors on the part of the participants.

2. Multiple measures for each objective, using a wide range of instruments.
3. Stratified random sampling, and inclusion of a variety of student factors, instructional factors, and environmental factors in the evaluation design

4. Use of sensitive statistical tests of significance

Mr. Fairchild: Well, Tom, you've shown me once again what a skilled job of conceptualizing you're capable of. But you're an evaluator not a statistician; you'd be the first to admit that. How do you propose to handle the data analysis?

Mr. Worth: You're right, Steve. One of the things I want to budget for is the service of a competent statistician so we can get the most out of the data.

Mr. Fairchild: Let's do some reality testing now. Are you really going to be able to carry out this plan with your limited time and limited staff? Perhaps you'd better give some thought to priorities and prepare some alternatives in case you're not given more released time to devote to the evaluation.

Mr. Worth: Yes, that makes good sense. I'll work up several possible plans—what I consider the ideal evaluation—and two or three alternatives which meet minimal criteria, and a cost estimate for each.

Mr. Fairchild: Perhaps you should also prepare and submit a list of those parts of the evaluation you consider essential to the program planner. Then you and I can meet and come to an agreement on an evaluation plan that addresses his needs as well as yours.
Points Illustrated in the Scenarios

- To be thorough and to be credible, evaluation should encompass the processes as well as the outcomes of a program.

- Instruments used should be matched carefully to specific program objectives.

- More than one instrument should be used for each program objective.

- Evaluation should include as many of the program objectives as possible, not just one.

- The people in the program should be consulted and involved in planning and conducting the evaluation.

- If evaluation is to be respected, it must provide information useful to people in the program.

- Adequate time and money should be provided for the type and amount of evaluation needed.

- Multiple instruments should be used to measure all feasible program goals.

- Technical procedures should be used to facilitate more economical and more thorough evaluation.

- All evaluators need outside assistance occasionally and should seek it when appropriate.

- Evaluation plans should be designed in accordance with the time and resources available.
Summarizing the Scenarios

We've followed Mr. Worth as he overheard a conversation between the principal and Mrs. Smith who was complaining about the quality of the evaluation.

We've attended a meeting of the School Board in which it was made clear that while the community, teachers, and School Board are convinced that the program has some merit, it was evident that the evaluation report did not support that proposition.

And we've overheard a conversation between Mr. Worth and his colleague, Mr. Fairchild, in which Mr. Worth has sketched an evaluation plan which will provide the kind of information that was absent in the previous year's evaluation.

We have used these scenarios for two major purposes:

- Our discussion has established some general principles about evaluation.
- The reading program discussed in the scenarios is the setting for more discussions of evaluation skills in the subsequent parts of this Guide.
2. OVERVIEW OF THE EVALUATION MODEL

To place the selection of instruments in proper perspective, it may help to review again the elements that go into program evaluation.

<table>
<thead>
<tr>
<th>Elements in Program Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Purpose and Requirements</td>
</tr>
<tr>
<td>- Plan and Procedures</td>
</tr>
<tr>
<td>- Evaluation Design</td>
</tr>
<tr>
<td>- Assessment Instruments</td>
</tr>
<tr>
<td>- Data Collection</td>
</tr>
<tr>
<td>- Data Analysis</td>
</tr>
<tr>
<td>- Preparation and interpretation of Reports</td>
</tr>
<tr>
<td>- Application of Findings</td>
</tr>
</tbody>
</table>

This section will present some basic considerations in the selection of evaluation instruments, a review of a wide variety of instrument types, a discussion on sources of information about instruments, and an outline of important steps which must be taken if instruments need to be developed locally.

3. CONSIDERATIONS IN SELECTING ASSESSMENT INSTRUMENTS

Identifying the appropriate evaluation instruments for measuring pupil attainment of a program objective is one of the prime tasks involved in the preparation of a useful evaluation plan. It is also one of the most difficult. The chief criterion for selecting appropriate instruments is whether or not they can adequately measure the outcomes specified by the performance objectives.
Important questions to consider in identifying assessment instruments are as follows:

**Does the instrument measure what it is supposed to measure?** This question refers to the validity of the assessment instrument. Three kinds of validity are important to consider. First is content validity, which assesses whether the test measures the content of the program being evaluated. Second is concurrent validity which compares the test scores with other similar measures. Third is predictive validity, which tells how well the score can be used to predict future performance. A fourth and more difficult kind of validity is construct validity, which refers to the psychological processes revealed by the pupil's behavior during the test. For example, comprehension skills measured on certain reading tests are thought to evaluate a child's ability to make inferences. Evidence should be offered by the test publisher that questions on the test actually do measure this ability.

**If the instrument is administered more than once to similar groups, or the same group, will it yield consistent results?** This question refers to the reliability of the assessment instrument. When choosing a test, the user will want it to be a reliable measure of how much a pupil knows and how well he is able to apply his skills. The test results should be earned and under no circumstances arrived at by luck, guessing, or other chance factors. The test should be constructed so that one has confidence that the score the pupil receives will be similar to the score he would receive if the test were administered to the same person again.

**Is the instrument appropriate for use on the population to be assessed?** This question refers to the following:
- Grade-level appropriateness
- Ethnic appropriateness
- Compatibility of norms to the groups
- Appropriateness of instructional content

**Does the instrument yield objective data?** If it does not, how will you control for observed differences among those collecting the data?
Is the instrument easy to administer and score? For example, using structured guides are generally difficult to administer and to score, although sometimes they may be needed measures.

What time and resources are required to administer and score the instrument? As an example, individually administered instruments require more time and resources than instruments given to groups.

How disruptive is the administration of the instrument to classroom learning activities?

Will the instrument provide data which are useful for decision making at both the classroom level and the school and district level?

Is the cost of purchasing the instrument reasonable and within the allocated budget?

Each of these questions should be carefully reviewed during the process of selecting appropriate assessment instruments.

When the program evaluator considers what instruments might best measure a program's objectives, he or she needs to know the meaning of standardization and the importance of reliability and validity. The following discussion provides a brief review of these concepts.

Standardization

Standardization implies different things to different people. For the purposes of this discussion, if an evaluation instrument has the following characteristics, it will be considered standardized:

<table>
<thead>
<tr>
<th>General Characteristics of Standardized Instruments</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Items are systematically structured.</td>
</tr>
<tr>
<td>• Specific directions are given on how to administer the instrument.</td>
</tr>
<tr>
<td>• Definite instructions explain how to deal with the information secured.</td>
</tr>
<tr>
<td>• Evidence is available on validity and reliability.</td>
</tr>
</tbody>
</table>
Mention of norms has been omitted from the list so that the broader definition of standardized instruments might apply to some criterion-referenced tests, questionnaires, and observation records.

Reliability and Validity

Reliability and validity are two important characteristics of evaluation instruments. The reliability of a measure indicates the extent to which it is consistent in measuring whatever it is meant to measure. Suppose, for example, that a rifle placed in a vise were fired several times at the bull’s-eye shown below, and that the bullet holes formed a tight cluster, as shown. In this case, the setting of the rifle would be reliable in that the bullets hit the same area of the target each time the rifle was fired. The validity of a measure, however, indicates the extent to which an instrument measures what it is designed to measure. In this case, the setting would not be valid because none of the bullets hit the desired target (the bull’s-eye). Now suppose that all the bullets were spread all over the target, as shown on page D-15. Even
though the bullets from the vise-held rifle hit the center of the target several times, there were some stray shots, which indicates a degree of inconsistency in the way in which the rifle performed. Thus, the setting of the rifle in this case was neither reliable nor valid. The desired result would be as shown at the bottom.

NEITHER RELIABLE NOR VALID

RELIABLE AND VALID
The instrument that will be most useful in program evaluation will measure in a consistent way (reliability) what it was intended to measure (validity).

Validities of standardized tests often are expressed as validity coefficients, numbers that express a degree of relationship, generally between sets of scores from two different measurements. However, the type of validity that is most important to program evaluation is content validity. Content validity is arrived at judgmentally, by comparing each item in an instrument to the objectives of the program. The key question to ask is: Does this item measure an outcome the program sought to accomplish?

It is helpful when you do attempt to interpret reliability and validity coefficients to have some guidelines as to what is acceptable, even though there are no hard and fast rules. In general, reliability coefficients can be expected to be higher than validity coefficients, primarily because of the fact that reliability is determined either on a single instrument or between parallel forms of instruments, and validity is determined by two different assessments of the same content.

<table>
<thead>
<tr>
<th>Guidelines on Reliability and Validity Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliability</td>
</tr>
<tr>
<td>.80-.99 High</td>
</tr>
<tr>
<td>.50-.80 Questionable</td>
</tr>
<tr>
<td>Below .50 Unacceptable</td>
</tr>
<tr>
<td>Validity</td>
</tr>
<tr>
<td>Above .75 High</td>
</tr>
<tr>
<td>.50-.75 Acceptable</td>
</tr>
<tr>
<td>Below .50 Questionable</td>
</tr>
</tbody>
</table>
Directions: For each statement below about an instrument's characteristics, identify the explanatory statement about its validity and reliability that is most likely to be true.

Explanatory Statements:

A. The instrument is both valid and reliable.
B. The instrument is valid but not reliable.
C. The instrument is reliable but not valid.
D. The instrument is neither valid nor reliable.
E. Not enough information is provided to make one of the above decisions.

1. In an attempt to measure overall reading achievement, you have found that the test you are using correlates highly with a widely accepted test of social studies and moderately with a widely accepted test of reading comprehension.

2. A student questionnaire is administered to a group of students at two different times, three weeks apart. The two sets of scores are very similar, student for student. In addition, the items on the questionnaire have been reviewed and accepted as important and relevant by both faculty and student reviewers.

3. Even though an instrument you have selected seems to be measuring your instructional objectives, you find that the scores for any given student vary widely when the instrument is used the second time. An appreciable number of students do less well the second time. You are able to rule out extraneous influences such as physical environment, teacher performance, etc.

4. This arithmetic test you are reviewing for possible use is found to correlate very highly with the Stanford-Binet.

5. A parent questionnaire you are planning to use is judged to have items more appropriate for teachers than for parents. In addition, on two preliminary field tests given to the same group of parents two weeks apart, you discover very little consistency on what a person does the second time as compared to the first time.
6. You have found an instrument to use in classroom observation that comes to you highly recommended by a friend of yours in a neighboring district. His main caution is that the results you get may be heavily dependent on just who does the observation. However, it is evident that the instrument is designed to measure those things you are more interested in observing.

7. You have discovered that an unobtrusive measure you have been using the last three years gives you results which are amazingly stable. However, the new goals established for the district make you think that this measure may no longer be appropriate.
Because of the highly judgmental nature of some of the issues underlying some of the situations described, four research scientists at the American Institutes for Research were asked to key these items. Compare your answers with theirs.

1. No consensus. Both A and C can be defended. If a test correlates highly with some acceptable test seemingly unrelated to it, it must be reliable. Hence C would be an appropriate answer. However, in this case, the social studies test could be highly loaded verbally and could be testing reading as much as social studies. Therefore, the test could be both reliable and valid.

2. A. Consensus

3. D. Consensus If you selected B, remember you cannot have validity without reliability.

4. No consensus. Three of our research scientists said E. One said C on the same basis that number 1 could be keyed C. If the arithmetic test correlates highly with some respected test, it must be reliable.

5. D. Consensus

6. No consensus. Both D and E can be defended. If the friend's caution about results depending on who does the observation means it is impossible to get inter-rater reliability, the answer is D. If the caution implies the results depend on a high degree of experience and training in use of the instrument, it may be both reliable and valid. Not enough information is given to make this decision, hence E.

7. C. Consensus
4. TYPES OF ASSESSMENT INSTRUMENTS

The selection of assessment instruments begins with the general question of what is to be measured:

What is Being Measured?

- Achievement
- Performance
- Attitudes
- Interactions among persons
- Other behaviors

Depending upon what is to be measured, one of four kinds of instruments will probably be used:

What Kinds of Instruments Will Be Used?

- Achievement tests
- Questionnaires
- Observational records
- Logs (pupil/teacher/school records)

In planning for data analysis, it is essential that careful attention be paid to the types of items used on the various instruments and the kinds of scores various item types yield.
What Kinds of Items Are There?
- Open-ended
- Objective
  - true/false (yes/no)
  - multiple choice
  - ratings
  - checklists
- Mixed (open-ended and objective)

What Kinds of Scores Are There?
- Raw scores
- Grade equivalents
- Percentiles
- Standard scores
- Stanines
- Categories
- Rankings
- Rating scales

The sections that follow will discuss each of these types of instruments and give examples of item types and scores.

Achievement Tests

In the past few years, criterion-referenced tests have gained in popularity until today they provide the program evaluator with an alternative to the more traditional norm-referenced tests. The basic difference between the two types of test is in their design and use. A norm-referenced test is designed
to place students in rank order or to compare them with other students. A criterion-referenced test is designed to tell what a student knows, understands, or can do in relation to specific objectives that are expected to be realized.

Some advocates of criterion-referenced tests say there is little need for the traditional norm-referenced test in program evaluation—that criterion-referenced tests are the only appropriate achievement tests to use. However, the question is not one of either/or. Rather, it is what kind of information you want. If you want to know how students stand in relation to some external group (other schools in the district, the state as a whole, or the nation), a norm-referenced test should be used. If you want to know where students stand with respect to some standard of mastery, a criterion-referenced test would be appropriate.

The evaluator should consider the objectives of the program carefully before deciding whether to use a norm-referenced test or a criterion-referenced test or both.

Norm-referenced tests. Funding agencies often require comparisons of the results obtained by students in the program with the general school population. If so, the use of standardized norm-referenced tests in a program evaluation is necessary.

The major disadvantage of using such a test is that it may not measure the specific content of the instruction provided in the program in question. Since norm-referenced tests are constructed to be administered to students who have been instructed in a wide range of curricula, the items cannot be expected fully to reflect the content of any particular curriculum.

When selecting a norm-referenced test, the evaluator will want to consider the kinds of scores the instrument will provide. The two most commonly used test scores are grade equivalents and percentiles. Each has its advantages and disadvantages. Grade equivalents have been particularly misunderstood and misused, both by educators and by the public. A grade-equivalent score is the mean or median score of the norm group at the time the test was normed. For example, suppose a test for fourth graders is normed in the fourth month of the school year, and on a 100-item test the average raw score is 50. A raw score of 50 is then assigned a grade equivalent of 4.4.
The actual range of raw scores may extend from 10 to 92 and the range of grade-equivalent scores assigned to different raw scores from 2.5 to 6.3. By definition, half the group is below average. It may be unrealistic to try to bring everyone up to norm unless you truly believe your lowest achieving pupils should be as good as the national average.

Criterion-referenced tests. These tests have become increasingly popular in the last six to eight years because they provide a meaningful way to measure achievement of locally set objectives. With a criterion-referenced test, an overall score is generally not obtained. Rather, a small number of test items is used to determine whether an objective has or has not been met.

There are two different kinds of performance criteria. The first, Classroom Mastery Criterion, specifies the percentage of students in a classroom who are expected to master an objective.

<table>
<thead>
<tr>
<th>Classroom Mastery Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>70 percent of the students will be able to identify all the letters of the alphabet.</td>
</tr>
</tbody>
</table>
The second kind of performance criteria is **Student Mastery Criterion**, which refers to number of items in a criterion-referenced test that a student should be able to respond to correctly in order to show that the student has mastered the objective.

**Student Mastery Criterion**

To show mastery, the student should respond correctly to 60 percent of the items designed to measure a given objective.

Thus, scoring criterion-referenced tests gives percentages that relate either to the group of students who achieve at a given level or to the group of items responded to correctly.

Criterion-referenced tests, custom-made to school or district objectives, are becoming increasingly available. Five sources are listed on page 23. In addition, the ERIC Clearinghouse on Tests, Measurement, and Evaluation has published a report that cites and describes 21 criterion-referenced tests.* Commercial publishers of the more traditional norm-referenced tests are now taking steps to meet growing demands for criterion-referenced tests.

---

<table>
<thead>
<tr>
<th><strong>Definition</strong></th>
<th><strong>Advantages</strong></th>
<th><strong>Disadvantages</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Raw Score</strong></td>
<td>Easily obtained by counting right answers, appropriate for use with inferential statistical tests</td>
<td>Must be changed to some type of derived score in order to make comparisons with a norm group</td>
</tr>
<tr>
<td><strong>Grade Equivalent</strong></td>
<td>Reasonably sound &quot;inherent&quot; meaning in lower grades. Uses familiar units.</td>
<td>Easily confused with standards. By definition, half the group is above the average and half are below average. Difficult to compare results of different tests. Not meaningful at upper grade levels.</td>
</tr>
<tr>
<td><strong>Percentile</strong></td>
<td>Widely used and easily understood. Probably best all-around type of score especially when used with percentile bands that account for the probable error of measurement.</td>
<td>Units along scale not equal in size. Differences near median are over-emphasized. Raw score differences between 90th and 99th percentile are much greater than raw score differences between 50th and 59th percentile.</td>
</tr>
<tr>
<td><strong>Stanine</strong></td>
<td>Has equal units through entire range of values. Has normal distribution by design. Appropriate for use with inferential statistical test.</td>
<td>Not commonly used in local school settings except in large-scale national testing programs such as those provided by Educational Testing Service and the American College Testing Program. Difficult for most people to understand.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Score % of Scores</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>A scaled score with a mean of 5 and a standard deviation of 2</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

Stanine gives maximum information for a 9-unit scale. Reasonably easy to understand. Minimizes non-significant differences as do percentile bands. A single unit of change is very large and so will not reflect small differences in achievement. Not widely used.
### Where to Find Existing Criterion-Referenced Instruments

<table>
<thead>
<tr>
<th>Where</th>
<th>What</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Instructional Objectives Exchange (IOX)</td>
<td>Reading, Language, Mathematics, Social Studies (K-12)</td>
</tr>
<tr>
<td>Box 24095</td>
<td></td>
</tr>
<tr>
<td>Los Angeles, CA 90024</td>
<td></td>
</tr>
<tr>
<td>2. SCORE</td>
<td>Reading/Language Arts, Mathematics, Science, Social Studies (K-8)</td>
</tr>
<tr>
<td>Westinghouse Learning Corp</td>
<td></td>
</tr>
<tr>
<td>P.O. Box 30</td>
<td></td>
</tr>
<tr>
<td>Iowa City, IA 52240</td>
<td></td>
</tr>
<tr>
<td>3. Comprehensive Achievement Monitoring (CAM)</td>
<td>Mathematics, Science, Geography, Business, Homemaking, Language Arts, Literature Comprehension, Foreign Languages (8- or 9-12)</td>
</tr>
<tr>
<td>Sequoia Union High School District</td>
<td></td>
</tr>
<tr>
<td>480 James Avenue</td>
<td></td>
</tr>
<tr>
<td>Redwood City, CA 94063</td>
<td></td>
</tr>
<tr>
<td>Box 1500</td>
<td></td>
</tr>
<tr>
<td>Denver, CO 80203</td>
<td></td>
</tr>
<tr>
<td>5. ORBIT</td>
<td>Mathematics, Reading and Communications Skills (K-12)</td>
</tr>
<tr>
<td>CTB/McGraw-Hill</td>
<td></td>
</tr>
<tr>
<td>Del Monte Research Park</td>
<td></td>
</tr>
<tr>
<td>Monterey, CA 93940</td>
<td></td>
</tr>
</tbody>
</table>
Both NAEP and CAM are publically supported projects, and materials are either free or relatively inexpensive.

The types of items used with most achievement tests are objective -- that is, they are multiple choice, true/false, or matching and can be scored by machine.

Questionnaires

Evaluators frequently use a questionnaire to assess opinions or attitudes of participants in a program and/or those who are in some other way associated with a program.

While there may be appropriate standardized questionnaires, most evaluators either develop or adapt items from existing, nonstandardized instruments according to their appropriateness for measuring a given program objective.

The development of even very simple questionnaires is a more exacting and demanding task than is sometimes realized. Every instrument so developed must include review and field-test steps in order to avoid ambiguous questions which may yield meaningless or invalid information. To develop good questionnaires takes talent, time, patience, and money. For this reason, a thorough search should first be made to see if good instruments exist that will fit program-evaluation needs.

Questionnaires may be administered much like achievement tests; they may be mailed to individuals such as parents; or used by the program evaluator in a structured interview with a group. The need for individual structured interviews is dictated by the circumstances and may be filled by volunteers from the community. Mailed questionnaires are especially subject to bias. The people who typically fill out and return a mailed questionnaire may be very unlike the population in general. One way to compensate for, or detect, this bias is to follow up with telephone or door-to-door personal interviews with a sample of nonrespondents, using the questionnaire as an interview guide. The interview technique may also be called for if the target population is very young, of questionable literacy, unskilled in the use of English, or if the questions are very complex.
Major Uses of the Interview Technique

- To detect bias
- With young children
- With bilingual populations
- With low socioeconomic groups
- With complex questions

If an interview is deemed best, be certain your interviewers are trained and are able to ask the question in a neutral manner without leading the person being interviewed. They should be able to recognize a vague or ambiguous response and should probe in some neutral manner such as, "Tell me more about it," or "What do you mean?" until a clear response is obtained.

Guidelines in the Review and Selection of Questionnaires. There are a number of things to consider in the selection (or development) of a questionnaire:

1. Are the questions asking only for needed information? There is a tendency among some persons who develop questionnaires to include nonessential items just because they are interesting or because he or she had always wondered about such details. Avoid trivia.

2. Are the words simple, direct, and apt to be familiar to all respondents? Education, like other professions, has a technical, sometimes mystical, jargon. If in doubt, ask one or two noneducators to read the items for understandability.

3. Are the questions clear and specific? Items that are too general, complex, or otherwise ambiguous will not get the information desired. Words such as often, occasionally, usually, many, any, much mean different things to different people. If used, they should be defined.

4. Are any items double-barreled? For example, the question "Do you plan to leave school and look for a job next year?" is addressing two issues. Each question should contain just one topic.
5. Are the questions loaded or leading? ("Why do you think instructional method A is so successful?" assumes everyone agrees that the method is successful.)

6. Do the questions apply to all respondents? A question directed to taxpayers of the community that asks, "Do you and your wife have school-aged children?" is based on too many assumptions.

7. Will the respondents' answers be influenced by response styles? A response style is a tendency to choose a certain response category regardless of item content. Examples of well-recognized response styles are:

- **Acquiescence**
  Given a choice between "agree" or "disagree," a disproportionate number of "agree" responses will probably be obtained. Instead of "Do you agree with the new school policy on flexible scheduling?" ask:
  
  "The new school policy on scheduling as compared with the previous policy is
  ____ an improvement
  ____ not as good
  ____ about the same
  ____ don't know"

- **Social Desirability**
  Some people tend to choose answers that they think everyone else will choose rather than those that express their own opinions. So avoid using questions that have a strong social preference for agreement or disagreement.
- **Ordinal or Position Bias**

  If they are given a 5-point scale such as

  
  | very good | fair | poor | very good | poor |

  most persons will tend to avoid the extremes. This can be prevented to some degree by defining the scale points in specific terms. For example, on a leadership scale, instead of "very good," use "exceptional leader; able to take over and pull things into shape; people enjoy going along with him/her; respected by subordinates." "Very poor" might be "completely lacking; definitely a follower; does not try to convince others what is best."

---

**Item Types in Questionnaires.** Questionnaires and interview instruments usually are structured to include a combination of two major classes of items: open-ended and objective. The open-ended item offers the respondent an opportunity to give his or her own answer. The objective item forces the respondent to make a choice between two or more alternatives.

**Open-ended Items**

During the second year of the Evaluation Improvement Project, a follow-up study was done with a sample of first-year workshop participants. Questions were designed to find out if the workshops really caused participants to behave any differently in their approaches to program evaluation. One of the open-ended items asked, "Are you doing anything differently in relation to program evaluation this year than last year, attributable to participation in an EIP workshop?" Two hundred four usable statements were made in response to this question. Examples of response are shown below:

- Requiring evaluation process be established prior to introducing new program
Broader approach; increased awareness of need; improved data-collection methods

Providing more inservice for staff and aides related to objectives and utilizing test results as comparative data related to those objectives

When planning and writing projects, more care is taken to plan for evaluation from the beginning of the project.

I am building evaluation into the thinking-through of all department projects.

Better process evaluation procedures and techniques—tied to build in the evaluation design rather than superimpose it.

Spending more time selecting testing instruments to assure valid conclusions in evaluation

Involving more people, rather than trying to handle everything needed to be done in any program evaluation

Better preparing of objectives; better choice of instruments; better overall picture of evaluation

Working more with other staff members on follow up utilizing test results

Better job of evaluation of programs; better job of communicating with parents regarding evaluation; better participation of my staff in planning

How do you reduce 204 such statements to a meaningful summary of data? The task is largely a matter of applying judgment and perseverance. One way of proceeding would consist of the following steps:
1. List all responses to the question on as many pages as necessary (in this case, it took six and one-half pages to record all the information).

2. Read over 30-40 responses to get the flavor of what is being said. Are some people saying the same thing but using slightly different words? What are the key ideas that are being stated? Do categories begin to form in your mind?

3. Try listing key categories. In the sample statements, the following were among the key categories:
   - More skilled with evaluation procedure
   - Better data collection and analysis procedures
   - More involved with evaluation
   - Working more with staff
   - Better organized
   - More effective reporting
   - Better selection of test instruments
   - Greater awareness of need

4. Go back to the beginning of the list and try to classify each statement under one of these categories.

5. If you find a statement that does not fit any category, create a new one.

6. When you finish the classification, check the categories. Are two or more categories near enough in meaning and intent that they may be combined? Are there several categories with just one or two responses for each? Should they be combined into one miscellaneous category? Categorization into more than 12 or so separate categories probably results in distinctions that are too fine.
The final results on the EIP survey were presented in this manner:

<table>
<thead>
<tr>
<th>Changes in Participants' Evaluation Activities Attributable to Attendance at EIP Workshop</th>
<th>Number</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>More Skilled with Evaluation Procedure</td>
<td>64</td>
<td>31</td>
</tr>
<tr>
<td>Better Data Collection and Analysis</td>
<td>25</td>
<td>12</td>
</tr>
<tr>
<td>More Involved with Evaluation</td>
<td>23</td>
<td>11</td>
</tr>
<tr>
<td>Working More with Staff</td>
<td>21</td>
<td>10</td>
</tr>
<tr>
<td>More Organized</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>Better Reporting</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>Changed/Adjusted Evaluation Design and Ongoing Project</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>Better Selection of Test Instruments</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Greater Awareness of Need</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Not Applicable</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>More Aggressive</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Used Sampling Technique</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Total Number of Statements Categorized</td>
<td>204</td>
<td></td>
</tr>
<tr>
<td>Total Number of Respondents</td>
<td>199</td>
<td></td>
</tr>
</tbody>
</table>

Note that 204 statements were categorized from 199 persons who responded. Most persons gave a response that fit into just one category; a few gave responses that fit into more than one.
If there is a wide difference between the number of statements categorized and the number of persons responding, the evaluator may wish to look back to find out if a few persons are being so verbal as to bias the results.

This type of data collection yields category data, sometimes called content analysis. The data collection section of this Guide suggests statistical techniques to use in treating category data.

Advantages and Disadvantages of Open-Ended Items

Advantages          Disadvantages

1. Provide freedom and spontaneity in response

2. Respondents usually like being asked for their opinions; good warm-up

3. Useful for determining range of responses which is not possible with objective items

4. Testimonials lend color to the research report

1. Difficult and time-consuming to score

2. Many open-ended items make an instrument too time-consuming for respondent

3. Responses may be related to general verbal facility of respondent

4. Testimonials, if not balanced by more objective evidence, result in evaluations that has little substance

Objective Items

The objective item provides the respondent with a structured response. There are several types of structures: checklists, multiple-choice items, rating scales, and rankings.

In the checklist, the respondent is given a list of items and asked to check all that apply. For example, in a follow-up study of EIP workshop participants, one item dealt with whether or not the participant had taken steps to get others to improve skills in program evaluation. Those who said they had were then asked to check which of the following actions they had taken:

- Encouraged staff to attend EIP workshop
- Conducted evaluation workshop locally
Circulated EIP material for review and study
Circulated other materials related to program evaluation
Talked informally with staff about problems related to program evaluation
Helped colleagues with program evaluation problems
Other specify

Items that require a "yes" or "no" response are like a checklist in that both create category data and would be analyzed in similar ways. Here are two examples:

<table>
<thead>
<tr>
<th>Item from a Reading Lab. Questionnaire</th>
<th>Item from A Self Concept Questionnaire</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Do you feel you have developed better reading habits due to this course?</td>
<td>1. I feel left out of things in class.</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Yes, Like Me</td>
<td>No, Not Like Me</td>
</tr>
</tbody>
</table>

A multiple-choice item requires the respondent to make a judgment based on a specific set of alternatives.

Example 1:

Teacher Judgment

Which one of the changes listed below did you find most helpful in implementing the new reading program?

- Improved selection of curriculum materials
- Inservice training workshops
- Increase in number of teacher aides
- Grouping of students
Example 2: Quantity and Intensity Scale

For what portion of your activities as a program evaluator do you receive clear and specific directions from your supervisor?

___ For almost all activities
___ For most of my activities
___ For about half
___ For few of my activities
___ For almost none of my activities

Example 3: Amount of Time Scale

When you are working, what is the average day like for you? How often does time seem to drag?

___ About half the day or more
___ About one-third of the day
___ About one-fourth of the day
___ About one-eighth of the day
___ Time never seems to drag.

The advantages of the multiple-choice type of item are primarily in their ease of administration, scoring, and analysis. The greatest problems relate to their careful development, avoidance of ambiguities, and reasonableness of choices. These points are discussed more fully at the end of this section.

Rating scales assign numerical values to the various responses to an item in order to spread them. That is, a rating scale gives the rater the opportunity to present his or her opinion on a continuum of judgment. Most rating scales permit the rater a choice of three to five values. For example:

<table>
<thead>
<tr>
<th>Item From a Teacher Questionnaire</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. What is your overall reaction to the effectiveness of individualized instruction?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Extremely Pleased</th>
<th>Somewhat Pleased</th>
<th>Neither Pleased/Nor Displeased</th>
<th>Somewhat Displeased</th>
<th>Extremely Displeased</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>
Choice of an odd number rating scale allows the respondents to adopt a neutral position. (An even number of choices would force him or her to take a position.) Before deciding on the number of scale points, decide whether or not you want respondents to take a position.

The selection of descriptors for each rating on the scale is most important. Insofar as possible, they should mean the same thing to all expected to respond. In the above example, you might instruct the respondent as follows:

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Means, in Comparison to All Techniques You Have Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extremely pleased</td>
<td>Among the top 10 percent of techniques you have used</td>
</tr>
<tr>
<td>Somewhat pleased</td>
<td>Better than most but not among the top 10 percent</td>
</tr>
<tr>
<td>Neither pleased nor displeased</td>
<td>About average in comparison to other techniques</td>
</tr>
<tr>
<td>Somewhat displeased</td>
<td>Below average but not among the worst 10 percent</td>
</tr>
<tr>
<td>Extremely displeased</td>
<td>Among the worst 10 percent of techniques you have used</td>
</tr>
</tbody>
</table>

Care must be taken with rating scales to define precisely what is wanted. The following will illustrate the point:

Another type of rating scale commonly used to measure attitudes consists of a series of statements, each of which has its own scale value. Typically, the statements are arranged in order from highly positive to highly negative. The person whose attitude is being measured is simply asked to check those statements with which he or she agrees. The score is obtained by adding the values assigned to the statements checked. An example of this type of scale is given on the following page.

In the example that shows the tallying and scoring, on page D-39, the median score of 4.02 for the group falls at item 6, "It solved some problems for me." This would ordinarily represent the tendency for the group. However, there was a
Kropp-Verner Attitude Scale for Measuring Effectiveness of Meetings

Directions: Check (✓) below only those statements which accurately reflect your personal reaction to the Evaluation Improvement Program workshop.

<table>
<thead>
<tr>
<th>Check Here</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. It was one of the most rewarding experiences I have ever had.</td>
<td></td>
</tr>
<tr>
<td>2. Exactly what I wanted.</td>
<td></td>
</tr>
<tr>
<td>3. I hope we can have another one in the near future.</td>
<td></td>
</tr>
<tr>
<td>4. It provided the kind of experience I can apply to my own situation.</td>
<td></td>
</tr>
<tr>
<td>5. It helped me personally.</td>
<td></td>
</tr>
<tr>
<td>6. It solved some problems for me.</td>
<td></td>
</tr>
<tr>
<td>7. I think it served its purpose.</td>
<td></td>
</tr>
<tr>
<td>8. It had some merits.</td>
<td></td>
</tr>
<tr>
<td>9. It was fair.</td>
<td></td>
</tr>
<tr>
<td>10. It was neither very good nor very poor.</td>
<td></td>
</tr>
<tr>
<td>11. I was mildly disappointed.</td>
<td></td>
</tr>
<tr>
<td>12. It was not exactly what I needed.</td>
<td></td>
</tr>
<tr>
<td>13. It was too general.</td>
<td></td>
</tr>
<tr>
<td>15. It didn't hold my interest.</td>
<td></td>
</tr>
<tr>
<td>16. It was much too superficial.</td>
<td></td>
</tr>
<tr>
<td>17. I left dissatisfied.</td>
<td></td>
</tr>
<tr>
<td>18. It was very poorly planned.</td>
<td></td>
</tr>
<tr>
<td>19. I didn't learn a thing.</td>
<td></td>
</tr>
<tr>
<td>20. It was a complete waste of time.</td>
<td></td>
</tr>
</tbody>
</table>

To Be Completed by Trainer

Participant's Median Score

*Kropp, R.P., and Verner, C. An attitude scale technique for evaluating meetings. *Adult Education*, VII(4), Summer 1957*
Scoring of Kropp-Verner Scale

Directions: Tally the items checked by participants in column (2) of the form below. In column (3) write the total number of tallies. Obtain totals for column (3) and find the median score.

<table>
<thead>
<tr>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Item</td>
<td>Checked by Participant</td>
<td>Checked by Participant</td>
<td>[Tally (i.e., Tally)]</td>
</tr>
<tr>
<td>1</td>
<td>M.</td>
<td>6</td>
<td>1.13</td>
</tr>
<tr>
<td>2</td>
<td>A.</td>
<td>6</td>
<td>1.58</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>22</td>
<td>2.25</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>44</td>
<td>2.77</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>29</td>
<td>3.40</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>41</td>
<td>4.02</td>
</tr>
<tr>
<td>7</td>
<td>A</td>
<td>37</td>
<td>4.44</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>20</td>
<td>4.96</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>6</td>
<td>5.30</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>1</td>
<td>6.02</td>
</tr>
<tr>
<td>11</td>
<td>/</td>
<td>2</td>
<td>6.78</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>1</td>
<td>6.97</td>
</tr>
<tr>
<td>13</td>
<td>/</td>
<td>2</td>
<td>7.19</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td>7.45</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td>8.19</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td>8.62</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
<td>9.29</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td>9.69</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
<td>10.26</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td>10.89</td>
</tr>
</tbody>
</table>

Total: 217
Median: 4.02
larger frequency at item 4: "It provided the kind of experience I can apply to my own situation." Therefore, it might be better to report that a considerable number of persons responded that, "It provided the kind of experience that I can apply to my own situation," and that "It solved some problems for me."

Statements 5 and 7 were checked a number of times and these might be mentioned as well. Extreme scores, too, are interesting. There were six persons who said, "It was one of the most rewarding experiences I have ever had" (item 1). Six persons also said, "Exactly what I wanted" (item 2). But note that we do not know whether the same six checked statements 1 and 2. At the other extreme, only five checks reflected attitudes on the negative side of neutral, and this does not necessarily represent five different persons.

Under some circumstances, you may wish to ask respondents to arrange rankings, a series of options in rank order according to personal preference. When the number of things to be ranked is small and homogeneous, the ranking may force persons to make discriminations they would not otherwise make. For example, this section of the Guide contains a number of key concepts on selecting and developing evaluation instruments. An appropriate posttest might seek to find out which topics are the most helpful to evaluators. Consider two methods for trying to collect these judgments. The first is a ranking procedure; the second is a rating procedure.

Which among the following topics did you find most helpful personally?

Method 1: Ranking Procedure

Directions: Rank order by assigning a "1" to that topic which was most helpful, a "2" to that section you found next most useful, etc.

___ 1. reliability and validity
___ 2. achievement tests
___ 3. questionnaires
___ 4. observational techniques
___ 5. other behavior
___ 6. sources of information about instruments
___ 7. developing assessment instruments
Method 2: Rating Procedure

Directions: Rate on a 5-point scale each of the following major topics discussed in this section, using the following scale:

1 = Of no use: I will never need to know or use this.
2 = Of minimal use: I may have to use this information some time.
3 = Of some potential use: If I have to make use of this information, this topic will be helpful.
4 = Of considerable use: I expect I will need to use this information.
5 = Of maximum use: I will surely have to make use of this information.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Reliability and Validity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Achievement Tests</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Questionnaires</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Observational Techniques</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Other Behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Sources of Information about Instruments</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Development Assessment Instruments</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Different kinds of information are asked for in the two methods. The first method asks how each topic stands in relation to the other topics (norm-referenced approach). The second method asks how valuable each topic is in terms of its usefulness (criterion-referenced approach).

Actually, the two approaches could be combined, and both kinds of information obtained. The point is, the program evaluator must anticipate what kind of results are wanted by knowing beforehand how those results will be used.
### Summary of Questionnaire Item Structure

<table>
<thead>
<tr>
<th>Item Type</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open-Ended</td>
<td>- Free responses</td>
<td>- Difficult and time consuming to respond to, to score, and to interpret</td>
</tr>
<tr>
<td></td>
<td>- Reasons can be given</td>
<td></td>
</tr>
<tr>
<td>Checklist</td>
<td>- Simple options</td>
<td>- Limited response</td>
</tr>
<tr>
<td></td>
<td>- Easy to interpret</td>
<td>- Only present/absent or yes/no responses</td>
</tr>
<tr>
<td>Multiple Choice</td>
<td>- Provides closure on questions</td>
<td>- Limited response</td>
</tr>
<tr>
<td></td>
<td>- Simple options</td>
<td>- Only correct or incorrect responses</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Limited information on reason for judgment expressed</td>
</tr>
<tr>
<td>Ratings</td>
<td>- Degree of judgment identified; values assigned</td>
<td>- Directionality (−/+ ) confusing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- No information on reason for judgment</td>
</tr>
<tr>
<td>Rankings</td>
<td>- Provide a norm-referenced approach</td>
<td>- Can only be used with limited number of homogeneous topics</td>
</tr>
<tr>
<td></td>
<td>- Easy to develop and use</td>
<td></td>
</tr>
</tbody>
</table>
"At the end of the eighth month of the school year, 70 percent of the participating students and parents will judge their reading program to have been successfully implemented, as measured by a questionnaire."

The evaluator accepts as valid this measure of students' and parents' attitudes about how much has been learned and whether enjoyment of reading and independent reading practice have increased.

The questions on pages 44 - 46 represent a preliminary list of those that may be used on the questionnaire. Your task is to criticize each question and decide which ones should be included, revised, or discarded and to give the reasons.

In criticizing each item, consider the following three important criteria:

1. **Appropriateness or Validity of the Item**
   - Is the item assessing something (knowledge, behaviors, attitudes, etc.) which indicates whether or not the evaluation objective has been reached?

2. **Clarity of the Item**
   - Is the item written in a way that everyone will interpret it in more or less the same way? Is the item misleading or ambiguous? Does it present just one concept at a time?

3. **Accuracy of the Response**
   - Do you think that the person answering the item will give an honest response or an accurate response? Is it emotionally loaded? Does it tend to bias or lead the respondent?

Study each question in relation to the above criteria. Decide whether you would accept it as is or revise or discard it. If you decide that any of the items should be revised or discarded, enter an "R" or a "D" in the appropriate columns on pages 44 - 46 and then state your reasons. When you have completed all 12 questions, go back and try to revise those items you decided should be revised, using the space on page D-46.
Student and Parent Questionnaire on Reading Program

Critique of Items

(If you decide to accept an item, check the "Accept" column. If you decide to revise or discard, enter "R" or "D" and write reasons in the next column. After finishing all question, enter revisions.)

<table>
<thead>
<tr>
<th>Item</th>
<th>Accept</th>
<th>Revise or Discard</th>
<th>Reasons</th>
<th>Revisions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Did you learn anything from this year's reading program?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Do you think the instructional methods of this class are better than in other classes you have taken?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Did you like this year's program?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. As compared with the reading program taken last year, do you feel that this program was better?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Do you think getting individual help is a good way to learn?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Critique of Items (cont’d)

(If you decide to accept an item, check the "Accept" column. If you decide to revise or discard, enter "R" or "D" and write reasons in the next column. After finishing all questions, enter revisions.)

<table>
<thead>
<tr>
<th>Item</th>
<th>Accept</th>
<th>Revise or Discard</th>
<th>Reasons</th>
<th>Revisions</th>
</tr>
</thead>
<tbody>
<tr>
<td>6. Were the teaching assistants pleasant and helpful?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Are parents pleased with the progress you have made in this year's reading program?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Would you recommend this program to someone who needs to improve his or her reading?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. If an advanced class like this one was formed, would you want to be in it?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Do you enjoy reading more now because of the program?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Student and Parent Questionnaire on Reading Program

**Critique of Items (cont’d)**

(If you decide to accept an item, check the "Accept" column. If you decide to revise or discard, enter "R" or "D" and write reasons in the next column. After finishing all questions, enter revisions.)

<table>
<thead>
<tr>
<th>Item</th>
<th>Accept</th>
<th>Revise or Discard</th>
<th>Reasons</th>
<th>Revisions</th>
</tr>
</thead>
<tbody>
<tr>
<td>11. Do you read more books on your own than you did last year because of the program?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. In terms of how well you now read, do you think this year's program has something to do with that?</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**JUDGING ITEMS.**

<table>
<thead>
<tr>
<th>Item</th>
<th>(2) Accept</th>
<th>(3) Revise or Discard</th>
<th>Possible Reasons</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>X</td>
<td></td>
<td>Too general: Learn &quot;anything&quot; could include &quot;Yes, I learned to hate books.&quot;</td>
</tr>
<tr>
<td>2</td>
<td>X</td>
<td></td>
<td>&quot;Instructional Methods&quot; is jargon which may have little meaning for 7th graders.</td>
</tr>
<tr>
<td>3</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>X</td>
<td></td>
<td>Too general, vague and ambiguous. May encourage yes response for extraneous reasons.</td>
</tr>
<tr>
<td>5</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>X</td>
<td></td>
<td>Asks for two judgments in a single item (&quot;Pleasant and helpful&quot;). Pleasantness is not necessarily related to the learning process.</td>
</tr>
<tr>
<td>7</td>
<td>X</td>
<td></td>
<td>Should be individualized to fit one student and his or her parents.</td>
</tr>
<tr>
<td>8</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>X</td>
<td></td>
<td>&quot;More advanced&quot; may be ambiguous; highly competitive students may be more inclined to say yes than others; some students may reason that they did so well in the current class they really don't need more.</td>
</tr>
<tr>
<td>10</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>X</td>
<td></td>
<td>May mean either the student thought his good results or his poor results could be attributed to the program.</td>
</tr>
</tbody>
</table>
Observational Techniques and Instruments

While both achievement tests and questionnaires can give valuable information for program evaluation, there are many kinds of information that cannot be obtained from them. Observational techniques and instruments for recording observations provide an added dimension. Like any other assessment instrument, there are both advantages and disadvantages in using them.

Advantages and Disadvantages of Observation

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Can provide valid and reliable information on social-emotional-personal adjustment not possible with other traditional methods.</td>
<td>1. Difficult to get valid and reliable data.</td>
</tr>
<tr>
<td>2. Can test a person's ability to apply information in life-like situations.</td>
<td>2. Long period of training and experience may be required for the observer.</td>
</tr>
<tr>
<td>3. Easily adapted to a variety of tasks, settings, and individuals at all educational levels.</td>
<td>3. Many activities take place simultaneously in a classroom and it can be difficult to record behaviors that are significant.</td>
</tr>
<tr>
<td>4. Provides a valuable supplement to achievement data.</td>
<td>4. Interpretation of observational findings must take into account the context, must not generalize from a too limited sampling of behaviors, must not give disproportionate weight to negative incidents, and must be as objective as possible, given the data at hand.</td>
</tr>
<tr>
<td>5. Can provide both qualitative and quantitative data.</td>
<td></td>
</tr>
</tbody>
</table>
In program evaluation, observational techniques are most helpful in obtaining data on:

- Group participation and responsibility
- Individual student interaction with the group
- Teacher interaction with class

A wide variety of instruments may be used to record observations. Rating scales and checklists are commonly used. But anecdotal records, sociometric techniques, and highly developed systems, such as the Flanders System of Interaction Analysis, are also ways of collecting observational data. Two examples follow:

Example 1: Observation and Analysis of Question-Answer-Feedback Sequences in Classroom Instruction

Suppose one objective of a program is to improve teaching techniques that encourage student participation in general classroom discussions. Suppose further that teachers have been told that the use of praise and affirmation of students, correct responses is to be preferred over negative or critical remarks about students' incorrect responses, and that directing a question to another student or rephrasing to make it easier are to be preferred over simply giving the class the answer.

The observation system shown on the following page could be used both before teachers receive instruction and afterward to determine the effectiveness of teacher training. The instrument for recording observation could be printed on both sides of 4” x 6” cards, as illustrated in Figure 1. Effective use of this instrument would require setting up a schedule for observing each teacher, both before and after they have received instruction. Several observations at periodic intervals after instruction might be scheduled. Important considerations include:

1. The amount of observation time should be the same for each classroom.

Figure 1. System for Recording Observations of Teachers' Reactions

<table>
<thead>
<tr>
<th>STUDENT SEX</th>
<th>STUDENT RESPONSE</th>
<th>TEACHER FEEDBACK REACTION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>GIVES ANS. ASK OTHER CALLS REPEAT CLUE NEW QUES.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>M</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2. Set observation times that will be best for all classrooms. Avoid periods immediately preceding or following vacations or special events. Early Monday morning and late Friday afternoon should be avoided.

3. Where possible, assign classrooms randomly to different time blocks. Classes and teachers vary as the school day goes on. In classroom observation, you want to get a fair sampling of classroom climate across all classrooms.

4. If a number of different observers are used, be sure they are adequately trained in the observation procedure and that inter-rater reliability has been checked (this is discussed in a later section).

Example 2: Interaction among Groups

The next example is an observational technique that was used in a national survey of 13- and 17-year-olds as a measure of an objective dealing with the ability to apply democratic procedures on a practical level when working in a group. It demonstrates one way of measuring interaction among students and illustrates the need for very explicit directions in the training of observers and the recording of data.

Setting: (A group of eight students was asked to choose from a list the five most important issues between teenagers and adults, to rank order them according to importance, and to write a recommendation for at least the two most important problems, and for all five if they had time. They had 30 minutes to complete the task. The only rule was that a majority of the group must agree on anything they wrote. Two observers recorded individual acts of the group members as they discussed the issues, each observer recording different types of behavior. At no time did the observers participate in the discussion.)
### List of Issues

<table>
<thead>
<tr>
<th>Age 13</th>
<th>Age 17</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Limits (for being home, in bed, etc.)</td>
<td>Censorship</td>
</tr>
<tr>
<td>Home Duties</td>
<td>Curfew</td>
</tr>
<tr>
<td>School Assignments</td>
<td>Voting Age</td>
</tr>
<tr>
<td>Adult Books and Movies</td>
<td>Drinking</td>
</tr>
<tr>
<td>Sports and Other Activities</td>
<td>Smoking</td>
</tr>
<tr>
<td>Dating and Parties Activities</td>
<td>Working Rules and Laws</td>
</tr>
<tr>
<td>Parents' Approval of Friends</td>
<td>Marriage Rules and Laws</td>
</tr>
<tr>
<td>Money (where from and how spent)</td>
<td>Auto Insurance</td>
</tr>
<tr>
<td>Dress and Appearance</td>
<td>Dress and Appearance</td>
</tr>
<tr>
<td>Smoking</td>
<td>Military Service</td>
</tr>
<tr>
<td>Swearing</td>
<td>School Attendance</td>
</tr>
<tr>
<td>Being Talked to Like an Adult</td>
<td>Civil Liability</td>
</tr>
<tr>
<td></td>
<td>Criminal Liability</td>
</tr>
</tbody>
</table>

The purpose was not to find out how students ranked issues but to observe the process by which they arrived at ranking decisions. Specifically, the behaviors to be looked for were:

- Took a clear position
- Gave a reason for a point of view
- Sought information related to the game from other team members or from the administrator
- Steered the task by organizing the group or by suggesting a change in procedure
- Defended the right of another group member to be heard or to hold a different opinion
- Defended own viewpoint contrary to a previous consensus
- Nontask behaviors
The recording forms were something like this:

<table>
<thead>
<tr>
<th>School_</th>
<th>Date_</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location_</td>
<td>Time_</td>
</tr>
</tbody>
</table>

**Observer 1**

<table>
<thead>
<tr>
<th>Gave a Reason</th>
<th>Took a Position</th>
<th>Opposed Group Alone (Q) Yielded (Y)</th>
<th>Convinced (C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S 1.*</td>
<td>S 1.</td>
<td>S 1.</td>
<td>S 1.</td>
</tr>
<tr>
<td>2.</td>
<td>2.</td>
<td>2.</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>3.</td>
<td>3.</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>4.</td>
<td>4.</td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>5.</td>
<td>5.</td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>6.</td>
<td>6.</td>
<td></td>
</tr>
<tr>
<td>7.</td>
<td>7.</td>
<td>7.</td>
<td></td>
</tr>
<tr>
<td>8.</td>
<td>8.</td>
<td>8.</td>
<td></td>
</tr>
</tbody>
</table>

*Each number identifies a given student.

**Observer 2**

<table>
<thead>
<tr>
<th>Steered Task</th>
<th>Sought Information</th>
<th>Defended Another</th>
<th>Nontask Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>S 1.*</td>
<td>S 1.</td>
<td>S 1.</td>
<td>S 1.</td>
</tr>
<tr>
<td>2.</td>
<td>2.</td>
<td>2.</td>
<td>2.</td>
</tr>
<tr>
<td>3.</td>
<td>3.</td>
<td>3.</td>
<td>3.</td>
</tr>
<tr>
<td>4.</td>
<td>4.</td>
<td>4.</td>
<td>4.</td>
</tr>
<tr>
<td>5.</td>
<td>5.</td>
<td>5.</td>
<td>5.</td>
</tr>
<tr>
<td>6.</td>
<td>6.</td>
<td>6.</td>
<td>6.</td>
</tr>
<tr>
<td>7.</td>
<td>7.</td>
<td>7.</td>
<td>7.</td>
</tr>
<tr>
<td>8.</td>
<td>8.</td>
<td>8.</td>
<td>8.</td>
</tr>
</tbody>
</table>

*Each number identifies a given student.
However, the general instructions to observers and the specific behaviors to be observed were more explicit:

**General Instructions to Both Observers**

1. Only overt actions are to be recorded, not general impressions.

2. A single event or action may be scored in more than one category. Many comments made by group members will not be scoreable in any category.

3. When the group starts its task, observers should take positions in the background rather than as members of the working group, so that the group will not depend on the observers as moderators, leaders, etc. The observers must be seated close enough and in such a way that they can easily identify who is talking. So as not to be confused by numbering, both observers should probably sit where student No. 1 is at their immediate left.

Reliable observation can be maintained only by intensive effort and practice in use of the categories. Before each session, an observer should review carefully the categories he is to observe so that he can keep incisive definitions clearly in mind at all times. Tryouts have indicated that it is all too easy for the observer to err in two directions in particular: (a) the concept of the behavior category is loosened so that too many inappropriate behaviors are included; (b) in concentrating on certain categories, other categories are not attended to, and behaviors fitting these categories are thereby not included.

5. Whenever an indicated behavior occurs, the observer should make a check (√) in the appropriate column on the line for the student who demonstrated that behavior. With the exception of the Oppose Group Alone category, a student is scored only the first time he demonstrates the behavior. Observers will find that some categories will be scored for most students quickly in the session. Observers should then focus their attention mainly on those categories not yet scored.

(Continued on next page)
and on those students who speak infrequently, so as not to miss the rare times these categories and students will be scored. There is no need to give further attention to categories and students already checked (except instances of "Oppose Group Alone").

6. If in doubt whether or not a particular behavior should be scored, the observer should not score it. After each session, any confusions about scoring should be discussed between team members and the project director called if necessary to resolve a frequently occurring problem.

Each of the seven behaviors is given in as much detail as the general instructions. Examples of directions to observers for one of the seven behaviors to be observed follow:

Directions to Observer for Behavior

"Steered Task"

Score subjects in the "Steered Task" column on page D-45 for the kinds of behavior listed below. (Do not score nonverbal behavior which might seem to fit the category or an utterance you are in doubt about):

1. Attempts to organize the task for the group or attempts to change some procedure for accomplishing the task. (Do not score when S tries to steer the group toward an incorrect or irrelevant performance of the task, e.g., "Let's not worry about writing anything down; let's just have a good discussion on these issues.")

2. Notes the need for organization or change in procedure. (Asking whether the proper procedure is or is not scored)

3. Notes the need for a chairperson.

4. Calls for a vote or notes the need for consensus.

5. Reminds others what the main task is or what the rules are. (Merely reminding others of their next step is not scored.)

6. Tries to stop others from cutting up or arouses drifters. (Merely attempting to quiet the group is not scored.)

(Continued on next page)
7. Notes that present discussion is on a tangent.

8. Notes time priorities and stresses the importance of time in completing the task.

9. Volunteers or agrees to write down task products or expresses the need for such a recording.

10. Tries to move the group on to the next step and gives a specific procedural reason for doing so. (Trying to change the topic or proposing a new topic to be discussed is not scored unless S gives a procedural reason for doing so such as lack of time. Don't score "What's next?")

For those who may be interested in results, this is what happened in the 1970 survey:

<table>
<thead>
<tr>
<th>Results of 1970 Survey</th>
<th>% Who Did This at Least Once</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Age</td>
</tr>
<tr>
<td>Took a clear position</td>
<td>62%</td>
</tr>
<tr>
<td>Gave a reason for a point of view</td>
<td>67</td>
</tr>
<tr>
<td>Sought information related to the game from other team members or from the administrator</td>
<td>54</td>
</tr>
<tr>
<td>Steered the task by organizing the group or by suggesting a change in procedure</td>
<td>51</td>
</tr>
<tr>
<td>Defended the right of another group member to be heard or to hold a different opinion</td>
<td>4</td>
</tr>
<tr>
<td>Defended own viewpoint contrary to a previous consensus</td>
<td>6</td>
</tr>
</tbody>
</table>

Cautions in the Use of Observation Instruments. Any time more than one person is involved in collecting data with an observation instrument, the program evaluator must be concerned with consistency of those data. Standardized
instruments usually have specific directions and information on inter-rater reliability. Instruments that are not standardized probably do not have this feature, and the program evaluator must make his own provisions. In general, whether or not the instrument is standardized, it is good practice to use the following procedure:

<table>
<thead>
<tr>
<th>Assuring Inter-Rater Reliability on Observation Instruments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Train raters in use of instruments.</td>
</tr>
<tr>
<td>2. Have raters use the instruments on a group similar to</td>
</tr>
<tr>
<td>that they will be observing (field test).</td>
</tr>
<tr>
<td>3. Compare results of raters at field-test stage.</td>
</tr>
<tr>
<td>4. If results are not the same, discuss dissimilarities,</td>
</tr>
<tr>
<td>and retrain raters, or revise instrument.</td>
</tr>
<tr>
<td>5. Repeat steps 2 through 4 until satisfactory results are</td>
</tr>
<tr>
<td>obtained.</td>
</tr>
</tbody>
</table>

Selecting an Observation Instrument. When selecting an observation instrument, consider the following four steps:

1. **Define the factors on traits that match the program/evaluation objectives.** For example, if the objective stated that individualized instruction should occur in the classroom and that teachers should use a range of equipment and materials and aides, all these factors should be covered somewhere in the observation instrument.

2. **Identify existing observation instruments and determine that they deal with those factors.** For example, use the Simon and Boyer (1967) edited text *Mirrors for Behavior*, volumes 1–4 as a resource for identifying appropriate observation items and formats or make adaptations from existing instruments. (Anita Simon and E. Gil Boyer, Philadelphia, Research for Better Schools, 1967.) Or, refer to Good and Brophy cited earlier in this section.

3. **Gauge the advantages and disadvantages of the instruments.** Use questions such as the following to help assess the worth of an instrument:
Content Validity:

- What kinds of data can the evaluator collect when using the instrument?
- To what extent are the data going to provide the evaluator with the needed information?

Reliability:

- To what extent can the evaluator trust the data produced by the instrument?

Technical Information:

- Is there back-up statistical information?

Scoring:

- What kind of scores are generated?

Usability:

- How long does it take to administer?
- How much support equipment is required?
- Are the instructions easy to understand?
- How difficult is it to train someone in its use?

Cost:

- How much will it require in resources (time/money/personnel)?

4. Remember need for:

- Comprehensive set of instructions; and
- Training for the observer(s):
LEARNING EXERCISE 11: CRITICIZING A CLASSROOM OBSERVATION INSTRUMENT

Directions: Study the observation instrument on the next page and make judgments about its adequacy. On the sheet following the instrument, record your responses. Think about how you would use it and the kinds of information you would get from it. "Acceptable" means you think you could use it and get useful information. Consider the following:

1. Identifying Information: In six months will you know where it came from?
2. Scale Points: Are they well-defined and functional?
3. Directions for Use: Is it clear how the observer proceeds?
4. Coverage: Are most important classroom variables included?
5. Clarity and Scorability: Are items to be observed clearly specified and free of ambiguity?
Classroom Observation Instrument

Teacher
Observer

<table>
<thead>
<tr>
<th>RATING SCALE</th>
<th>Good</th>
<th>Adequate</th>
<th>Below Ave.</th>
<th>Poor</th>
<th>N/A</th>
</tr>
</thead>
</table>

**Students**
1. Students begin work with minimal teacher direction.
2. Students concentrate on their own work with minimal distractions.
3. Students seek out staff and other students for assistance.

**Staff**
4. Staff prepares materials in advance and is available before and after class.
5. Staff interacts appropriately with students at their level, in conversational manner, and with enthusiasm.
6. Staff operates in team-like manner and assists each other as needed.

**Room**
7. Classroom zones and areas are well-defined for students and staff.
8. Classroom is comfortable (temperature, visual displays, physical arrangements).
9. Physical space is efficiently used by staff and students.

**Materials**
10. Materials are clearly marked and available to students.
11. Books and other materials are displayed to catch student interest.
12. Adequate amount of materials is available for carrying out the program.

**Program**
13. Realistic student goals are encouraged and appear to be known by the students.
14. Record-keeping procedures (attendance and student progress) are maintained and easily provide information to the staff all the time.
15. Student programs are checked and modified as needed.
16. Some evidence of the purpose and offerings of the program can be seen in the room or in the students' materials.
Critiquing a Classroom Observation Instrument

**RESPONSE SHEET**

<table>
<thead>
<tr>
<th>Acceptable</th>
<th>If not acceptable, what is the reason?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

1. Identifying information

2. Scale points

3. Directions for use

4. Coverage

5. Clarity

6. Scorability
## Criticizing a Classroom Observation Instrument

### ANSWERS

<table>
<thead>
<tr>
<th>1. Identifying information</th>
<th>Acceptable</th>
<th>Yes</th>
<th>No</th>
<th>If not acceptable, what is the reason?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>Not enough space to write I.D.; no date given; layout unattractive</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2. Scale points</th>
<th>Acceptable</th>
<th>Yes</th>
<th>No</th>
<th>If not acceptable, what is the reason?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>No attempt to provide observer with frame of reference; what is &quot;good&quot;, what is &quot;poor&quot;? Labels don't seem to fit with items to be observed.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3. Directions for use</th>
<th>Acceptable</th>
<th>Yes</th>
<th>No</th>
<th>If not acceptable, what is the reason?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>None exist! How long does one observe and under what conditions? What is the purpose of this instrument?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4. Coverage</th>
<th>Acceptable</th>
<th>Yes</th>
<th>No</th>
<th>If not acceptable, what is the reason?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>Too much is left to the interpretation of the observer. What is &quot;minimal teacher direction?&quot; How can you tell if space is &quot;efficiently used&quot;:</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>5. Clarity</th>
<th>Acceptable</th>
<th>Yes</th>
<th>No</th>
<th>If not acceptable, what is the reason?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>Sensible scoring system could easily be devised, and directions included for applying it. Summary information could then be taken off the completed instruments for analysis.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>6. Scorability</th>
<th>Acceptable</th>
<th>Yes</th>
<th>No</th>
<th>If not acceptable, what is the reason?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Other Behaviors

Often an evaluator can gain access to data which are readily available and which do not require a formal data-collection instrument. Such data are called unobtrusive measures.

Use of these types of measures is appropriate if an evaluation objective suggests that specific changes are expected and if available information shows that these changes are occurring. For example, the attendance rate of students will increase; the use of the reading lab will increase; the grade-point average will improve; the number of cuts from a class will decrease; the number of discipline referrals to the principal’s office will decrease, and so on. Data of these kinds can be useful in the evaluation design as additional indexes of program success.

Unobtrusive measures can also be used as indirect measures of attitudes and interests. For example, instead of asking a student, “Do you ever, of your own accord, read humorous stories or books of satire?”, you might check the school library to see what the circulation records show for this category. To find out what science topics are most popular, you could look for pages in the encyclopedia of science that are worn, have thumbprints, or are dog-eared. To find out if a new unit or program is interesting to its participant, you could check absence records before it starts and periodically while it is in progress.

The greatest advantage of unobtrusive measures is that the data-collection procedures do not themselves influence the results. Students may behave differently when an observer is present or when they are taking a test or answering a questionnaire. The experience of taking tests itself may influence subsequent performance. But with unobtrusive measures, students are unaware that program-related data are being collected. As a consequence, their behavior in the program is unaffected.
Metfessel and Michael (1967) have compiled an extensive list of unobtrusive indicators of student behaviors. An abbreviated list follows:

**Indicators of Status or Change in Student Behavior Other Than Those Measured by Tests, Inventories, and Observation Scales in Relation to the Task of Evaluating Objectives of School Programs.**

1. **Anecdotal records and case histories:** critical incidents noted including frequencies of behaviors judged to be highly undesirable or highly deserving of commendation

2. **Attendance:** frequency and duration when attendance is required or considered optional (as in club meetings, special events, or off-campus activities)

3. **Autobiographical data:** behaviors reported that could be classified and subsequently assigned judgmental values concerning their appropriateness relative to specific objectives concerned with human development

4. **Citations:** commendatory in both formal and informal media or communication such as in the newspaper, television, school assembly, classroom, bulletin board, or elsewhere

5. **Extracurricular activities:** frequency or duration of participation in observable behaviors amenable to classification such as taking part in athletic events, charity drives, cultural activities, and numerous service-related avocational endeavors

6. **Grade placement:** the success or lack of success in being promoted or retained; number of times accelerated or skipped

7. **Performance:** awards, extra-credit assignments and associated points earned, number of books or other learning materials taken out of the library, products exhibited at competitive events

8. **Recidivism by students:** incidents (presence or absence or frequency of occurrence) of a given student's returning to a probationary status, to a detention facility, or to observable behavior patterns judged to be socially undesirable (intoxicated state, dope addiction, hostile acts, sexual deviation)

Other possible indicators include: absences, appointments kept or broken, assignments completed, changes in program or in teacher as requested by student, choices expressed or carried out, disciplinary actions taken, number of dropouts, elected positions held, grade-point average, grouping, homework assignments, leisure activities, library card possessed, numbers of units or courses carried, peer group participation, recommendations or other referrals, skills, social mobility, tardiness, transiency, and transfers and withdrawals from school.

**Indicators of Status or Change in Cognitive and Affective Behaviors of Teachers and Other School Personnel in Relation to the Evaluation of School Programs**

1. **Attendance:** frequency of, at professional meetings or at inservice training programs, institutes, summer schools, colleges and universities (for advanced training) from which inferences can be drawn regarding the professional person's desire to improve his competence.

2. **Mail:** frequency of positive and negative statements in written correspondence about teachers, counselors, administrators, and other personnel.

3. **Memberships,** including elective positions held in professional and community organizations; frequency and duration of association.

4. **Rating scales and checklists (e.g., graphic rating scales of the semantic differential) of teachers' behaviors in the classroom or of administrators' behavior in the school setting regarding changes of behavior in professional competence, skills, attitudes, adjustment, interests, and work efficiency.

5. **Records and reporting procedures** practiced by administrators, counselors, and teachers; judgments of adequacy by outside consultants.

Other possible indicators include: article written; grade-point average; load carried by teacher; moonlighting; nominations by peers, students, administrators, or parents for outstanding service and/or professional competencies; termination; request for transfers.
Indicators of Community Behavior in Relation to the Evaluation of School Programs

1. Alumni participation: numbers of visitations; extent of involvement in PTA activities; amount of support of a tangible (financial) or a service nature to a continuing school program or activity; attendance at special school events, at meeting of the board of education, or at other group activities by parents

2. Conferences between parent-teacher, parent-counselor, parent-administrator sought by parents; frequency of

3. Letters (mail): frequency of requests for information, materials and service; frequency of praiseworthy or critical comments about school programs and services and about personnel participating in them

4. Participant analysis of alumni: determination of locale of graduates, occupation, affiliation with particular institutions or outside agencies

5. Parental response to letters and report cards upon written or oral request by school personnel: frequency of compliance by parents

6. Telephone calls from parents, alumni, and from personnel in communications media (e.g., newspaper reporters): frequency, duration, and quantifiable judgments about statements monitored from telephone conversations

7. Interview data

Even though no formal instrument is required, some device (logs or summary sheets) must be devised to collect unobtrusive measures.

5. SOURCES OF INFORMATION ABOUT INSTRUMENTS

Buros' Mental Measurements Yearbook is the best-known resource for locating published assessment instruments, but certainly not the only one. The references listed here give fairly comprehensive coverage over a wide range of instrument types, except for criterion-referenced tests, which have been treated in some detail in the discussion on achievement tests. More complete references can be found in item VII, An Annotated Bibliography of Guides for Test Selection, of Section J in this Guide.
<table>
<thead>
<tr>
<th>Source</th>
<th>Type of Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buros' Seventh Mental Measurement Yearbook</td>
<td>Critical review on currently published standardized tests</td>
</tr>
<tr>
<td>Buros' Tests in Print</td>
<td>Comprehensive test bibliography and index to first six Mental Measurements Yearbooks</td>
</tr>
<tr>
<td>Center for Study of Evaluation at University of California at Los Angeles (Hoepfner)</td>
<td>Ratings on validity, reliability, appropriateness, ease of administration, etc., on published standardized tests</td>
</tr>
<tr>
<td>Test Publishers' Catalogs</td>
<td>Newest materials (sometimes not found in Buros)</td>
</tr>
<tr>
<td>Tests and Measurements in Child Development (Johns and Bommarito)</td>
<td>Experimental instruments in child development (self-concepts, attitudes, social behavior)</td>
</tr>
<tr>
<td>Socioemotional Measures for Preschool and Kindergarten Children (Walker)</td>
<td>Descriptions of 143 tests and measures of social and emotional development (includes some technical information)</td>
</tr>
<tr>
<td>Measures of Social Psychological Attitudes (Robinson and Slaver)</td>
<td>Critical reviews of tests (mostly experimental) in 8 general categories: life satisfaction, self-esteem, alienation, authoritarianism, sociopolitical attitudes, values, general attitudes toward people, and religious attitudes</td>
</tr>
<tr>
<td>Mirrors for Behavior (Simon and Boyer)</td>
<td>Has annotated bibliographies of tests in many areas: measures of social skills, measures related to school-based attitudes, self concept, educationally disadvantaged, assessment of teachers, criterion-referenced tests</td>
</tr>
<tr>
<td>ERIC Clearinghouse on Tests, Measurement, and Evaluation (Educational Testing Service)</td>
<td>A library of some 10,000 tests and other measurement devices representing the instruments of all publishers. Access is based on guidelines of the American Psychological Association. Address specific inquiries by mail or telephone. A quarterly Test Collection Bulletin is available on a subscription basis</td>
</tr>
<tr>
<td>Professional Journals</td>
<td>Reviews and validity studies of recently published or revised tests</td>
</tr>
<tr>
<td>Educational and Psychological Measurement</td>
<td></td>
</tr>
</tbody>
</table>
Use Multiple Measures Whenever Possible

It is sometimes easy to shoot down a single measure of student achievement by discrediting its score for some technical reason. Credibility of program evaluation may be enhanced by the use of several measures of program effectiveness. The inclusion of attitudes of parents, students, and staff as well as unobtrusive measures of student behavior will broaden the base of information from which judgments can be made.

Summary of Factors to Consider in Evaluating and Selecting Assessment Instruments

1. Reliability
   - Does the instrument give the same results when repeated?

2. Validity
   - Does the instrument measure what it says it measures? Does the content match your program objectives? Is it free of bias for different subgroups?

3. Content
   - Are the items related to program objectives?

4. Administration Mode and Time
   - Is the instrument administered in groups or individually, by interview or observation? What qualifications does the administrator need? Are directions for administration adequate? Is equipment required for administration available? Is time required reasonable for the results expected?

5. Scoring
   - Is scoring by hand or by machine? Are directions for scoring adequate?

6. Format and Interest
   - What is the general editorial quality? Will it hold the test taker's interest, and are directions easy for test takers to understand?

7. Scores and Norms
   - If normed, what are the characteristics of norm groups? When was it normed? Are interpretive aids available?
LEARNING EXERCISE 12: SELECTING NORM-REFERENCED TESTS

Directions: Select and check one of the four objectives listed below, then consult the descriptive information on D-71 - D-72. Select up to three instruments you think would be appropriate for that objective and list them on the following page. Record a "yes" in those boxes in which answers to the questions seem to be affirmative.

Objectives

1. Second- and third-grade students participating in the bilingual-bicultural program will have a mean score of 20 or higher on the _______ series of tests of cultural similarities and differences. One test will be given after completion of each cultural unit.

2. The median percentile rank in reading comprehension for third-grade students participating in the remedial program will be eight points higher on the posttest given in May than on the pretest given to the same students in October. The test to be used is _______.

3. Kindergarten children at School Z with a 75 percent or better attendance will show nine months gain or more in language usage on the _______ language test after nine months of instruction.

4. All tenth grade students receiving remedial math instruction will show at least a five-month mean gain in math computations for every five months of instruction. Gain will be measured by the _______.

At page D-73, judgments by specialists about the listed tests are shown.
<table>
<thead>
<tr>
<th>Criteria</th>
<th>Instrument 1</th>
<th>Instrument 2</th>
<th>Instrument 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Is the instrument a valid measure?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Is the instrument a reliable measure?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Is the instrument appropriate to use on the population to be assessed?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Does the instrument yield objective data?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Is the instrument easy to administer and score?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Are minimum time and resources required to administer and score the instrument?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Is the administration of the instrument nondisruptive to classroom learning activities?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Will the instrument provide data which are useful for decision making at both the classroom level and the program-administrative level?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Is the cost of the instrument reasonable and within budgetary constraints?</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
BRIEF DESCRIPTION OF TESTS

American School Achievement Tests by Robert V. Young, et. al.; Level -
Primary I (Grade 1), Primary II (Grades 2-3); Intermediate (Grades 4-6),
Advanced (Grades 7-9); Forms A, B, D, E; 1955-59 (BMC)

Subtest: Primary I: Word recognition, word meaning, numbers. Primary
II: Sentence and word meaning, paragraph meaning, computation
problems, language usage, spelling.

Intermediate: Sentence and word meaning, paragraph meaning,
arithmetic computation, arithmetic problems, language, social
studies, science.

Advanced: Sentence and word meaning, paragraph meaning,
arithmetic computation, arithmetic problems, language, spelling,
social studies, science.

CIRCUS, anonymous; Age: 4-5 years; 1972 (ETS)

Subtest: What words mean, how much and how many, look-alikes, copy what
you see, finding letters and numbers, noises, how words sound,
how words work, listen to the story, say and tell, do you
know, see and remember, think it through, make a tree, activities
inventory, teacher questionnaire, test-taking behavior

Comprehensive Tests of Basic Skills, anonymous; Level - I (Grades 2.5-4),
Level II (Grades 4-6), Level III (Grades 6-8), Level IV (Grades 8-12); Forms
Q, R & S; 1968, 1973 (CTB) Form S only: A & B (Grades K-1), C (Grades
1-5-2).

Subtest: Reading, language, arithmetic, study skills.

Cooperative Primary Tests, anonymous; Level: Grades 1-3; Form B; 1965
(ETS).

Subtest: Reading, listening, word analysis, mathematics, writing

Durrell Listening Reading Series by Donald D. Durrell, et. al.; Level -
Primary (Grades 1-3.5), Intermediate (Grades 3.5-6), Advanced (Grades 7-9);
Form DE; 1969 (HBJ).

Subtest: Vocabulary listening, paragraph listening, vocabulary reading,
paragraph reading.
Gates-MacGinitie Reading Tests by Arthur Gates, Walter MacGinitie; Level - Primary B (Grade 2), Primary C (Grade 3), Survey D (Grades 4-6), Survey F (Grades 10-12); 1964-1969 (BEM)

Subtests: Primary levels: Vocabulary and comprehension

Survey levels: Speed, accuracy, vocabulary and comprehension

Metropolitan Achievement Tests, 1970 Edition by Walter N. Durost, et al.; Level - Primary I (Grades 1.5-2.4), Primary II (Grades 2.5-3.4), Elementary (Grades 3.5-4.9), Intermediate (Grades 5.0-6.9), Advanced (Grades 7.0-9.5); Form F & G; 1959 edition, Forms A and B also available (HBJ)

Tests: Primary: Listening for sounds, reading, numbers. Primary I:
Test 1 - Word knowledge, Test 2 - Word analysis, Test 3 - Reading, Test 4 - Mathematics. Primary II: Test 1 - Word knowledge, Test 2 - Word analysis, Test 3 - Reading, Test 4 - Spelling, Test 5-7 - Mathematics computation, concepts, problem solving.

Elementary: Test 1 - Word knowledge, Test 2 - Reading, Test 3 - Language, Test 4 - Spelling, Test 5-7 - Mathematics computation, concepts, problem solving

Intermediate & Advanced: Test 1 - Word knowledge, Test 2 - Reading, Test 3 - Language, Test 4 - Spelling, Test 5-7 - Mathematics computation, concepts, problem solving, Test 8 - Science, Test 9 - Social studies.

Stanford Early School Achievement Tests by Richard Madden and Eric Gardner; Level - I (Grades K.1-1.1), II (Grade 1.0-1.8); 1969 (HBJ)

Subtests: The environment, social studies and science, mathematics, letters and sounds, aural comprehension, word reading, sentence reading

Tests of Basic Experiences by Margaret H. Moss; Level - K (Preschool-K); L (Grades K-1); 1970 (CTB)

Subtests: General concepts, mathematics, language, science, social studies (Also, Spanish directions, supplement to manual available).
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LEARNING EXERCISE 13: SELECTING APPROPRIATE INSTRUMENTS

Directions: Abbreviated portions of objectives are listed below. Decide what type of measuring instrument would be most appropriate to use for each. Record the letter representing that type.

<table>
<thead>
<tr>
<th>Instrument Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Norm-Referenced Test</td>
</tr>
<tr>
<td>B. Criterion-Referenced Test</td>
</tr>
<tr>
<td>C. Questionnaire</td>
</tr>
<tr>
<td>D. Observation Record</td>
</tr>
<tr>
<td>E. Log</td>
</tr>
<tr>
<td>F. Not enough information is provided to make a decision.</td>
</tr>
</tbody>
</table>

1. Parents of participating compensatory education students will have positive attitudes.
2. Twenty-five percent of the students will achieve one standard deviation above the national mean.
3. Students will interact in a positive social manner during class activities.
4. Given a list of South American countries, students will be able to list the capital of each country.
5. The number of discipline referrals to the principal will be reduced by 50 percent.
6. Students will check out books in category "A" more frequently than books in category "B".
7. At the end of the semester, students in the values clarification class will exhibit positive attitudes toward their parents' ethnic background.
8. At the end of the inservice workshop, teachers will be able to answer correctly 8 out of 10 cognitive questions based on content of the workshop.
9. Teacher effectiveness in promoting student interaction will increase.
10. The majority of parents with students attending school "X" will be aware of the auxiliary services available through the school.
1. C
2. A
3. D
4. B
5. E
6. E
7. C
8. B
9. D
10. C
6. LOCATING EXISTING ASSESSMENT INSTRUMENTS VS.
DEVELOPING ASSESSMENT INSTRUMENTS LOCALLY

Examples of every type of instrument discussed in this section exist somewhere. The program evaluator who spends time searching for available instruments that will meet his needs usually will be far ahead of the one who decides to launch a school-wide or district-wide effort to develop tests, questionnaires, or observation records locally. The development of good assessment instruments is a much more exacting and demanding task than is often realized. Questionnaires and observation schedules can usually be adapted to local needs. But even adaptation takes care and thought. Criterion-referenced tests that can be assembled for your purposes from existing items are becoming increasingly available through commercial sources. The selection of any type of instrument must, of course, be done with care.

**Developing Instruments**

Unless you have highly trained technical staff and sufficient time and money, the development of instruments locally should only be undertaken as a last resort. Time and costs will vary with the magnitude of the job. Development of a reasonably straightforward achievement test should take eight months to a year to develop and a year to review, field test, and revise. The adaptation of an existing instrument for local use may be done in considerably less time, but even so, field test, review, and revisions steps should be given time to run their course.

People who write items, whether for achievement tests, questionnaires, observation, or other measures, must know the content area to be measured and must know basic techniques for item construction. In most cases, it is easier to train a content person in the art of test construction than to take a professional item-writer and teach him/her the content area. However, it is sometimes advisable to get persons with the two separate skills and have them work as a team. In any case, the content person should know the basics of good item construction. There are easy-to-follow rules in any basic test in measurement and evaluation. (See selected bibliography at the end of the Guide starting at 1-1.)

The development of an evaluation instrument begins with a plan that specifies the information wanted. Determine what questions you want answers to. Program objectives serve as the basis for planning measurement needs.
Items are then written. It is good practice to develop more items than will be needed in the final instrument because some will be lost through review and field testing.

One of the greatest difficulties in constructing objective items is in getting plausible options. In the case of achievement tests, there must be one and only one best answer. The other options (or distractor's) should be plausible answers for persons who do not know the right answer. In the development of questionnaire items, it is often impossible to anticipate all appropriate choices a person could make. A preferred procedure is to first administer items either in open-end or partial open-end format and use returns from field tests to set options. Alternatively, an item writer might try to guess what these options or choices are. For example, if you are designing an item to determine professional growth among staff members, you might guess at some possible activities, and then allow for an "Other" response.

Example: 1. In which of the following professional activities have you participated in the past year?

- Enrolled in college or university course
- Attended special workshop sessions
- Observed in other classrooms
- Done independent reading
- Consulted with specialist
- Other

For achievement test items, a completely open-ended format should be used if there is any doubt about being able to anticipate good distractors. In such cases, the most frequently given wrong answers provide the best distractors.

Field testing should include all concerns related to the collection of data:

1. Are there adequate procedures for training persons who will collect the data?
2. Are the directions for administration clear and understandable?
3. Does the instrument itself give the kind of information you are seeking?
4. How long does test administration take?
5. Does the scoring key work?
The answers to such questions come from various sources and include both "hard," and "soft" data. There are statistical procedures for analyzing the data from the instrument itself, but getting oral responses by interviewing participants (both data collectors and persons tested) in a field test may also be necessary. This may be by group interview and should cover such points as clarity of tasks, ambiguities in individual items, and the actual mechanics of data collection.

Obviously, the group on whom you do the field test should be similar to the groups on whom you expect to use the instrument, but should not consist of members of that group.

Evaluators who find they must produce locally developed tests are strongly advised to seek help from measurement specialists. The essential steps in instrument development are outlined below.

<table>
<thead>
<tr>
<th>Instrument Development Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity</td>
</tr>
<tr>
<td>Develop plan.</td>
</tr>
<tr>
<td>Prepare draft.</td>
</tr>
<tr>
<td>Have several persons review</td>
</tr>
<tr>
<td>the first draft.</td>
</tr>
<tr>
<td>Develop directions for</td>
</tr>
<tr>
<td>administration.</td>
</tr>
<tr>
<td>Develop scoring key</td>
</tr>
<tr>
<td>Field test and prepare draft,</td>
</tr>
<tr>
<td>including the directions for</td>
</tr>
<tr>
<td>administration.</td>
</tr>
<tr>
<td>Revise the instrument.</td>
</tr>
<tr>
<td>Repeat review, field-test,</td>
</tr>
<tr>
<td>and revision steps as necessary.</td>
</tr>
</tbody>
</table>
The preceding are management steps and do nothing to assure technical adequacy. Validity studies can be planned which use an outside criterion you believe to be independent of what you are trying to measure with your instrument. For example, if you want to validate a test of reading comprehension, you might do any or all of the following:

1. Ask teachers to rank students in order of their respective competencies in reading comprehension.

2. Ask parents how well their children can read and understand newspaper items.

3. Ask teachers to estimate what proportion of their students will pass each item on the test.

Checking for reliability is more involved and beyond the scope of the Guide.

7. REVIEW

As you have seen, there are several kinds of instruments that can be used for program evaluation. Which one(s) you select will depend to a great extent upon the nature of the evaluation design and the kinds of information that need to be collected.

Here is a review of what we have covered in this section of the Guide:

1. It is important to match instruments to program objectives.

2. Multiple measures for each program objective are desirable.

3. Different techniques and various types of instruments can be used.

4. There are both advantages and disadvantages to using different instruments and data-collection methods.

5. There are many sources of information on existing instruments.

6. It is generally better to adapt or adopt existing instruments than to develop new ones locally.

7. The development of adequate instruments locally is a costly, time-consuming, and demanding task.
### SUMMARY OF BASIC EVALUATION INSTRUMENTS

<table>
<thead>
<tr>
<th>Types of Evaluation Measure</th>
<th>Categories of Instruments</th>
<th>Primary Structure of Items</th>
<th>Primary Kinds of Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Achievement</strong></td>
<td>Norm-Referenced Tests</td>
<td>Objective</td>
<td>Raw Scores</td>
</tr>
<tr>
<td></td>
<td>Criterion-Referenced Tests</td>
<td>True/False</td>
<td>Grade Equivalents</td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td>Questionnaires</td>
<td>Multiple Choice</td>
<td>Percentiles</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Matching</td>
<td>Standard Scores</td>
</tr>
<tr>
<td><em>Interaction</em></td>
<td>Observation Record Forms</td>
<td>Open-Ended Categories</td>
<td>Percentages</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Objective</td>
<td>Frequencies</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes/No</td>
<td>Ratings</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Multiple Choice</td>
<td>Ratings</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ratings</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mixed</td>
<td></td>
</tr>
<tr>
<td><strong>Other Behaviors</strong></td>
<td>Logs</td>
<td>Open-Ended Categories</td>
<td></td>
</tr>
<tr>
<td></td>
<td>. Referral Reports</td>
<td>Objective</td>
<td></td>
</tr>
<tr>
<td></td>
<td>. Attendance</td>
<td>Frequency</td>
<td></td>
</tr>
<tr>
<td></td>
<td>. Cuts</td>
<td>Present/Absent</td>
<td></td>
</tr>
<tr>
<td></td>
<td>. Grades</td>
<td>Absent</td>
<td></td>
</tr>
<tr>
<td></td>
<td>. Diaries</td>
<td>Percentage</td>
<td></td>
</tr>
</tbody>
</table>
The Evaluation Improvement Program
After available instruments have been selected or plans made for developing new ones, the evaluator must then plan how to collect the data. Collecting data is a sensitive part of program evaluation because its success depends so much on the cooperation and often the hard work of others who are not connected with the evaluation team. Moreover, the logistics of moving evaluation instruments and data from place to place and the complexities of schedules involving hundreds of people present challenges not encountered in other parts of the program evaluation process.

Planning for data collecting involves: specifying the subpopulations that are to serve as sources of information, deciding on who will be responsible for collecting the information, and deciding whether the collection will be carried out on an individual or a group basis. Special arrangements need to be planned to follow up when people are absent from group sessions or when individuals do not return questionnaires.
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1. INTRODUCTION

No matter how reliable and valid an instrument is, its usefulness can be completely destroyed by carelessness in the collection and handling of the data.

The problems that can arise during the data-collection stage are many and varied. Among some of the more common are:

- Reading scores obtained the day before a vacation may not be comparable to those obtained a week earlier.
- Responses in an interview situation may be influenced by the race, sex, or status of the interviewer.
- Interruptions or faulty directions can "destandardize" a standardized test.
- Voluntary responses to a mailed questionnaire may not be representative of the total population.

In addition, any data-collection plan must take into account a variety of logistical problems, the importance of which increases geometrically as the number of students, teachers, and schools involved in the program evaluation increases.

2. BASIC CONSIDERATIONS

Some of the most important considerations in planning for data collection concern:

- arrangements with school/program personnel
- personnel who will collect the data
- training needed
- time schedule
- monitoring the total data collection process
Arrangements with School/Program Personnel

In the several stages of collecting data, the evaluator needs the cooperation of school personnel. For example:

- The evaluator may need to obtain from the school certain records and lists of students, classrooms, teachers, holidays, faculty meetings, materials, etc., to select appropriate instruments and populations to be included in the program evaluation and to carry out other plans.

- The evaluator may need to train school personnel in the administration and use of evaluation instruments (e.g., standardized tests, questionnaires, surveys, checklists, etc.).

- The evaluator will need permission and active cooperation in collecting data in the school.

The kind of cooperation received often depends on how aware school personnel are of the benefits for students, teachers, and administrators expected to result from the program evaluation.

If the evaluator is able to explain the purpose of the evaluation and how feedback from it can be used, school personnel will respond more cooperatively. This understanding is the key to obtaining cooperation.

There are several ways to create a favorable attitude toward evaluation. The evaluator could convince the principal of the school to reserve a column in the school's newsletter for periodic reports on the program and the evaluation. The evaluator might meet with the participating teachers to discuss: the expected outcomes of the evaluation, the types of information needed and why that information is important and necessary, and what they will get for their efforts. The evaluator might also make personal contact with some parents of participating students to brief them and to help organize a parent-evaluation committee to help disseminate information related to evaluation activities.
Personnel Who Collect the Data

One of the decisions to be made in planning for data collection concerns those who will do the actual collecting. Should they be teachers? Secretaries? Students? Should they be people from inside the program or someone not involved in the program? How much working time will be required? How many people?

In a program evaluation involving large-scale standardized testing, all teachers may be assigned to administer tests in their classrooms simply because they are the only available staff resources and physical facilities. In a smaller program evaluation, perhaps tests would be administered only by a small team of teachers or teams of teachers and aides. In any case, test administrators will need ample orientation and training.

The evaluator must also decide whether the persons collecting data should be from the program being evaluated or from outside the program. Some authorities have suggested that data collection should be carried out by outsiders unfamiliar with the objectives of the program to bring a totally unbiased viewpoint to the testing situation. The use of outsiders may serve to prevent two types of bias:

1. Program personnel may have vested interests in the program. They may tend to focus on those aspects of the program which are successful. They may interpret the data in a favorable manner, whether justified or not.

2. Program personnel may be particularly attentive to program objectives and might plan their evaluation accordingly, overlooking effects of the program that are observable but unanticipated.

EXAMPLE: Programmed instruction in mathematics often has the side effect of improving reading ability. Narrow program evaluation would focus on mathematics achievement and might not uncover the positive effect on reading achievement.

* A statewide survey in California conducted in 1975 by Evaluation Improvement Project staff showed that most program evaluation data are collected by classroom personnel.
Training Needed for Those Who Will Collect the Data

The evaluator should assess the type and amount of training required to administer the different evaluation instruments and plan accordingly.

In the case of administering a standardized test, the basic requirements for data collectors are a willingness and ability to follow directions precisely. Training for the task will probably not need to be extensive—a brief orientation supplemented by a checklist for use during test administration. However, do not underestimate the need to periodically remind test administrators of what good testing conditions consist of (proper room environment, techniques of distributing and collecting materials, monitoring students, noting conditions that may invalidate a student’s answers). And do not make the mistake of thinking that anyone can administer a standardized test. Be sure to specify what should be done if a person is absent.

If the evaluation involves the interviewing of parents using an interview guide, the decision as to who will administer that instrument is more critical than for a standardized test because the validity and reliability of the data collected may be substantially influenced by the personality of the interviewer. Training in this case would be more extensive.

When observation instruments are used, as in our reading program example, the evaluator needs to carefully study the instrument, arrange several pilot observations in a nonparticipating school, and possibly train a second person to participate in the pilot observations for purposes of comparing the data collected by two observers.

Plans should be made for both training and practice by observers. This is especially true with instruments developed locally. When observation instruments require judgments, some check of validity and reliability of the data collectors’ ratings should be made during pilot situations. This should be done when the instrument is being developed and early enough to allow changes to be made prior to use.

Thus, the training of those who will participate in the collection of data is very important. In effect, if the data collectors are not carefully trained, the evaluator may have no data to analyze.
Time Schedule

The schedule for data collection will be partly determined by the evaluation design and by the deadlines for analyzing and reporting results. It will also be influenced by other factors ranging from school calendars and vacation days to curriculum plans and grading periods. The schedule should be as detailed as possible including such things as training sessions, testing-room preparations, space adjustments, materials delivery, as well as the actual data-collection activities. Do not schedule testing sessions just before or after holidays or in close proximity to major school events.

The evaluator should coordinate, prepare, and issue a data-collection schedule for each evaluation event. This schedule should indicate at least the following information:

1. **WHEN** the data are going to be collected (e.g., dates: October 22 from 10:00 a.m. to 11:45 a.m.)

2. **WHERE** the data are to be collected (e.g., Classroom A)

3. **WHO** is going to collect the data (e.g., the names of the persons responsible at each location)

4. **WHO** is to be evaluated, (e.g., names of the students or others)

5. **HOW** the data will be collected (e.g., name of the instrument[s] to be used)

Monitoring the Data-Collection Process

And finally, there must be assurances that the plans are carried out as expected, instruments are applied properly, data are recorded accurately, absentees are accounted for properly, and that steps are taken to correct or note untoward incidents which might bias the results. Monitoring can help assure that factors are measured in the ways you intended to measure them.
Procedures that are carried out carelessly during data collection may result in the measurement of extraneous factors such as the clarity of the directions given at the start of a test rather than of what was learned as a result of the program. Failures in data collection can jeopardize the entire program-evaluation effort.

Group Discussion

What experiences have you had in collecting data that could help others? What are the little things that can trip you up? Materials not arriving in time? Wrong materials distributed or not enough materials? Has security been a problem?

How would you have prevented the situation described in the anecdote below?

The principal of a small elementary school noted that the answer sheets from one particular class were only about half filled. A large portion of the class had completed only about half the questions. Upon questioning the teacher who had administered the test, the principal found that a stop watch had been used to time each section of the test. However, this particular stop watch had a sweep-second hand that revolved twice for each minute. The teacher had inadvertently read one revolution (30 seconds) as one minute. Thus, the entire test had been administered in half the time it should have taken.

3. THE MECHANICS OF DATA COLLECTION

Collection of Data from Groups of Persons

Most data on students are gathered in a classroom setting (or in large units such as the school cafeteria or auditorium). When data are gathered under such concentrated conditions, it is far easier to control the situation and get valid data than it is in a survey. Organization and attention to detail are the keys.
Except in the smallest of schools, the collection of data from groups requires cooperation among people and coordination of activities by many persons. The respective roles of the program evaluator and the classroom teacher (or other persons responsible for administering tests and questionnaires or collecting observation data) must be clearly recognized and combined if valid data are to be gathered.

The following Checklist for the Program Evaluator and Sequences of Activities for the Data Collector specify the steps which must be taken in implementing an effort to collect data from groups.
Checklist for the Program Evaluator:
Collection of Data from Groups

1. Instruments have been delivered to those administering them well in advance of the time they are to be used.

2. Quantities, levels, and forms of instruments have been checked against actual needs.

3. Storage in secure places has been arranged.

4. Instruments and accompanying manuals and other materials have been thoroughly reviewed so that data collectors can be trained effectively.

5. Persons to administer data-collection instruments have been carefully selected and trained and provided with their own sets of materials in advance.

6. A detailed schedule has been prepared and distributed.

7. Classroom distribution and collection procedures have been carefully worked out.

8. Data collectors have been instructed what to do about absentees during testing periods.

9. Specifications and arrangements for scoring have been made.

10. If scoring is to be done by an outside agency, answer sheets have been checked for completeness and organized for processing.

11. Test books and all other materials have been returned to secure storage after use.
Sequence of Activities for the Data Collector

Before data collection:

1. Study the directions for administration, examine assessment instruments and answer sheets.
2. Rehearse process of administering instruments.
3. Clear up any potential problems with the program evaluator.

During data collection:

1. Prevent disruptions from outside sources (a TESTING--DO NOT DISTURB sign is recommended). Make sure room environment is comfortable.
2. Make announcements slowly and clearly. Try to motivate participants without causing anxiety.
3. Be sure each person has all materials and equipment needed.
4. Allow sufficient time for each person to fill in required identifying information (for young children, the data collector may need to do this step in advance).
5. Use exact wording given in printed instructions. Do not improvise or use short cuts unless directions for administration allow for variation. Be sure each person understands what he or she is to do.
6. Once testing begins, walk around the room to be sure everyone is working. Do not answer questions related to test content. ("Do the best you can" or "skip that one and go on to the next" can be used as a response, if necessary.)
7. Stop immediately when time is up.

After data collection:

1. Collect answer sheets first, then booklets.
2. Count all materials to be sure none is missing.
3. Alphabetize and check papers against group roster.
4. Check all papers for completeness of identifying information.
5. Prepare an exceptions list. (Did anyone become ill or leave the room during the session? Was there an unexpected fire drill during the session?) Any condition that could potentially invalidate the results of one person or the entire class should be noted.
6. Arrange and organize for scoring.
Collection of Survey Data

When data are collected at a specific time and at a specific place (i.e., in the classroom, after an inservice training session, at a meeting of the parents' groups), the program evaluator has greater control over conditions during data collection. However, not all data can be collected in this manner. The field survey, for example, has become one important method of obtaining information—particularly from parents and community groups. The conditions under which data are collected from mailed surveys are subject to very little control by the program evaluator. However, there are a few things the evaluator can do that may help increase the percentage of returns and usefulness of responses.

1. Keep the survey form short and to the point. Ten-page questionnaires often go into the round file.

2. Make your cover letter of instructions clear and concise. Explain why this information is important and why the recipient of the letter was included in the survey. Motivation is critical in getting responses to mailed surveys.

3. Encourage the respondent to complete the questionnaire at one sitting and when he or she is free of interruptions.

4. Follow up the questionnaires to increase returns. It takes 75 percent to 80 percent to give you unbiased results.

This last point is so important that it calls for a more detailed discussion.

How do you obtain a high percentage return on surveys? A high rate of return on surveys comes from a high level of effort. Mailing survey forms or sending them home with students and waiting for the responses to come in does not involve a high level of effort. Most persons who are going to respond will do so within the first two weeks after receiving the forms. Following up on them is essential.
The follow-up may be done using a number of techniques, but generally these:

1. Notices in the press and on radio during the first two weeks
2. Sending a reminder and another copy of the questionnaire to nonrespondents near the end of the second week
3. Organizing some system of personal contact to try to reach nonrespondents and invite their cooperation

To take on the job of personally contacting all nonrespondents is generally not practical for the program evaluator. Consider what the other resources are. Are there school personnel who can be given lists of persons to call? Are there volunteer parent, student, or community groups whose aid can be enlisted? Are there "telephone trees" already organized by parent groups that might be used?

The amount of follow-up effort that can reasonably be expected is related to the number of persons in the original sample and, in turn, the number of nonrespondents who must be contacted. This argues for selection of the smallest sample feasible to achieve the desired result.

If the number of persons to be surveyed is not prohibitively large and if the evaluator can organize and train a small cadre of persons, a straight telephone survey rather than a mail survey could be planned. Each telephone interviewer would fill out a structured interview guide for each call made. This generally gets quicker results and a higher response rate. However, it may also mean making phone calls at night for a large portion of persons surveyed.
LEARNING EXERCISE 14: PLANNING FOR DATA COLLECTION

Directions: Assume you are the evaluator for a program and the decision has been made that evaluation data will be collected from students, staff, and parents, using a variety of assessment instruments. If possible, put this in the context of an ongoing program you have planned for next year. Columns (1) and (2) on the next page give general background on the types of instruments that have been selected and the populations from whom the data are to be collected.

In filling out the Plan for Data Collection on Page E-13, consider the questions:

Column (3): Who collects the data? -- classroom teachers, program evaluator, other designated staff members, volunteer parents, independent observer, other

Column (4): Will the data be collected from the target population in groups or will this be done individually?

Column (5): What will you plan to do about follow-up? If persons are absent from a group session or do not respond to a survey, what provisions will you make?
Plan for Data Collection

<table>
<thead>
<tr>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of Instrument</strong></td>
<td><strong>Population on Whom Data Are To Be Collected</strong></td>
<td><strong>Person Responsible for Collecting Data</strong></td>
<td><strong>Group or Individual Activity</strong></td>
<td><strong>Type of Follow up</strong></td>
</tr>
<tr>
<td>1. Standardized Achievement Test</td>
<td>students</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Questionnaire</td>
<td>staff</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Questionnaire</td>
<td>parents</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Classroom Observation Scale</td>
<td>students</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Attendance Log (insercive training)</td>
<td>staff</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of Instrument</td>
<td>Population on Whom Data Are To Be Collected</td>
<td>Person Responsible for Collecting Data</td>
<td>Group or Individual Activity</td>
<td>Type of Follow up</td>
</tr>
<tr>
<td>------------------------------------</td>
<td>--------------------------------------------</td>
<td>---------------------------------------</td>
<td>------------------------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>1. Standardized Achievement Test</td>
<td>students</td>
<td>classroom teacher</td>
<td>group</td>
<td>test, absentee at later date</td>
</tr>
<tr>
<td>2. Questionnaire</td>
<td>staff</td>
<td>program evaluator</td>
<td>group*</td>
<td>contact absentee</td>
</tr>
<tr>
<td>3. Questionnaire</td>
<td>parents</td>
<td>program evaluator or designated staff member or volunteering parent teams</td>
<td>individual</td>
<td>contact non-respondent</td>
</tr>
<tr>
<td>4. Classroom Observation Scale</td>
<td>students</td>
<td>independent observer or classroom teacher</td>
<td>group</td>
<td>none</td>
</tr>
<tr>
<td>5. Attendance Log (in-service training)</td>
<td>staff</td>
<td>program evaluator or designated staff member</td>
<td>group</td>
<td>none</td>
</tr>
</tbody>
</table>

*Preferred, if convenient, at a staff meeting.
4. MONITORING AND RECORDING DATA ON PROGRAM ACTIVITIES AND CONDITIONS

One of the important tasks of the evaluation process is the monitoring of program activities and conditions that affect the implementation of those activities. If the program staff does not carry out the activities as planned or if unusual or unplanned events occur, the program results may be seriously affected and the evaluation report will not accurately reflect the true situation. The monitoring of program activities is called formative process evaluation. The observation of conditions affecting the implementation of program activities is called formative context evaluation.

Formative Process Evaluation

The major purpose for monitoring planned project activities is to identify deficiencies in implementation and to develop strategies for making improvements in the process being followed in time to correct the situation.

Here are some examples of formative process problems:

- Two teachers have decided that the commercial math materials being used in the program are not doing a good job so they have begun substituting their own math.
- Time spent on the teaching of reading varies from classroom to classroom.
- Three instructional aides are teaching reading. Aides were not assigned this responsibility, nor have they had training for this task.

Formative Context Evaluation

The major purpose for observing and notating contextual problems that occur throughout the operational period of the program is to be able to plan and introduce alternative actions for alleviating the effects of the problem.
Here are some examples of formative context problems:

- A teacher quits in the middle of the school year.
- The reading resource room is vandalized, and all the equipment and files have been destroyed.
- An epidemic of chicken pox occurs, and over half of the pupils are out of school for a period of four weeks.

Procedures for Collecting Process and Next Data

1. Set up record-keeping forms, such as monitoring forms, and management records. The forms should be comprehensive, simple, and serve as many purposes as possible. (Two sample monitoring forms follow.)

2. Establish data-collection procedures. Decide who will be asked about activities and operations. Decide when the activities should be monitored. A master schedule should be developed.

3. Develop procedures for acting upon problem situations that require change.
<table>
<thead>
<tr>
<th>PROGRAM ACTIVITY</th>
<th>DOCUMENT AVAILABLE</th>
<th>PERSON RESPONSIBLE FOR IMPLEMENTING ACTIVITY</th>
<th>HELP REQUIRED</th>
<th>FROM WHOM</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
SAMPLE MONITORING FORM B

<table>
<thead>
<tr>
<th>PROGRAM ACTIVITIES</th>
<th>IS ACTIVITY TAKING PLACE AS PLANNED?</th>
<th>EVIDENCE AVAILABLE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not Yes No Known Observation Records Conference Other None</td>
<td></td>
</tr>
<tr>
<td>1.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(List Activities To Be Monitored)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Section F

ANALYZE EVALUATION DATA
A good program evaluation design, pertinent measurement instruments to use in executing the design, and careful administration of those instruments to collect the necessary information prepare the way for data analysis. There is a large array of statistics that can be used—some that are descriptive, others that are inferential.

Descriptive statistics include measures of central tendency (mean, median, mode), measures of variability (range, standard deviation, variance), and distributions that are other than normal (skewed, bimodal, rectangular). The inferential statistics presented here include t-tests, analysis of variance, and multiple-regression analysis (which are useful in analyses of test score data), several statistical tests for treatment of ordered and ranked data, and the chi-square test for use with category data in testing frequencies experienced against those expected and to test cross-category associations or the relationship of two variables.

The presentations in this section are on an introductory level. They are not meant to make statisticians of readers of this Guide. They will, however, show what sorts of data analyses are required in those program evaluations that deal with "hard data" and they suggest implicitly what kinds of people might be sought to bring a program evaluation satisfactorily past the data-analysis stage.
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1. INTRODUCTION

This section serves as a brief introduction to statistics and data analysis. Because some program evaluators may have received little formal training in this area, we have prepared the exercises, concepts, and examples with this in mind. We do not expect that you will learn all about statistics from this brief treatment. If you complete the section feeling more comfortable with the statistical notions expressed here, feeling that you have an intuitive grasp of the concepts and that you have a better idea of what data analysis can buy in the way of useful information for program evaluation, then we will have achieved our purpose.

A Working Definition

First, it is necessary to have in mind the difference between descriptive and inferential statistics.

<table>
<thead>
<tr>
<th>Types of Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Descriptive</td>
</tr>
<tr>
<td>Inferential</td>
</tr>
</tbody>
</table>

The following demonstrations will illustrate a number of different descriptive statistics:
2. DESCRIPTIVE STATISTICS

Coin-Flipping Demonstration

Directions:

1. First, take a penny, or other coin, from your pocket.

2. Flip it 10 times and tally the number of heads and tails in the space below:

   Number of Heads and Tails in 10 Flips

   Example

<table>
<thead>
<tr>
<th>Heads</th>
<th>Tails</th>
</tr>
</thead>
<tbody>
<tr>
<td>1111</td>
<td>111 1</td>
</tr>
</tbody>
</table>

   Participant's Individual Tally

3. Combine your results with others at your table in the space below:

   Example

<table>
<thead>
<tr>
<th>Participant No.</th>
<th>Heads</th>
<th>Tails</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>24</td>
<td>26</td>
</tr>
</tbody>
</table>

   Participant's Group Record

<table>
<thead>
<tr>
<th>Participant No.</th>
<th>Heads</th>
<th>Tails</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. At this point, the workshop trainer will get totals from each table and record them on a master record for the total group.
Theoretically, if a coin is flipped a very large number of times, the number of heads and tails would be expected to be approximately equal. By this time, you have probably noticed that there is random variation from this expected 50/50 split among the individuals sitting at your table and among the different tables in the room. You have probably also noticed that as the number of coin flips increases, the deviation from a 50/50 split becomes less (i.e., your overall table totals come closer to 50/50 than individual totals in your table, group; when all tables are combined, the total comes closer to 50/50 than when several are combined).

This concept is basic to what happens with test scores. A single test score of a single student is always an "estimate" of his true score. There are many reasons why we cannot expect to get an exact score, some related to the inherent difficulties in making these kinds of measurements and some related to the specific conditions under which data are collected. However, when groups of students are combined and as the groups become larger, we can have increased confidence that the overall group picture is a better representation of that group's status.

This is also related to the concept of randomness. Those persons who got 1/9, 2/8, or 3/7 splits on flipping their coins deviated randomly from the expected 5/5 split. However, there was a tendency for those to be balanced out by persons who got 9/1, 8/2, or 7/3 splits. This is how random selection of students and random assignment to groups can assure that certain factors not controlled by the design are controlled through random selection or random assignment.

At this point, we have certain basic raw data but they are not yet organized in a very systematic fashion. Now we will organize the data into a frequency distribution, display them graphically, and get some descriptive statistics. Using just the information on number of heads will demonstrate the point.
5. For your future reference, copy in the frequency column the numbers compiled by the trainer for the total group.

<table>
<thead>
<tr>
<th>Value (No. Heads)</th>
<th>Frequency</th>
<th>Value x Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statistics</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (X)</td>
<td></td>
</tr>
<tr>
<td>Median (Md)</td>
<td></td>
</tr>
<tr>
<td>Mode (Mo)</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>5</td>
</tr>
</tbody>
</table>
6. Using the frequencies obtained from the total workshop group, draw a line graph below following the instructions given.

**Instructions:**

a. What was the highest number of heads anyone had? How many persons had that number?

b. Place an x in the graph opposite these two numbers on the respective scales.

c. Do this for each value and frequency.

d. Connect the x's with a line.
Measures of Central Tendency

There are a number of conventional descriptive statistics which may be used to describe the distribution we just graphed. One is a measure of central tendency. If we select one value which typifies the group, we would select one towards the middle of the range. Three such statistics are commonly used—the mean, median, and mode. The mean is simply the arithmetic average—all the scores divided by the number of persons in the group. In the coin-flipping exercise just completed, to get the mean we could have just listed each person's "score," one after the other, added them, and divided by total number in the group. However, this becomes unwieldy, especially as size of group increases. Instead, we have prepared a frequency distribution. When data are in this form, the score values must be taken into account. To do this, multiply score value by frequency of that score, take the sum and divide by number of persons.

The median is the middle value in a set of scores arranged in ascending or descending order. Count up from the bottom or down from the top. If there is an even number of scores, the median is the average of the two middle scores.

The mode is the most frequently occurring value. Sometimes distribution of test scores will be bimodal—this is often seen in heterogeneous classes where there is a proportionately high number of bilingual students whose command of English is not as good as that of native-speaking English students.

Bimodal:

Just a few extremely high or extremely low scores can sometimes affect the mean substantially. For this reason, the median is sometimes preferred. Suppose, for example, in an achievement test, a class of 25 students (Case 1) obtained the following scores (out of 100):
### RESULTS OF ACHIEVEMENT TEST

N=25

<table>
<thead>
<tr>
<th>Student No.</th>
<th>Score</th>
<th>Student No.</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>98</td>
<td>1</td>
<td>98</td>
</tr>
<tr>
<td>2</td>
<td>98</td>
<td>2</td>
<td>98</td>
</tr>
<tr>
<td>3</td>
<td>97</td>
<td>3</td>
<td>97</td>
</tr>
<tr>
<td>4</td>
<td>81</td>
<td>4</td>
<td>81</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>5</td>
<td>80</td>
</tr>
<tr>
<td>6</td>
<td>79</td>
<td>6</td>
<td>79</td>
</tr>
<tr>
<td>7</td>
<td>78</td>
<td>7</td>
<td>78</td>
</tr>
<tr>
<td>8</td>
<td>77</td>
<td>8</td>
<td>77</td>
</tr>
<tr>
<td>9</td>
<td>75</td>
<td>9</td>
<td>75</td>
</tr>
<tr>
<td>10</td>
<td>75</td>
<td>10</td>
<td>75</td>
</tr>
<tr>
<td>11</td>
<td>73</td>
<td>11</td>
<td>73</td>
</tr>
<tr>
<td>12</td>
<td>72</td>
<td>12 Range = 98-60 = 38</td>
<td>72 Range = 98-20 = 78</td>
</tr>
<tr>
<td>13</td>
<td>71 Median = 71</td>
<td>13 Median = 71</td>
<td>71 Mean = 71</td>
</tr>
<tr>
<td>14</td>
<td>71 Mean = 73.6</td>
<td>14 Mean = 68.8</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>70</td>
<td>15</td>
<td>70</td>
</tr>
<tr>
<td>16</td>
<td>68</td>
<td>16</td>
<td>68</td>
</tr>
<tr>
<td>17</td>
<td>68 Mode</td>
<td>17 Mode</td>
<td>68 Mode</td>
</tr>
<tr>
<td>18</td>
<td>68</td>
<td>18</td>
<td>68</td>
</tr>
<tr>
<td>19</td>
<td>67</td>
<td>19</td>
<td>67</td>
</tr>
<tr>
<td>20</td>
<td>65</td>
<td>20</td>
<td>65</td>
</tr>
<tr>
<td>21</td>
<td>65</td>
<td>21</td>
<td>65</td>
</tr>
<tr>
<td>22</td>
<td>63</td>
<td>22</td>
<td>63</td>
</tr>
<tr>
<td>23</td>
<td>61</td>
<td>23</td>
<td>21</td>
</tr>
<tr>
<td>24</td>
<td>60</td>
<td>24</td>
<td>20</td>
</tr>
<tr>
<td>25</td>
<td>60</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>98</td>
<td></td>
<td>98</td>
</tr>
</tbody>
</table>

The median (in this example, the 13th score) is 71. The mean is 73.6. But now suppose that the lowest three scores are 21, 20, and 20 instead of 61, 60, and 60 (Case 2). The median remains the same, but the mean is now 68.8, a drop of 4.8 points. Sixty percent of the pupils scored 70 or better, but the mean does not reflect that. It has been affected by three uncharacteristically low scores. In this illustration, the median would be a better indicator of central tendency than the mean.
The three measures of central tendency will vary in their relationship to each other depending on the shape of the distribution. The two illustrations below demonstrate this:

\[ \overline{x} = \text{Mean} \\
Md = \text{Median} \\
Mo = \text{Mode} \]

Measure: of Variability

Giving the central tendency is necessary but not sufficient to adequately describe a set of data. The amount of variation in scores is also important to consider. Three such statistics will be discussed—the range, standard deviation, and the variance.

The range. In the example we just used to demonstrate the effect of extreme scores on the mean, the range of scores for the first case was 98-60 or 38 and for the second case it was 98-20 or 78.

Here are some other examples of measures of variability:
Case 1

Mean = 50
Range: 100 - 0 = 100

Case 2

Mean = 50
Range: 80 - 20 = 60

Case 3

Mean = 50
Range: 65 - 35 = 30
The standard deviation. Another statistic that will help us as we look at distribution of scores is the standard deviation. This measure tells us more about how the scores spread themselves around the mean or average score. The closer the scores cluster around the mean, the smaller the standard deviation.

Continuing with the same three cases, the figures on page F-11 show how the size of the standard deviation from the mean reflects the spread or variability of scores. The more spread out or variable the scores, the larger the standard deviation.

The familiar bell-shaped curve, or normal distribution, shown on page F-12, forms the basis for making statistical interpretations, and there are known relationships between standard deviation units and the percent of cases falling within those units.

In the theoretical curve, 68 percent of all scores lie between (+) and (-) one standard deviation; 95 percent of the scores lie between (+) and (-) two standard deviations, and almost all lie within (+) and (-) three standard deviations. This relationship enables us to determine the likelihood that differences between two or more groups or two or more sets of scores obtained at different times are significantly different from each other.

The normal distribution does not exist in nature. It is an idealized mathematical distribution which approximates many "real" distributions that are found in nature. Its usefulness lies in the fact that known percents lie within given standard deviation units.

In Case 1, with a mean of .50 and a standard deviation of 15, 68 percent of the scores would fall between 35 (mean - 1 S.D.) and 65 (mean + 1 S.D.). Further, 95 percent of the scores would fall between 20 and 80, while 99 percent of the scores would fall between 5 and 95.

If two individuals in Case 1 made raw scores of 50 and 65, their percentile ranks (P.R.) would be 50 and 65. These same raw scores in Case 3 would yield P.R.s of 50 and 9.
Case 1

Mean = 50
S.D. = 15
Range: 100 - 0 = 100

Case 2

Mean = 50
S.D. = 10
Range: 80 - 20 = 60

Case 3

Mean = 50
S.D. = 5
Range: 65 - 35 = 30

-1 S.D. = 45
+1 S.D. = 55
Note also the relationship among various kinds of scores discussed in the previous section on instruments. In the figure on F-12, the unequal units on the percentile scale can be easily seen. This has important implications for the kinds of statistical tests that can be used. Four different kinds of standard scores are shown—each with a different mean and standard deviation. Stanines are also shown in their relationship to other kinds of scores.

Now, looking at the curves in the three different cases, notice they all have the same mean, median, and mode. But the spread of scores differs markedly across the different cases. So far, we've just talked in the abstract about the spread of the scores. Now let's consider an example.

As an evaluator, you are collecting a variety of measures by which you intend to see to what extent your program has met its objectives. For example, one anticipated outcome is an increase in achievement. To measure this, suppose you administered a standardized achievement test at the beginning and end of the year.

The mean on the pretest was 67; the posttest mean was 70, a mean increase of 3 points. That is a change, but can you now say, "The program was a success. Our kids gained three points on an achievement test administered on a pre-post basis."

If you answered that question "Yes," you were mistaken. Think again. Remember when we changed the last three scores in our table, "Results of Achievement Test," the mean dropped from 73.6 to 68.8, a drop of 4.8 points? Yet only three scores changed! Now think of the first 25 scores as a pretest and the second set as a posttest. You would think twice about reporting a loss of 4.8 points without some careful examination of the data. So be as skeptical about that increase of 3 points in the above example as you are, rightfully, about that loss shown in Case 2 of the table.

The variance. The variance is closely related to the standard deviation, and mathematically it is simply the square of the standard deviation.
Statistical tests that are made to see if there has been "real" gain between pre- and posttests or those made to see if "real" differences exist between two or more groups are called tests of significance. They examine the difference between means in relation to the variance of the groups and then use the normal curve or other theoretical curves to interpret the results.

Consider what happens when we want to compare two sets of scores, such as a pretest and a posttest. Ideally we would like to see two nonoverlapping sets of scores:

![Diagram showing two nonoverlapping normal curves]

The lowest score on the posttest is higher than the highest score on the pretest. Clearly, there has been a significant change. Unfortunately, real data do not usually behave this way. Usually there will be less or more overlap in scores, like this:

![Diagram showing overlapping normal curves]
As the overlap between pretest and posttest scores increases, we become less sure that a "real" change has occurred. Inferential statistics looks at the amount of change in relation to the variance and gives the probability that a "real" change has occurred.

The visual comparison below readily illustrates why variance is important.

- Difference of twenty units between groups with relatively small standard deviations.
- Mean difference of twenty units between two groups with relatively large standard deviations.
Distributions Other Than Normal

While test scores from norm-referenced tests generally distribute themselves somewhat like the theoretical normal curves we have been discussing, not all scores do. A basic underlying assumption for many tests of significance is that the data are distributed normally. Before proceeding with any planned analysis, it is a good idea to draw a graph and look at the way the data do distribute themselves. If in doubt, there are procedures for testing whether a given distribution departs too far from normalcy for you to use a statistic based on a normal distribution. Here are some other than normal distributions you may run into:

- Negatively Skewed
- Positively Skewed
- Bimodal
- Rectangular

If a test is too easy, your scores may look like the figure on the left. There was not enough "ceiling" on the test to adequately differentiate among the best students. If a test is too difficult, the scores may look like the figure on the right with little differentiation among the poorer students. Most norm-referenced tests do not measure well at either extreme of the range for which they are intended.

A bimodal distribution mentioned earlier is one which has scores heavily concentrated in two distinct parts of the scale. This may tend to happen in some bilingual programs if you have a mix of native English-speaking and native Spanish-speaking students neither of which have good command of the other's language. One way to treat this problem is to consider each group separately in the analysis.
A rectangular distribution will be obtained if you plot percentile scores for a group that is similar to the norm group. This is a function of the percentile scale. The kinds of program evaluation questions you want to answer and the kinds of data you use to develop the answers will guide you in the selection of which statistics to use.

In summary, you have been introduced to the following descriptive statistics:

<table>
<thead>
<tr>
<th>Descriptive Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequency</strong></td>
</tr>
<tr>
<td>The number of times a given &quot;value&quot; occurs</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
</tr>
<tr>
<td>The average value; the sum of all values divided by the total number of values</td>
</tr>
<tr>
<td><strong>Median</strong></td>
</tr>
<tr>
<td>The middle value in a distribution arranged in order from high to low, or from low to high</td>
</tr>
<tr>
<td><strong>Mode</strong></td>
</tr>
<tr>
<td>The most frequently occurring value</td>
</tr>
<tr>
<td><strong>Range</strong></td>
</tr>
<tr>
<td>The difference between the highest and lowest value</td>
</tr>
<tr>
<td><strong>Standard Deviation</strong></td>
</tr>
<tr>
<td>A measure showing how scores spread themselves around the mean</td>
</tr>
<tr>
<td><strong>Variance</strong></td>
</tr>
<tr>
<td>The square of the standard deviation, the basis for most inferential tests of significance</td>
</tr>
</tbody>
</table>
3. INFERENTIAL STATISTICS

Inferential statistics provide a way to test the significance of results obtained when data are collected. As noted in the discussion on descriptive statistics, all measurement is subject to error (due to inherent difficulties in measuring behavior and to specific testing conditions) and to random fluctuation (due to the particular persons included in the sample). Inferential statistics provide a way to separate chance errors and random fluctuation from real changes.

In selecting a particular statistical test, it is important to know what kinds of data you are dealing with and what the basic assumptions are about those data. Program evaluators will encounter three basic kinds of data:

- score data
- order data
- category data

Score Data

Each person has a numerical score that represents his or her performance or behavior. These are the kinds of data that come from any standardized test.* Techniques used with score data make some rather stringent assumptions:

1. Intervals between scores are equal; that is, differences between scores at one point on the scale are equal to the same size differences at any other point on the scale. (Note: Percentiles and grade equivalents do not qualify on this point.)

2. The scores are assumed to be normally distributed within the population from which they are drawn.

3. The variances in two or more groups being compared are the same.**

*Percentile scores excepted

**Actually, the assumption is that the variances in the populations are the same, where population is defined as the total group to which you can generalize.
However, empirical studies have shown that some violation of these assumptions by some tests does not impair their usefulness.

**Ordered Data**

Each person is assigned a rank that represents his position along a scale. If you have five different tests you are considering for adoption and ask a committee to place them in order from the most preferred to the least preferred, you have ordered data. Sometimes score data can be treated as ordered data, particularly if there is reason to believe the assumptions underlying score data have been badly violated. Statistical tests for ordered data do not make stringent assumptions.

**Category Data**

Each person is counted as belonging in a particular classification or category. Number of parents for a bond increase election and number of parents against the election constitute category data. Or a comparison which involves numbers in different ethnic groups gives category data.

**Statistical Tests for Score Data**

If the data you have can meet the assumptions underlying tests for score data, there are many different and potentially powerful tests that can be used. Most inferential tests for score data require special training for their proper selection and use. Unless the program evaluator has had this training, he or she is advised to seek the help of someone who has.

Several commonly used tests will be mentioned, but no effort will be made to teach the computational routines. Program evaluators who have access to a computer center may wish to seek assistance from that source once the decisions have been made as to what kinds of analyses are appropriate. Do not expect computer people to help you decide what analysis is most appropriate. They may be statisticians as well as data processors, but most are not.
The t-tests. A t-test compares two means (pretest vs. posttest or group 1 vs. group 2) to determine whether "real" differences exist. There are several variations in computational routines depending upon the kinds of data being used. In order to select the appropriate computational routine for t-tests, the evaluator must know:

1. Whether the groups being compared are independent or correlated. If you have two measures on each person (pre- and posttest), the groups are correlated. If you are comparing two different groups, use the t-test for uncorrelated means.

2. Sample size. \( N = 30 \) for each group being compared is the generally accepted lower limit for using the t-test. For smaller groups, one of the tests for ordered data may be more appropriate. A description of this type of inferential test will be found below.

3. Whether the variances differ markedly. Unless the variances of the two groups are similar, use of the t-test is questionable. A separate test can be made to determine whether unequal variances is a problem.

Note: A t-test used under pre- and posttest conditions must take into account what the expected gain would have been without the special program. Given no special program, average students are expected to gain one month for each month of instruction. To demonstrate superiority of a special program, it should produce gains beyond those expected in the absence of the program. Expectations for an educationally deprived group may be only one-half year for each school year. Past growth history of pupils involved can help determine what this expectation is.

Analysis of variance. In its simplest form, analysis of variance is used when you wish to find out if differences exist in more than two groups. This is a practical method for program evaluators to use.

Analysis of variance can also be used when you wish to examine various factors that may be affecting a program (instructional method, amount of time devoted to instruction, use of teacher aides). This is called factorial
design and is potentially a very powerful tool. Unfortunately, its usefulness is somewhat limited by the need to assign either pupils or classes randomly to each possible combination of all variables being investigated. For example:

<table>
<thead>
<tr>
<th>Method 1</th>
<th>Method 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 min.</td>
<td>90 min.</td>
</tr>
<tr>
<td>30 min.</td>
<td>45 min.</td>
</tr>
</tbody>
</table>

Aides Present  Aides Absent

In this very simple design, you would need to set up 8 different situations (method 1, 30 minutes of instruction, aides present; method 1, 30 minutes of instruction, aides absent; etc.) and then randomly place students into each of the eight situations. Or you could assign intact classrooms (those not divided into subgroups) to each of the eight conditions. But just one classroom per situation is not sufficient to take into account the teacher variable. For this reason, powerful as they are, factorial designs may not be very practical for program evaluation.

**Multiple-regression analysis.** Multiple-regression analysis deals with prediction. In the case of program evaluation, it might be nice to know which pupils would benefit most from certain instructional units or which combination of program characteristics produces the greatest student achievement.

To set up a multiple-regression analysis, the program evaluator must do the following:

1. Identify a suitable criterion that is acceptable evidence of achievement. (End-of-the-year achievement test may serve very well.)

2. Identify a set of predictors—those things that either preexist or measurements that will be taken during the year that you think will affect student outcome. Preexisting factors may be such things as age, sex, general ability, socioeconomic status, grades in related courses, etc. Predictive measurements taken during the year may be test scores on units of instruction, teacher judgment about pupil progress, pupil self-evaluation, and the like.
Statistical Tests for Ordered Data

Ordered data may be obtained in two basic ways. First: No numerical scores are obtained, but you are able to place persons or objects along some dimension of interest (as when a committee reviews five textbooks up for adoption and can make a series of decisions as to which is most preferred, which is least preferred, and which fits in between). Second (and most common): You have obtained numerical scores but feel the scores are not precise enough to meet the assumptions to use tests for score data. If you must convert score data to ordered data, be aware there are standard conventions for dealing with this:

<table>
<thead>
<tr>
<th>Scores</th>
<th>Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>3.5</td>
</tr>
<tr>
<td>11</td>
<td>3.5</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
</tr>
</tbody>
</table>

If two scores are equal, the average rank \((3 + 4) / 2\) is assigned.

<table>
<thead>
<tr>
<th>Scores</th>
<th>Ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
</tr>
</tbody>
</table>

If 3 scores are equal, the average rank \((3 + 4 + 5) / 3\) is assigned.

The Sign Test. The Sign Test can be used to determine whether changes have occurred between two different points in time. For example, suppose an evaluator wants to determine the effectiveness of a new unit on citizenship designed to encourage pupils to take a more active interest in a coming community election. The evaluator rates each student on a scale of 1 to 10 before instruction begins by getting information on such things as his or her knowledge of who is running for office, what the issues are, how much time is spent watching local TV newscasts or reading about the election in local newspapers. After the unit, the measures are repeated, and new values on a scale of 1 to 10 are assigned.
Data are recorded as follows:

<table>
<thead>
<tr>
<th>Pupil No.</th>
<th>Pretest</th>
<th>Posttest</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>4</td>
<td>+</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>5</td>
<td>+</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>+</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>8</td>
<td>+</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>5</td>
<td>+</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>5</td>
<td>+</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>7</td>
<td>+</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>1</td>
<td>?</td>
</tr>
</tbody>
</table>

Note: Pupils who do not change are eliminated from the table.

The test consists of counting the number of "changes," noting the total number of students who change in either direction, and consulting a table designed for this test. In this case, the change is not significant.

The Kruskal-Wallis Test. This test can be used to determine whether there are differences among groups.

Suppose the evaluator wants to examine the self-concept of students in three different groups (those who have had two years of compensatory education, those who have had one year, and those who have had no exposure to compensatory education). The evaluator gives a self-concept measure and converts the scores to ranks. Data are recorded as follows:

+ and - are considered a form of ordered data.

<table>
<thead>
<tr>
<th>Score</th>
<th>Rank</th>
<th>Score</th>
<th>Rank</th>
<th>Score</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>3.5</td>
<td>12</td>
<td>1</td>
<td>18</td>
<td>3.5</td>
</tr>
<tr>
<td>28</td>
<td>8</td>
<td>16</td>
<td>2</td>
<td>21</td>
<td>5</td>
</tr>
<tr>
<td>32</td>
<td>9</td>
<td>37</td>
<td>11</td>
<td>26</td>
<td>6.5</td>
</tr>
<tr>
<td>46</td>
<td>13.5</td>
<td>40</td>
<td>12</td>
<td>26</td>
<td>6.5</td>
</tr>
<tr>
<td>52</td>
<td>16.5</td>
<td>46</td>
<td>13.5</td>
<td>33</td>
<td>10</td>
</tr>
<tr>
<td>62</td>
<td>20</td>
<td>52</td>
<td>16.5</td>
<td>51</td>
<td>15</td>
</tr>
<tr>
<td>63</td>
<td>21.5</td>
<td>61</td>
<td>19</td>
<td>53</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>63</td>
<td>21.5</td>
<td>68</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>70</td>
<td>24</td>
</tr>
</tbody>
</table>

\[ T_1 = 92.0 \]
\[ T_2 = 96.5 \]
\[ T_3 = 111.5 \]
\[ n_2 = 7 \]
\[ n_2 = 8 \]
\[ n_3 = 9 \]

For the computation-minded, your workshop trainer can give you the procedure to follow or consult Linton and Gallo cited on page C-23.

Two other relatively simple tests that can be used with ordered data are as follows:

**The Rank Sums Test.** This is similar to the Kruskal-Wallis Test, but can be used when there are only two groups to be compared.

**The Friedman Test.** The Friedman Test is appropriate when more than two measurements are made on the same persons at different times.

### Tests for Ordered Data

<table>
<thead>
<tr>
<th>Test</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sign Test</td>
<td>Tests pre- and postmeasurements on a single group.</td>
</tr>
<tr>
<td>Rank Sums Test</td>
<td>Tests differences between two groups.</td>
</tr>
<tr>
<td>Kruskal-Wallis Test</td>
<td>Tests differences among three or more groups.</td>
</tr>
<tr>
<td>Friedman Test</td>
<td>Tests differences when three or more common measurements are made on the same persons, over time.</td>
</tr>
</tbody>
</table>
Statistical Tests for Category Data

The most commonly used test for category data is the chi-square ($\chi^2$) test. However, it may be used in a number of different ways for different purposes. The two most common uses of this statistic for the program evaluator will be 1) to test the deviation of obtained frequencies against some a priori set of expected frequencies, and 2) as a test of association.

Deviation from expected frequencies. To return to our seventh-grade experimental reading program, suppose one of the objectives deals with the attitudes of students in the program. An attitudinal questionnaire is given at the end of the year to see how the group felt about the program. One of the questions the evaluator asks is:

All things considered, did you enjoy the experimental reading program?

The students respond "Yes" or "No."

If the students really have no predisposition toward the program one way or the other, we would expect that about half of them would reply "Yes" and about half of them would reply "No." If the overall response is generally positive, we would expect more than half to reply positively.

Suppose that out of 100 students sampled, 65 students said "Yes" (they enjoyed the experimental reading program) and 35 said "No." Is 65 enough greater than 50 to conclude that the overall response is generally positive and that it did not just occur by chance?

The statistical question is: Is a 65/35 split significantly different from the 50/50 expected by chance if the students really have no predisposition one way or the other? The $\chi^2$ test may be used to answer this question. The first step is to construct the table:

<table>
<thead>
<tr>
<th>Number of Students Who Responded &quot;Yes&quot; and &quot;No&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed Frequency</td>
</tr>
<tr>
<td>--------------------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Expected Frequency</td>
</tr>
</tbody>
</table>

2
For these data, \( \chi^2 = 8.41 \). (Those interested in learning how to compute chi-square \( [\chi^2] \), should see the Learning Exercise that begins on page F-32.)

This result must now be referred to a table to determine whether it may be considered significant. To use the table, it is necessary to know the degrees of freedom for this problem and to select a level of significance. The concept of degrees of freedom is related to the number of categories being treated. For this kind of problem, the number of degrees of freedom is one less than the number of categories. Since there are two categories, there is one degree of freedom.

The selection of level of significance is somewhat arbitrary and indicates the amount of risk the evaluator is willing to take. The greater the magnitude of an observed difference in relation to the variability of the score involved, the more likely it is that a real and significant difference does exist. It is statistically possible to state the chances that an observed difference is a real one or one due to chance. In our example, we will select the .05 level of significance. This means the evaluator is willing to run the risk of being wrong five times in 100 if he assumes that all differences larger than the one read from the table are considered to be real and significant. It is also important to note that sample size becomes important when attempting to establish whether or not there is statistical significance. The larger the number of observations, the greater the opportunity is for the effects of chance to be reduced.

Now look at a portion of the table on significance levels for \( \chi^2 \).

<table>
<thead>
<tr>
<th>Degree of Freedom</th>
<th>.25</th>
<th>.10</th>
<th>.05</th>
<th>.025</th>
<th>.01</th>
<th>.005</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.3</td>
<td>2.7</td>
<td>3.8</td>
<td>5.0</td>
<td>6.6</td>
<td>7.9</td>
</tr>
<tr>
<td>2</td>
<td>2.8</td>
<td>4.6</td>
<td>6.0</td>
<td>7.4</td>
<td>9.2</td>
<td>10.6</td>
</tr>
<tr>
<td>3</td>
<td>4.1</td>
<td>6.3</td>
<td>7.8</td>
<td>9.4</td>
<td>11.3</td>
<td>12.8</td>
</tr>
<tr>
<td>. . .</td>
<td>5.4</td>
<td>7.8</td>
<td>9.5</td>
<td>11.7</td>
<td>13.3</td>
<td>18.5</td>
</tr>
<tr>
<td>. . .</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
This table gives $\chi^2$ values for significance levels from .25 to .005. Since we selected the .05 level and we have one degree of freedom, the value of interest to us is 3.8. In order for the difference found in our problem to be considered significant, our $\chi^2$ value has to be greater than 3.8. Since our value is 8.41, we can conclude that students in this group really do have a generally favorable attitude toward the program. In fact, our value is greater than 7.9, the value given at the .005 level of confidence. A value as large as 8.41 occurs less than once in 200 times.

$\chi^2$ as a test of association. The most frequent use of $\chi^2$ is as a test of association. This test will tell you whether or not there is a relationship between two variables. For example, you may survey your community to get information about whether they would support a tax increase to provide additional school services. Because having or not having children in school may influence the vote, you want to analyze your data to see if there is a relationship between the responses you got and having children in school.

Responses on Tax Increase Issue

<table>
<thead>
<tr>
<th>Have Children in School</th>
<th>Do Not Have Children in School</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Approve Increase in Taxes</strong></td>
<td>60</td>
<td>20</td>
</tr>
<tr>
<td><strong>Do Not Approve Increase in Taxes</strong></td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>90</td>
<td>60</td>
</tr>
</tbody>
</table>

For these data, $\chi^2 = 14.76$, again a highly significant value (see computation on page F-32). We can conclude that there is a definite relationship between having children in school and willingness to support a tax increase. Course of action: Get the parents out to vote!
\( \chi^2 \) as a test of association can accommodate more than two levels for each variable, provided certain conditions are met. In the above example, there could have been three categories of response—"for," "against," and "undecided." Or you may have wanted to do the analysis by age group of respondent (21-35, 36-50, over 50), or by some economic index (high, medium, and low), or by ethnic group (white, black, Chicano, other). The degrees of freedom change as the dimensions of the table change and are equal to

\[
\text{df} = (r-1)(c-1)
\]

where \( r \) equals number of rows and \( c \) equals number of columns. For a 3 x 4 table, \( \text{df} = (3-1)(4-1) = 6 \). So long as the rules shown below are observed, \( \chi^2 \) can be a very flexible tool.

**Rules to Follow When Using \( \chi^2 \)**

1. The raw data must always be frequencies. Counting people who pass or fail a test is legitimate. Counting the number of items that each person passes and getting an average score is not legitimate (this is score data). If your data are presented as percentages, convert back to frequencies.

2. All analyses require that each subject or event be counted only once. In some cases, you may have more than one measure of a given type on each person. Special techniques must be used when this occurs.

3. If samples are very small, or if some expected events are extremely infrequent, \( \chi^2 \) may not be appropriate. There must be expected frequencies for 2 x 2 tables of at least 5 tallies in each cell. For larger tables (2 x 3 or greater), all expected frequencies must be 2 or more. Special tests can be applied to make adjustments if this criterion is not met.

4. When something is counted because it is present, absence must also be counted. For example, if you wish to see if sex is related to passing or failing some objective, you must record failures as well as passes in the two groups.
<table>
<thead>
<tr>
<th>Kind of Data</th>
<th>Statistical Tests</th>
<th>Purpose</th>
<th>Example of Question Asked</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score Data</td>
<td>t-Test</td>
<td>To determine whether a significant difference exists between two groups</td>
<td>Did students in the demonstration program perform better on a test of achievement at the end of the year than pupils in the regular program?</td>
</tr>
<tr>
<td>Score Data</td>
<td>Analysis of Variance</td>
<td>To determine whether a significant difference exists between three or more groups</td>
<td>Did a significant change take place over the course of the year?</td>
</tr>
<tr>
<td>Ordered Data</td>
<td>Sign Test</td>
<td>To determine whether a significant difference exists between two groups</td>
<td>To student achievement affect by cutting instructional time from 60 minutes to 50 minutes or 40 minutes?</td>
</tr>
<tr>
<td>Ordered Data</td>
<td>Rank Sums Test</td>
<td>To determine whether there is a significant difference between two groups</td>
<td>Are gains in student achievement due primarily to teaching methods, to time allotted for instruction, or to the present of aides in the classroom?</td>
</tr>
<tr>
<td>Category Data</td>
<td>Kruskal-Wallis Test</td>
<td>To determine whether significant differences exist among three or more groups</td>
<td>Are gains in student achievement due primarily to teaching methods, to time allotted for instruction, or to the present of aides in the classroom?</td>
</tr>
<tr>
<td>Category Data</td>
<td>Friedman Test</td>
<td>To determine significant differences when three or more common measurements are made on the same persons over time</td>
<td>Do the school concept of pupils change over the course of the year?</td>
</tr>
<tr>
<td>Category Data</td>
<td>Chi-Square (Y^2)</td>
<td>To test deviation of observed frequencies against some a priori set of expected frequencies</td>
<td>Are students ranked differently on aggressive behavior in school compared to school B?</td>
</tr>
<tr>
<td>Category Data</td>
<td></td>
<td>To determine whether there is a significant relationship between two variables</td>
<td>Are students ranked differently on aggressive behavior in school compared to school B?</td>
</tr>
<tr>
<td>Category Data</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4. DATA INTERPRETATION GUIDELINES

Once the analyses have been performed and certain outcomes have attained statistical significance, and once the descriptive data have been summarized and presented in tabular and graphic form:

What are you justified in saying about the results of the evaluation? What cautions must be observed? What kinds of remarks avoided?

As a general rule, the evaluator is advised not to make broad, sweeping, global statements that the data "prove" the success of a program. Statistics do not prove anything. Statistics provide the basis upon which people make inferences and interpretations. Be sure you distinguish between the facts given by statistics and the inferences made by people.

Moreover, the evaluator must be careful to define the population to which the results are generalizable, citing sampling techniques used to support claims of generalizability. For example, suppose a questionnaire intended to obtain a random sample of teacher opinions about an innovation drew a response from a disproportionate number of female teachers. The evaluator would have to decide how much stock to place in the questionnaire responses and would have a responsibility to report his or her professional judgment on the possible effect of lacking randomness.

Furthermore, the evaluator needs to know and report the relative strengths and weaknesses of the various instruments used. It is advisable to acknowledge the difference between data collection instruments which require people to perform or demonstrate what they know as opposed to just asking them to make judgments or offer opinions. Judgments, particularly when made about other people, are prone to large fluctuations due to differences which exist among people because of their varying standards and background influences.
Thus, with a good design and appropriate analysis, the evaluator at a minimum should be able to say:

1. Which students, or student groups are realizing achievement and other benefits from the program and which are not;

2. Which components of the program are paying off in student gains and improvements, and in what ways;

3. What impacts other than changes in student learning have there been which have affected parents, students, teachers, administrators, and others.
LEARNING EXERCISE 15: COMPUTATION OF $X^2$

In 2 x 2 table:

<table>
<thead>
<tr>
<th>Have Children in School</th>
<th>Do Not Have Children in School</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Approve Increase in Taxes</strong></td>
<td><strong>60 (a)</strong></td>
<td><strong>20 (b)</strong></td>
</tr>
<tr>
<td><strong>Do not Approve Increase in Taxes</strong></td>
<td><strong>30 (c)</strong></td>
<td><strong>40 (d)</strong></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>90 (a + c)</strong></td>
<td><strong>60 (b + d)</strong></td>
</tr>
</tbody>
</table>

$$X^2 = \frac{N(|bc - ad| - \frac{N}{2})^2}{(a + b)(c + d)(a + c)(b + d)}$$

$$X^2 = \frac{150(|600 - 2400| - 75)^2}{(80)(70)(90)(60)}$$

$$X^2 = \frac{150(1725)^2}{30,240,000}$$

$$X^2 = \frac{446,343,750}{30,240,000} = 14.76$$

In tables larger than 2 x 2:

The computational scheme for tables larger than 2 x 2 requires that an expected frequency be developed for each cell in the table. The expected cell frequency is obtained by multiplying the total of the row to which the cell belongs by the total of the column to which the cell belongs and then dividing by the grand total.
In this example, data are arranged for an analysis of the returns from a questionnaire which asked parents of three different ethnic groups how many pupils in their school needed a bilingual program.

<table>
<thead>
<tr>
<th>Ethnic Group of Parents</th>
<th>Students Needing Programs</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td></td>
<td>75</td>
<td>54</td>
<td>12</td>
<td>141</td>
</tr>
<tr>
<td>Most</td>
<td></td>
<td>64</td>
<td>106</td>
<td>28</td>
<td>198</td>
</tr>
<tr>
<td>Few</td>
<td></td>
<td>28</td>
<td>82</td>
<td>51</td>
<td>161</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>167</td>
<td>242</td>
<td>91</td>
<td>500</td>
</tr>
</tbody>
</table>

The expected frequencies are given in parentheses ( ) and the 47.1 given in the first box is

\[
\frac{(141) (167)}{500} = 47.1
\]

\(\chi^2\) is calculated by subtracting the expected value from the obtained value, squaring and dividing by the expected value. When this has been done for each cell, the results are added.

\[
\chi^2 = \sum \frac{(f_o - f_e)^2}{f_e}
\]

\[
= \frac{(75 - 47.1)^2}{47.1} + \frac{(54 - 68.2)^2}{68.2} + \frac{(12 - 25.7)^2}{25.7} + \frac{(64 - 66.1)^2}{66.1} + \frac{(106 - 95.8)^2}{95.8} + \frac{(28 - 36.0)^2}{36.0} + \frac{(28 - 53.8)^2}{53.8} + \frac{(82 - 78.0)^2}{78.0} + \frac{(51 - 29.3)^2}{29.3}
\]

\(= 58.38\)
**Learning Exercise 15**

### $\chi^2$ Exercises

**Directions:**

1. Using the 2 x 2 method of computing $\chi^2$ as a test of association just illustrated, compute $\chi^2$ for these values, read the level of significance from the $\chi^2$ table at F-26, and draw a conclusion about these data.

<table>
<thead>
<tr>
<th></th>
<th>Have Children</th>
<th>Do Not Have Children</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approve</td>
<td>50</td>
<td>30</td>
<td>80</td>
</tr>
<tr>
<td>Do Not Approve</td>
<td>40</td>
<td>30</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>60</td>
<td>150</td>
</tr>
</tbody>
</table>

$$\chi^2 = \frac{N|bc - ad| - \frac{N^2}{2}}{(a + b)(c + d)(a + c)(b + d)}$$

2. Assume your data have a third category of response—"undecided." Compute $\chi^2$ for this 2 x 3 table using the formula

$$\chi^2 = \frac{(f_o - f_e)^2}{f_e}$$

determine the level of significance, and draw a conclusion about these data.

<table>
<thead>
<tr>
<th></th>
<th>Have Children</th>
<th>Do Not Have Children</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approve</td>
<td>50</td>
<td>20</td>
<td>70</td>
</tr>
<tr>
<td>Undecided</td>
<td>10</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Disapprove</td>
<td>30</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>60</td>
<td>150</td>
</tr>
</tbody>
</table>
ANSWERS

1.

\[ \chi^2 = \frac{(1200 - 1500)^2}{30,240,000} \]

\[ \chi^2 = \frac{150(225)^2}{30,240,000} \]

\[ \chi^2 = \frac{7,593,750}{30,240,000} = .25 \]

Sig. > .25 (There are more than 25 chances in 100 that the observed differences are due to random fluctuations.)

Conclusion: There really aren't any differences of opinion between persons who have children in school and those who don't.

2.

\[ \chi^2 = \frac{(f_o - f_e)^2}{f_e} \]

<table>
<thead>
<tr>
<th>Have Children</th>
<th>Do Not Have Children</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approve</td>
<td>50 (42)</td>
<td>20 (28)</td>
</tr>
<tr>
<td>Undecided</td>
<td>10 (12)</td>
<td>10 (8)</td>
</tr>
<tr>
<td>Disapprove</td>
<td>30 (36)</td>
<td>30 (24)</td>
</tr>
<tr>
<td>Total</td>
<td>90</td>
<td>60</td>
</tr>
</tbody>
</table>

\[ \chi^2 = \frac{(50 - 42)^2}{42} + \frac{(20 - 28)^2}{28} + \frac{(10 - 12)^2}{12} + \frac{(10 - 8)^2}{8} + \frac{(30 - 36)^2}{36} + \frac{(30 - 24)^2}{24} \]

\[ \chi^2 = 1.52 + 2.29 + .33 + .30 + 1.00 + 1.50 \]

\[ \chi^2 = 7.1 \]

Sig. at .05 level (There are 5 chances in 100 that the observed differences are due to random fluctuations.)

Conclusion: There is a relationship between having children in school and the opinion adults hold.
Section C

REPORT EVALUATION RESULTS

The Evaluation Improvement Program
Program evaluation reporting is largely a matter of good school-community relations. The principles that apply to positive and open school public relations apply here as well. Some of these principles, particularly those that are significant in the framework of interim and annual program evaluation and the impact on longer-term improvement, are treated briefly in this section.

Relevance, clarity, and specificity are the three critical characteristics of the program evaluation report. It should address each of the program's objectives and report forthrightly on whether or not the data indicate that such objectives have or have not been met. Wording should be clear and concise with modifications of style and approach wherever appropriate to fit various audiences. Statements should be specific enough so that readers will understand what aspects of a program can remain unchanged, what needs changing, and what needs to be quietly laid to rest.

The report should be sent to those who will lend vigorous support to a) the continuation of those parts of the program that have been shown to be successful, and b) improvement of whatever aspects of the program have been shown to be negative or neutral.
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1. IDENTIFYING AUDIENCES

To assure continued program support, it is wise to submit evaluation information to as many audiences as possible. These audiences may include:

- Instructional staff
- Administrative staff
- Parents
- Students
- Citizens' Advisory Committees
- Superintendent
- Board of Education
- Total community
- Funding agency

Agencies vary in the needs they have for evaluation data. The needs, in general, should correspond to the purposes of the evaluation process. The purposes of program evaluation may fall into any of a number of categories, among them the following:

1. Ascertaining program quality for all concerned
2. Providing information for decision makers
3. Improving existing programs
4. Providing satisfaction to participants
5. Communicating with the public

2. WHEN TO REPORT

In planning the program evaluation, the evaluator must determine types of evidence acceptable to each audience. It must also be determined when each audience needs to receive the results of the program evaluation. Some audiences need evaluation reports while the program is in progress. Such reviews are called interim evaluation reports. Other audiences need
evaluation reports only at the end of the program in what is commonly known as the final project report. A number of audiences will require both interim and final evaluation reports.

3. THE INTERIM REPORT

The purposes of the interim report are to monitor the program in progress, to derive information that may improve the program, and to get any early indications about the probable outcome. Interim evaluation reporting may be done formally or informally and occasionally, orally. The report should be timely and provide the information needed by specific individuals and groups when they need to act on it. The report should be brief and concise without being cursory, and it should make very clear how the information it contains is to be used. Learning Exercise 16 focuses on the variety of uses and audiences for interim reports. See page G-4.

4. PROGRAM MANAGEMENT REVIEW RECORD

The Program Management Review Record shown on page G-3 can be used both to monitor an ongoing program and to prepare interim reports.

Both program objectives and activities are listed on the form. Accompanying columns allow for recording information on interim progress, specifying the additional assistance that may be needed to sharpen the objectives and facilitate the activities, noting whatever corrective action needs to be taken.

This is a sample of a management support tool that is easy to use, that assists the program evaluator in monitoring the completion of activities, and that provides information for interim reporting so that decision makers may more effectively direct the program. Changes may be made to correct a possibly serious deficiency, or not so critical but nevertheless important omission, in time to make an impact on the final outcomes.
<table>
<thead>
<tr>
<th>OBJECTIVES AND ACTIVITIES</th>
<th>COMPLETION DATE</th>
<th>COMPLETED</th>
<th>YES</th>
<th>NO</th>
<th>REASON FOR DEFICIENCY</th>
<th>SUGGESTED ACTION TO CORRECT DEFICIENCIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0 OBJECTIVE: By June, pupils will have mastered an average of 10 or more comprehension skills as measured by attainment of 80 percent or higher on the criterion-referenced tests accompanying the skills sequence.</td>
<td>June 1974</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

ACTIVITIES:

1.1 Administer diagnostic test | Sept. 18 | X |     |    |                       |                                        |
1.2 Develop pupil and class profile | Sept. 25 | X |     |    |                       |                                        |
1.3 Place pupils in instructional sequence | Oct. 2 | X |     |    |                       |                                        |
1.4 Establish learning centers | Oct. 16 | X |     |    |                       |                                        |
1.5 Develop independent activities | Nov. 16 | X |     |    | insufficient time. | classroom teacher, assistance by resource teacher | Dec. 1 |
LEARNING EXERCISE 16: RECEPIENTS AND USES OF INTERIM EVALUATION DATA

This exercise is designed to provide experience working in small groups to determine who needs interim evaluation data and how the information may be used. Three statements of objectives are shown together with a listing of interim information available on each. You are asked to complete the exercise by predicting which groups will need to have each cluster of information and what uses they will likely make of it.

Complete the blanks in column three of the table on page G-11 by indicating for each information cluster one or a combination of the following:

Students
Teachers
Principal
Citizens' Advisory Council

And others as you wish.

Next, complete the blanks in column four. Sample statements are as follows:

To designate the skills to develop in the next in-service sessions
To determine whether the objectives are being met
To determine methods of increasing parental involvement
## OBJECTIVE

By June, 75 percent of the participating pupils will have mastered 10 or more criterion objectives relating to reading comprehension skills. (Check off on profile when teacher determines that the skill has been mastered.)

By June, at least 40 parents of participating pupils will have provided volunteer help in the classroom, as shown on records kept in the office.

Three-fourths of the staff-development sessions held during the year will be rated as effective by at least 75 percent of the participants responding to a locally developed rating form.

### INTERIM INFORMATION AVAILABLE

<table>
<thead>
<tr>
<th>PERSON(S) NEEDING INFORMATION</th>
<th>USE OF THE INFORMATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of skills mastered by each pupil</td>
<td></td>
</tr>
<tr>
<td>Number of students mastering skills A, B, C (etc.)</td>
<td></td>
</tr>
<tr>
<td>Number of parents involved to date</td>
<td></td>
</tr>
<tr>
<td>Names of parents not yet involved</td>
<td></td>
</tr>
<tr>
<td>Number of participants rating sessions as effective</td>
<td></td>
</tr>
<tr>
<td>Rating forms with suggested changes</td>
<td></td>
</tr>
</tbody>
</table>
5. THE FINAL PROJECT REPORT

The purposes of the Final Report are to summarize the results of the evaluation: What was the program designed to accomplish? What was done to accomplish the objectives? What did the program accomplish? How was the program evaluated? What recommendations are there for further action? Like the interim report, the final project report should be timely, provide the information needed by specific individuals when it is needed, be clear, brief, and concise.

End-of-the-year program evaluation reporting typically is more formal in nature than interim reporting and generally is in written form. One must consider the variety of audiences to whom the final report is to be directed and select the formats, presentations, and visual aids that will be appropriate for each specific group.

The evaluation will convey the same basic information to all audiences; however, the details in the several reports will vary according to the needs and purposes of the several readerships. Whatever the expected readership, brevity and clarity always are paramount considerations.

A Suggested Outline

Below are some suggested headings and guides for writing each section.

1. Program Goals and Objectives
   a. Review and translate the goals and objectives of the program into the language of the reader.

2. Program Description
   a. Describe the population participating in the program. Include the number of pupils, teaching staff, grade level, subject matter; and schools in the study.
   b. State the length of the program with beginning and ending dates.
   c. Describe the significant activities, materials, and personnel used in the program.
   d. Note parts of the program that are unique.
3. Program Evaluation Procedures
   a. Describe the design, instruments, and analyses which were used in evaluating the extent to which the stated objectives were accomplished.
   b. Tailor the language and terminology to the audience that is to receive the report.

4. Program Accomplishments
   a. Describe the positive results of successful activities.
   b. Describe the marginal results of unsuccessful activities.
   c. Describe unanticipated outcomes and side effects that have been observed.
   d. Emphasize changes observed such as score gains, changes in attitudes and behaviors.

5. Program Evaluation Conclusions
   a. Present judgments as to why each objective was or was not met.
   b. Present alternative proposals for different approaches in those instances in which objectives were not realized.
   c. Present alternative proposals for improvements in those instances in which realized objectives could be surpassed in future programs.
   d. Draw summary statements on program effectiveness through a balanced review of successful and not-so-successful outcomes.
   e. Whenever possible, relate program effectiveness to program costs.

6. Other Findings
   a. Report on the results of surveys, questionnaires, interviews, and other such data that may not fall under the heading of Program Accomplishments, but are relevant to program outcomes.
   b. Report on informal findings and conclusions drawn from information assembled outside the framework of the program evaluation.
7. **Recommendations Related to the Program and Program Evaluation**

   a. Recommend a preferred alternative for each new approach and improvement in the program which would lead to greater achievement of objectives in the future.

   b. Suggest revisions in objectives and in affected program features, especially regarding those objectives that were not met.

   c. Suggest revisions in program evaluation design, instruments, analyses, and procedures that can be applied to subsequent program evaluation efforts.

---

6. **REVIEW AND RELEASE OF THE FINAL REPORT**

The evaluator should arrange to have the information in the final report reviewed by selected members of the program staff and by a sample of those for whom it is intended. This review should take place while the report is being written. The reviewers should be asked to verify the description of the program and that the types of information presented are those that are needed, that the formats, explanations, and visual aids in the report are clear, and that the recommendations are appropriate and consistent with existing policies, directives, and guidelines.

The final draft should be reviewed by the project director, chief administrator, and staff who were involved in the collecting and summarizing of information. This will provide a final check on the report's accuracy and appropriateness as well as assurance that the report will have the support of all the program participants.

The publication and release of the final report of a program evaluation is usually the responsibility of the chief administrator.
LEARNING EXERCISE 17: DETERMINING APPROPRIATE DATA DISPLAYS

Examine the documents on the next four pages. Each format contains the same information on pupil reading achievement, but the information is reported in three different displays. You are asked to list in the upper right of each display the audiences in your district who could make good use of information of this type. Judge the effectiveness of each display for the chosen groups, decide whether or not it would be satisfactory as is and what modifications would make the display clearer.

Audiences may include program staff, citizens' advisory council, superintendent, board of education, a special interest group, and the total community. Add others if you wish.
The pre- and posttesting covered an instructional period of seven months; therefore, the expected gain is 7.0 months.

For example, the mean score on the third grade pretest was 2.8 (eighth month of second grade) and the mean score on the posttest given the same year was 3.6 (sixth month of third grade) for a gain of eight months based on an instructional program of seven months.
<table>
<thead>
<tr>
<th>Grade Level</th>
<th>Name of Test (1)</th>
<th>(For State use only)</th>
<th>Form</th>
<th>Level</th>
<th>Months between pre- and post-tests</th>
<th>Number of pupils receiving both pre- and post-tests</th>
<th>Test results expressed as median grade equivalents</th>
<th>Test results expressed as mean scale scores</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pre-test</td>
<td>Post-test</td>
</tr>
<tr>
<td>K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(8)</td>
<td>(9)</td>
</tr>
<tr>
<td>1</td>
<td>Cooperative Primary Reading</td>
<td>Pre B Post A</td>
<td>12</td>
<td>12</td>
<td>7</td>
<td>433</td>
<td>1.0</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.6</td>
<td>132</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>135</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Cooperative Primary Reading</td>
<td>B A</td>
<td>12</td>
<td>23</td>
<td>7</td>
<td>430</td>
<td>1.8</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.9</td>
<td>136</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>142</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>Cooperative Primary Reading</td>
<td>B B</td>
<td>23</td>
<td>23</td>
<td>7</td>
<td>540</td>
<td>2.8</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.8</td>
<td>142</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>148</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>SAT, Total Reading</td>
<td>W Int 1</td>
<td>7</td>
<td>536</td>
<td>3.5</td>
<td>4.2</td>
<td>.7</td>
<td>135</td>
</tr>
<tr>
<td>5</td>
<td>CTBS, Total Reading</td>
<td>Pre Q Post Q</td>
<td>20</td>
<td>30</td>
<td>7</td>
<td>525</td>
<td>4.6</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.5</td>
<td>355</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>386</td>
<td>31</td>
</tr>
<tr>
<td>6</td>
<td>CTBS, Total Reading</td>
<td>Q</td>
<td>2</td>
<td>7</td>
<td>521</td>
<td>5.2</td>
<td>6.0</td>
<td>.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>396</td>
<td>417</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The objective of this reading program was to increase pupil reading gain at least one month for each month of reading instruction. The program began in September. There was a full teaching staff as well as a complete complement of teacher aides assisting with the program.

The pretests were administered on October 15 and the posttests on May 15. Pupils received seven months of instruction during this program. The tests used included the Cooperative Primary Reading Test Form A and Form B, the Stanford Achievement Test, Form W, and the California Test of Basic Skills Form Q.

Scores achieved on the administered standardized achievement tests varied somewhat between the grades tested. The scores are reported below:

**Grade 1**  
Pupils in grade 1 made six months' growth between the pre- and posttest. The pretest score was 1.0, and the posttest score 1.6.

**Grade 2**  
Pupils in grade 2 made nine months' growth between the pre- and posttest. The pretest scores were 1.8, and the posttest scores 2.7.

**Grade 3**  
Pupils in grade 3 made eight months' growth between the pre- and posttest. The pretest scores were 2.8, and the posttest scores 3.6.

**Grade 4**  
Pupils in grade 4 made seven months' growth between pre- and posttest. The pretest score was 3.5, and the posttest score 4.2.
Grade 5  Pupils in grade 5 made six months' growth between the pre- and posttest. The pretest score was 4.5, and the posttest score 5.1.

Grade 6  Pupils in grade 6 made eight months' growth between pre- and posttest. The pretest score was 5.2, and the posttest score 6.0.

The objective was reached at grades 2, 3, 4, and 6 but was not met at grades 1 and 5.

The objective was exceeded by one month at grades 3 and 6, and exceeded by two months at grade 2.
LEARNING EXERCISE 18: WRITING RECOMMENDATIONS FOR THE FINAL REPORT

This exercise concerns pupils in a program who have had seven months of instruction using a diagnostic/prescriptive teaching approach. Your group will be asked to complete a staff review of the information provided and develop recommendations to be considered by the appropriate decision makers. You are asked to assume that this report is being submitted by a program evaluator to a person in your district who will take some decisive action based on his or her recommendations. In some situations, the recipient would be the principal; in others, the program manager, the superintendent, or the assistant superintendent.

You are asked to write the recommendations section of a final report on the basis of the information in the sections that are included below and on pages G-15 and G-16. Considering this information, what recommendations would you make to the decision maker? What should be left as is? What changes should be made?

EXCERPTS
FROM A FINAL REPORT

PROGRAM OBJECTIVE

By June 1975, the median score for program participants will have increased by one month for each month of instruction as measured by pre- and posttesting on a standardized reading achievement test.

If a class has a median score of 4.3 on November 1 on a standardized reading test and a median score of 5.1 on May 1, the class has gained 8 years or 8 months. Since the instructional time span was 7 months, the objective of one month of gain for each month of instruction has been exceeded.
PROGRAM DESCRIPTION

In part, teachers used the Diagnostic/Prescriptive Teaching (DPT) approach to instruction developed by the Title I Program. This approach involves testing each pupil to determine the reading skills he needs to master during the year. The teacher then uses special materials designed to help each pupil in the area of greatest need. To determine whether instruction was effective, the teacher next assesses the pupil for mastery of those skills. If the pupil has mastered the skill in question, the teacher moves on to work with the pupil in his or her next area of need.

Using this approach, pupils spend less time working on tasks that are too easy or too difficult and thereby spend more time experiencing success with reading tasks at their own respective learning levels.

To make this approach work, teachers can and should use a wide variety of instructional materials to help the pupil master needed reading skills.

PROGRAM ACCOMPLISHMENTS

Table I below shows how well the participating pupils did this year in improving their reading skills. Pupils in grade 2, for example, began the year with an average reading score of 1.8. This means they scored the same as most first graders who are in the eighth month of school.

PUPILS' GAIN IN READING ACHIEVEMENT

<table>
<thead>
<tr>
<th>GRADE LEVEL</th>
<th>FIRST</th>
<th>SECOND</th>
<th>THIRD</th>
<th>FOURTH</th>
<th>FIFTH</th>
<th>SIXTH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.0</td>
<td>1.8</td>
<td>2.8</td>
<td>3.5</td>
<td>4.6</td>
<td>5.2</td>
</tr>
</tbody>
</table>

TABLE I
By the end of the year, second graders were scoring at about 2.7 (an increase of .9). This means they gained nine months in reading skills during the year.

The table shows that pupils in grades 2, 3, 4, and 6 gained at least seven months in reading skills. Pupils in grades 1 and 5 grew six months and pupils in grade 5 grew five months in reading skills.

In summary, the objective was met at four of six grade levels, nearly met at two.

OTHER FINDINGS

A questionnaire was administered to participating teachers. The following findings came from this questionnaire:

- Eighty percent of the teachers reported that more individualized attention could have been given to each pupil if the teachers had received more adult assistance in the classroom.
- Ninety percent of the teachers reported that their pupils had a wide range of academic weaknesses and that it was impossible to provide adequate help to each pupil.
- Sixty-five percent of the teachers requested additional in-service training in managing the classroom and in grouping pupils for individualized instruction.

CONCLUSIONS

The Diagnostic/Prescriptive Teaching Approach to instruction met the objectives as planned in grades 2, 3, 4, and 6.

First and fifth grade pupils achieved six months’ growth during the seven months of instruction. This lower-than-anticipated rate of growth suggests the possibility of problems in the instructional program at these levels that need to be rectified.
RECOMMENDATIONS

Please develop at least three recommendations. After writing them on this page, transfer them to the transparency provided for you. All transparencies will be collected at the conclusion of the exercise and used later in group discussion.
Every program evaluation report should contain conclusions and recommendations. These usually are drafted by those who are responsible for analyzing and reporting the data and reviewed by the project director and perhaps by others. Both conclusions and recommendations are based on the information developed during the evaluation process, and on the analyses and interpretations made using that information.

"Rating of Recommendations" sheet which follows contains ten recommendations which have been submitted as parts of a variety of program evaluation reports. In the left margin, the recommendations are consecutively numbered and recorded. In the two columns to the right are spaces to rate each of the recommendations according to two criteria:

- **Clarity** - The wording is clear; you understand what the evaluator is trying to say.
- **Specificity** - The content is specific enough so you have definite clues as to what needs to be done.

<table>
<thead>
<tr>
<th>Clarity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
RATING OF RECOMMENDATIONS SHEET

Rate each of the recommendations according to its clarity and specificity. Use a scale from 1 - 3; a 1 means it is clear, a 2 means it is not as clear as it should be, and a 3 means it is not clear. Discuss with others at your table the reasons why you gave any 2 or 3 ratings.

<table>
<thead>
<tr>
<th>RECOMMENDATIONS</th>
<th>CLARITY</th>
<th>SPECIFICITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Continued emphasis should be placed on individual and small-group instruction.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Decision making relative to the Title I (Compensatory Education) Program should be done whenever possible by those directly participating.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. There should be continual evaluation of the elements in the school which can cause or encourage hostility among pupils. Means to eliminate those elements should be developed as soon as possible.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Since parent participation is limited by employment, all activities must be action-oriented and relevant to the pupil's education program.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. More emphasis in staff development should be placed on staff attitudes toward the pupil regardless of the pupil's academic achievement.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Before the beginning of the school year, a schedule should be developed for the administration of all evaluation instruments. Regularly scheduled dates should be set for the evaluator to observe project activities to establish the reliability of observational protocols.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
RATING ON RECOMMENDATIONS SHEET (cont’d)

Rate each of the recommendations at the left according to its clarity and specificity. Use a scale from 1 – 3; a 1 means it is clear, a 2 means it is not as clear as it should be; and a 3 means it is not clear. Discuss with others at your table the reasons why you gave any 2 or 3 ratings.

<table>
<thead>
<tr>
<th>RECOMMENDATIONS</th>
<th>CLARITY</th>
<th>SPECIFICITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>7. Parents and teachers should be actively involved in the evaluation process by knowing the purpose of each instrument and the results as they become available. They should see the evaluation process as a benefit to them in understanding the pupils and how the project can continually be improved by a cooperative effort of staff and parents.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Parent workshops should be given which stress the practical activities involved in conducting a classroom lesson. Material preparation skills both for the classroom and the home should be taught in a practical fashion where parents actively prepare a variety of materials they can use.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Plans for lessons that parents are expected to participate in should be distributed one week in advance to allow the parents time to prepare for the activities.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Better communication systems should be developed to insure that all parents are informed of parent meetings and other activities of the project.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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PREPARING TO MAKE MAXIMUM USE OF EVALUATION RESULTS

A basic tenet of this guide is that program evaluation is something that is done with specific purposes in mind, and that evaluation is useless unless those purposes are served. In Section A on purposes and requirements, a number of different purposes were listed and several possible audiences identified for whom the respective purposes seem appropriate. It was suggested that the different audiences likely would have quite different purposes needing to be served through a program evaluation and therefore would want different kinds of information to meet their needs. In Section C, on reporting, diversities of purpose and audience and the consequent needs for tailoring program evaluation components to meet those diversified requirements were again emphasized. The steps outlined in those two sections are probably the most productive things an evaluator possibly can do to ensure that effective use will be made of the evaluation findings, conclusions, and recommendations. Brief summaries of these steps follow:

1. Determine all the purposes the program evaluation is to serve.
2. Make explicit various questions that all users would like to have answered in satisfying their program evaluation needs.
3. Identify the kinds of information that will prove acceptable as evidence bearing upon those questions.
4. Provide interim reports during the progress of the program to give early evidence of movement towards program outcomes, even if "soft" data need to be used.
5. Prepare the final report clearly and succinctly. The data and data interpretations should be presented in a manner that will help the reader recall the questions addressed and understand the nature and significance of the answers provided.
LEARNING EXERCISE 20: USE OF EVALUATION INFORMATION

There are a number of audiences for evaluation reports, some of which are listed below. Your group is to select an audience from the list or select another of your own choice, whichever you choose, your group should put itself in the position of that audience as you complete this exercise.

- School Board
- Teacher Association
- Community Group
- Parent Organization
- Superintendent and Associates
- Pupil Group
- Principal and Administration
- Other

As leaders in one or another of these groups, determine one or more purposes that you would want addressed in the program.

Read the final program evaluation report that begins on page H-9 and discuss it from your points of view. List as many actions, decisions, recommendations, or other uses that your group can act upon from the information supplied. List also some things that your group would like to have seen in the report but that were not included, and note the areas left without decision as a result of these shortcomings.

Make notes concerning your discussions on each of these three points on the exercise form on the following page.
EXERCISE FORM

USE OF EVALUATION INFORMATION

Audience

Purpose(s) for program evaluation:

Uses that could be made of the evaluation information, in priority:

Things that might have been included in the evaluation that would have been helpful to your audience. (Again, put in priority ranking):

Areas that are left without decisions as a result of these shortcomings:
PROGRAM GOAL

The goal of the Diagnostic and Prescriptive Reading Program is to provide greater reading achievement gains for participating pupils than the traditional reading program provided for the same pupils during the previous year.

PROGRAM OBJECTIVES

1. Pupils participating in the Diagnostic and Prescriptive Reading Program will obtain an average gain of one month of reading achievement for each month of reading instruction as measured by pre-post testing with a standardized reading achievement test. The pupils' performance in the traditional reading program in 1974-75 yielded an average gain of one-half month of reading achievement per month of reading instruction.

PROGRAM DESCRIPTION

All pupils in grades one through six in Elmhurst, Diogenes and Mounthaven elementary schools in the Sunset Unified School District participated in the Diagnostic and Prescriptive Reading
Program during the school year of 1975-76.

Teachers utilized the Diagnostic/Prescriptive Teaching (DPT) approach to reading instruction as developed by the district's ESEA Title I Compensatory Education Program. This approach involves assessing each pupil to determine his current mastery level and the skills to be further mastered during the school year. The teacher then uses special materials designed to assist each pupil in his areas of need. After each unit of instruction, the teacher again assesses the pupil for mastery of the specific skills that were taught to determine whether the instruction was effective. If the pupil has mastered the skills in question, the teacher moves on to work with the pupil in his or her next area of need.

In this approach, teachers use a wide variety of instructional materials and equipment. Class size was limited to 28-30 pupils. Each teacher had an instructional aide for the purpose of assisting the pupils for three hours each day.

The program was in operation from November 1, 1975 to May 31, 1976 for a total of seven months of instructional time.

PROGRAM EVALUATION PROCEDURES

The Cooperative Primary Reading Test was administered to all first, second and third grade pupils by their classroom teachers on November 1, 1975 and again on May 31, 1976 for pre-post measurement of reading achievement. The Reading Test of the California Test of Basic Skills was administered to pupils in grades four, five and six by their teachers on the same dates as above.

A questionnaire was developed and administered to each classroom teacher to survey their attitudes toward the program in May, 1976.
PROGRAM ACCOMPLISHMENTS

The program was implemented as described in the evaluation plan. The instructional aides were viewed as being helpful by the classroom teachers in each school. Learning prescriptions for pupils were developed for each pupil by the teacher after assessment of individual skill levels. With the exception of one school, learning centers for pupils were established and functioned as expected. Pupil testing was accomplished as scheduled and materials and equipment were provided as required in each school. Ongoing pupil records were adequately maintained as required for diagnostic prescriptive instruction.

The evaluation procedures determined to what extent the objective of an average gain of one month of reading achievement for each instructional month, or in other words, an average gain of seven months in reading achievement in a seven-months instructional period for each class in grades one through six, was accomplished. Table I gives the results in graphic form.

PUPILS' GAIN IN READING ACHIEVEMENT
NOVEMBER 1975 TO MAY 1976

<table>
<thead>
<tr>
<th>GRADE LEVEL</th>
<th>FIRST</th>
<th>SECOND</th>
<th>THIRD</th>
<th>FOURTH</th>
<th>FIFTH</th>
<th>SIXTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>GROWTH IN READING</td>
<td>1.0</td>
<td>1.8</td>
<td>2.8</td>
<td>3.5</td>
<td>4.6</td>
<td>5.1</td>
</tr>
<tr>
<td>MONTHS</td>
<td>1.6</td>
<td>3.5</td>
<td>4.2</td>
<td>6.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table I
It will be noted that in a seven-month period pupils in the first grade had a mean reading score of 1.0 in November and 1.6 in May. They, therefore, made an average gain of .6 or six months, which is one month short of the stated objective.

Second grade pupils began the instructional program with an average reading score of 1.8 and ended with an average reading score of 2.7 with a mean gain of .9 or nine months, which is two months in excess of the stated objective of seven months.

Pupils in the third grade had a measured mean reading achievement score of 2.8 at the beginning of the program and 3.6 at the end with a mean gain of .8 or eight months, which is one month in excess of the stated objective of seven months.

Fourth grade pupils had an average reading score of 3.5 at the beginning of the program and 4.2 at the end with a mean gain of .7 or seven months, which is identical to the stated objective of seven months.

Fifth grade pupils had an average reading score of 4.6 at the beginning of the program and 5.1 at the end with a mean gain of .5 or five months, which is two months less than the stated objective.

Pupils in the sixth grade began the instructional program with a mean reading score of 5.2 and ended with 6.0 with a mean gain of .8 or eight months, which is one month in excess of the stated objective of seven months.

In summary, pupils in grades two, three, four and six gained a mean score of seven months or more. Pupils in grades one and five did not meet the stated objective of seven months, though grade one missed by only one month and grade five by two months.
The overall mean gain of all pupils in grades one through six was 7.1 or slightly over seven months, which met the general objective of all pupils participating in the Diagnostic and Prescriptive Reading Program making an average gain of one month of reading achievement for each month of reading instruction as measured by pre-post testing with a standardized reading achievement test.

OTHER FINDINGS

A locally developed questionnaire administered to all participating teachers revealed that:

- Eighty percent of the teachers reported that more individualized attention could have been given to each pupil if the teachers had received more adult assistance in the classroom.

- Ninety percent of the teachers reported that their pupils had a wide range of academic weaknesses and that it was impossible to provide adequate assistance to each pupil.

- Sixty-five percent of the teachers requested inservice training in managing and grouping pupils for individualized instruction.

CONCLUSIONS

The Diagnostic/Prescriptive Teaching approach to reading instruction met the objectives as planned in grades one, two, three, four and six.
The first grade results suggest the possibility of problems in the instructional program at that level.

An analysis of the testing procedures at the fifth grade level revealed that different levels of the same test were used at pretest and post-test times. Use of inappropriate tests contaminated accurate reporting of pupil accomplishment at the fifth grade level and therefore interpretation of the data must be tentative.

RECOMMENDATIONS

1. The Diagnostic-Prescriptive Reading Program should be continued in grades one through six at Elmhurst Diogenes and Mounthaven elementary schools during the 1975-76 school years with appropriate attention to the stated recommendations.

2. The variability of achievement gains in the various grade levels should be further explored. Some grade levels seem to be benefiting more from the DPT approach than others. It would be well to consider a school-by-school analysis of the grade level data.

3. Explore the variability within schools in the reading achievement scores, particularly in those grades which did not meet the objective of seven months gain in a seven-months instructional program.

4. Investigate the situation of one school not providing learning centers for pupils. Explore the possibility of testing learning centers vs. no learning centers in next year’s evaluation design.
5. Alternate forms of the same level of the test should be used in pre and post-testing at all grade levels.

6. Consider the establishment of a cooperative teaching arrangement and allow pupils who lack certain skills to work with teachers who have special expertise in these areas.

7. Efforts should be made to increase the number of hours worked by instructional aides or to increase the number of aides.

8. Consider the use of volunteer parents as aides in the classroom.

9. Provide additional inservice education opportunities for teachers in the area of managing and grouping pupils for individualized instruction.

10. The evaluation of the achievement outcome of the Diagnostic Prescriptive Reading Program should be continued for the 1976-77 school year.
LEARNING EXERCISE 21: ROADBLOCKS TO PROGRAM EVALUATION

There are many reasons why the evaluations of educational programs are resisted. Participants will now be divided into "role" groups of three or four people each: board members, principals, classroom teachers, parents, superintendents, and so on.

Each group, looking at program evaluation from the viewpoint of its role, should list as many roadblocks as possible to effective use of evaluation results. After these have been posted and reported on, the workshop leader will promote discussions of ways to overcome, circumvent, or minimize each roadblock identification.
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APPENDIX A

RESOURCES FOR INFORMATION ABOUT OBJECTIVES AND INSTRUMENTS

I. Test Bulletins Published at Irregular Intervals

Normline, Harcourt Brace Jovanovich, Inc.
Test Data Reports, Harcourt Brace Jovanovich, Inc.
Test Service Bulletins, Harcourt Brace Jovanovich, Inc.
Test Service Bulletins, The Psychological Corporation
Test Service Notebook, Harcourt, Brace & World, Inc.
Testing Today, Houghton Mifflin Company

II. Newsletters

The ACT newsletter, American College Testing Program
Education Recaps, Educational Testing Service
ETS Developments, Educational Testing Service
Items, Cooperative Test Division, Educational Testing Service
Measurement in Education, National Council on Measurement in Education
NAEP Newsletter, National Assessment of Educational Progress
Test Collection Bulletin, Educational Testing Service

III. Educational and Psychological Journals

American Educational Research Journal
Education and Psychological Measurement
Journal of Educational Measurement
Journal of Educational Psychology
Measurement and Evaluation in Guidance
Psychological Abstracts: "Methodology and Research Technology: Testing" and "Educational Psychology: Testing"
Review of Educational Research

IV. Annual Reports and Proceedings

Annual Reports, College Entrance Examination Board
Annual Reports, Educational Testing Service
Proceedings, Annual Invitational Conference on Testing Problems, Educational Testing Service
Proceedings, Annual Western Regional Conference on Testing Problems, Educational Testing Service
V. Published Objectives and Objective-Referenced Tests

Instructional Objectives Exchange, Box 24095,
Los Angeles, California 90024
SCORE, Westinghouse Learning Corporation,
P.O. Box 30, Iowa City, Iowa 52240
National Evaluation Systems, P.O. Box 226,
Amherst, Massachusetts 01002

VI. Miscellaneous Paperback Books and Bulletins

EVALUATION AND ADVISORY SERIES, Educational Testing Service

1. ETS Builds A Test, 1965.


1. Modern Mental Measurement: A Historical Perspective
2. Basic Concepts in Testing
3. Types of Test Scores
4. School Testing Programs
5. Intelligence, Aptitude, and Achievement Testing
6. Interest and Personality Inventories
7. Tests on Trial
8. Automated Data Processing in Testing


VII. An Annotated Bibliography of Guides for Test Selection

Compiled by John Jegi, Director, ACCESS Information Center, Contra Costa County Superintendent of Schools Office


Single best source of critical reviews of tests. Each yearbook contains critical reviews of all obtainable published tests and books on measurement written in English. Most publications are reviewed independently by two or more specialists. Reviews in earlier editions are cross-referenced in later ones.


A comprehensive test bibliography and index to the first five books in the Mental Measurements Yearbook series. Each test mentioned includes information concerning test title, appropriate grade levels, publication data, special short comments about the test, number and types of scores provided, authors, publishers, and reference to test reviews in Mental Measurements Yearbooks.


Index to tests still in print that are listed in all seven Mental Measurements Yearbooks. Includes bibliographies of references on the construction, use and validity of specific tests published through 1971.


Provides compilation of personality test reviews and specific test bibliographies listed in the first six Mental Measurements Yearbook. Includes new material on personality testing, including a comprehensive bibliography of 513 personality tests and 7,116 new references dealing with the construction, use, and validity of specific tests. Also includes a master index to the nonpersonality tests, reviews and references to the first six Mental Measurements Yearbooks. Eighty tests--new, revised, or supplemented since the Sixth Yearbook and not listed in the Seventh Yearbook--are included.

Includes a comprehensive bibliography of reading tests as of early 1968, a reprinting of all reading test reviews in the first six Mental Measurements Yearbooks, and a master classified index to all other tests and reviews in the first six Yearbooks. Includes information about 33 reading tests—new, revised, or supplemented since the Sixth Yearbook which are not listed in the Seventh Yearbook.


This book contains a compendium of tests, keyed to educational objectives of elementary school education, and evaluated by measurement experts and educators for such characteristics as meaningfulness, examinee appropriateness, administrative usability, and quality of standardization.


This book contains a compendium of tests, keyed to educational objectives of early childhood education, and evaluated by measurement experts and educators.


A guide to more than 300 measures of child behavior and development not available from test publishers. Authors cite six criteria for inclusion: (1) suitability for use with children between birth and age twelve; (2) availability to professionals; (3) unpublished, not commercially available; (4) permit development of norms and reliability and validity data; (5) include enough information for effective use; (6) technically usable measures classified in ten categories: (a) cognitive, (b) personality and emotional characteristics, (c) children's perceptions of environment, (d) self-concept, (e) actual environment, (f) motor skills, brain injury, sensory perception, (g) physical attributes, (h) attitudes and interests not otherwise classified, (i) social behavior, and (j) measures not fitting the above categories.


Indexes and abstracts all known measuring instruments and tests applicable to the arts and provides a brief but comprehensive overview of the various psychometric methodologies utilized in the development of the instruments.

Review of 106 test instruments grouped into eight general categories: Life satisfaction; Self-esteem; Alienation; Authoritarianism; Socio-political attitudes; Values; General attitudes toward people; and Religious attitudes. Evaluation of instruments' psychometric properties given as well as ease of administration and scoring.


An annotated compilation of 86 observations instruments representing a variety of approaches, both in the affective and cognitive domains. Extensive bibliography.


Description of 143 tests and measures of social and emotional development including titles and dates of publication or copyright; author; appropriate age range; measurement technique; source in which measure is described; description of the instrument; norms available; validity studies; and reliability evidence.


A compilation of virtually all the standardized science tests published since 1959 available to elementary and secondary science teachers. (57 pages).

The following documents are from the ERIC.Clearinghouse on Tests, Measurement, and Evaluation, Educational Testing Service, Princeton, New Jersey and are available on microfiche. Items selected include clearinghouse publications through April, 1975.


Brief annotations of currently available language development measures appropriate for use with preschool children as well as with lower elementary grade children (grades 1 through 3) are presented. The annotation provides information concerning the purpose of the test; the groups for which it is included; test subdivisions or tested skills, behaviors, or competencies; administration; scoring; interpretation; and standardization. (14 pages).

Brief Annotations of currently available general school readiness measures are presented. The annotation provides information concerning the purpose of the test; the groups for which it is intended; test subdivisions or tested skills, behaviors, or competencies; administration; scoring; interpretation; and standardization. An alphabetical listing of the instruments which indicates the ages for which each is suitable is also included. (26 pages).


Brief annotations of instruments concerned with a variety of social skills measures appropriate for use with children from the preschool level through the third grade are provided. Included are tests designed to measure social competency, interpersonal competency, social maturity, social sensitivity, and attitudes toward others. The annotation provides information concerning the purpose of the test; the groups for which it is intended; test subdivisions or tested skills; behaviors or competencies; administration; scoring; interpretation; and standardization. An age table is also provided which lists the tests alphabetically, indicates the ages for which each instrument is considered suitable, and gives the page on which each annotation appears. (28 pages).


Summaries are provided for 16 measures of school-based attitudes. All of the instruments are paper and pencil, self-report inventories. Some are designed for children 4-8 years of age; others are for students in grades 12-14. Each of the instruments is presented in the following format: Title, Description, Subjects, Response Mode, Scoring, and Comments. The 16 measures are: Survey of Study Habits and Attitudes; School Interest Inventory; The Student Opinion Poll II: School Morale Scale; Measures of School and Learning Attitudes; Attitudes Toward Education; Politicke Sentence Completion Test; Pictographic Self-Rating Scale; Children's Attitudinal Range Indicator; When Do I Smile?; Attitude Toward Any School Subject; Attitude Instrument to Evaluate Student Attitude Toward Science and Scientists; Inventory of Reading Attitude; A Childhood Attitude Inventory for Problem Solving; Mathematics Attitude Scale; and a Semantic Differential for Measuring Attitudes of Elementary School Children Toward Mathematics. Fifteen references are provided. (24 pages).

This compilation is comprised of descriptions of instruments for measuring self-concept. The instruments were chosen on the basis of the following criteria: they should be suitable for and reflect the full age range of children in school; each of the categories in Coller's model—self report, projective, behavior trace, and direct observation—should be represented; they should have been designed with the so-called "normal" population in mind rather than a psychopathological population; they have enough information accompanying them to enable investigators to use them effectively; and they should reflect a variety of means of presentation (e.g., pictorial items, semantic differential). The instruments described are: Work Posting; The Children's Self-Social Constructs Test; The Children's Self-Concept Index; Responsible Self-Concept Test; Behavior Rating Form; Coopersmith Self-Esteem Inventory; Tennessee Self-Concept Scale; How I See Myself Scale (Primary and Secondary Form); A Semantic Differential for Measurement of Global and Specific Self-Concepts; The Piers-Harris Children's Self-Concept Scale (The Way I Feel About Myself); Michigan State General Self-Concept of Ability, Michigan State Self-Concept of Ability in Specific Subjects Scales; and Self Esteem Measure for Neighborhood Youth Corps Enrolees. (31 pages).


Sixty-five instruments, published between 1925 and 1972, are described in this annotated bibliography. The devices are intended for adults who have received only an elementary education, and adults who have completed high school but whose education was impaired due to learning disabilities or other educational handicaps. Both achievement and aptitude measures are included, covering such areas as intelligence, ability, learning skills, non-verbal reasoning, vocabulary, reading, and mathematics. The Spanish editions of several tests in English as a second language are presented. The publisher's name and address is provided for each instrument. (12 pages).


This 34-item annotated test bibliography deals with a variety of currently available measures of self-concept and self-esteem. For the purposes of this listing, self-concept was defined as a multidimensional construct encompassing the range of an individual's perceptions and evaluations of himself. Many of the devices contained herein emphasize the learner's self-concept or the individual's conceptions of himself in the school environment. However, several global measures are also described. Various methods for assessing self-concept, including direct observations, behavior ratings, self-reports, and projective techniques, are presented. The instruments described in this listing are appropriate for use in grade seven and above. Information was obtained from the holdings and references of the Educational Testing Service Test Collection. (7 pages).
This 31-item test bibliography deals with a variety of currently available measures of self-concept and self-esteem. For the purposes of this listing, self-concept was defined as a multidimensional construct encompassing the range of an individual's perceptions and evaluations of himself. Many of the devices contained herein emphasize the learner's self-concept of the child's conception of himself in the school environment. However, several global measures are also described. Various methods for assessing self-concept, including direct observations, behavior ratings, self-reports, and projective techniques, are presented. The instruments described in this listing are appropriate for use with children in grades four through six. Information was obtained from the holdings and references of the Educational Testing Service Test Collection. (6 pages).

This 31-item test bibliography lists currently available measures of attitudes toward school and school adjustment. The construct--attitudes toward school--encompasses pupils' attitudes toward themselves as learners, learning as a process, the school environment or classroom situation, specific school subjects, and teachers. In addition, the pupils' behavior is considered if it is indicative of their adjustment or lack of adjustment to the educational environment. Teacher ratings, self-report devices, and observation techniques are the various methods for assessing these attitudinal elements which have been included in the listing. Instruments described in this bibliography are appropriate for use with students in grades four through six. Information was obtained from the holdings and references of the Educational Testing Service Test Collection. (8 pages).

This 53-item test bibliography lists a variety of currently available measures which may be used to assess teachers. Among the devices described are: instruments which are completed by teachers and which provide an indication of their proficiency in or knowledge of both general and specific areas in education; self-report attitudinal measures for teachers; instruments which are completed by students and which may indicate their attitudes toward and/or evaluations of a particular teacher or classroom situation which is dependent upon the teacher; and observational devices that may be used to consider such factors as the teacher's competency, teaching style, characteristics and/or interaction with pupils. Information was obtained from the holdings and references of the Educational Testing Service Test Collection. (11 pages).
This 53-item test bibliography lists currently available measures of attitudes toward school and school adjustment. The construct—attitudes toward school—encompasses pupils' attitudes toward themselves as learners, learning as a process, the school environment or classroom situation, specific school subject, and teachers. In addition, the pupils' behavior is considered if it is indicative of their adjustment or lack of adjustment to the educational environment. Teacher ratings, self-report devices, and observational techniques are the various methods for assessing these attitudinal elements which have been included in the listing. Instruments described in this bibliography are appropriate for use with students in grades seven through twelve. Information was obtained from the holdings and references of the Educational Testing Service Test Collection. (7 pages).

Forty-four items published between 1963 and 1972 are listed in this annotated bibliography which deals with a variety of self-concept measures appropriate for use with children from the preschool level through the third grade. For the purposes of this listing, self-concept was defined as a multidimensional construct encompassing the range of a child's perceptions and evaluations of himself. Many of the sources emphasize the learner's self-concept or the child's conception of himself in the school environment. However, several global measures are also described. (8 pages).

Twenty-one criterion-referenced tests are cited and for each the following information is provided: description, format and administration, response mode and scoring, technical information, and references. The tests cited are the result of an attempt made to bring together tests designated in the Educational Testing Service Test Collection, a library of tests and test-related information, and labeled in the ERIC system as criterion-referenced tests. This annotated bibliography does not list every test that has been labeled criterion-referenced; however, it typifies the variety of tests that are available under the rubric criterion-referenced. Also, criterion-referenced and norm-referenced tests are defined in several ways, and their advantages, limitations, and uses are briefly explored. (13 pages).
APPENDIX B

SELECTED LIST OF TEST PUBLISHERS

AMERICAN COLLEGE TESTING PROGRAM, P.O. Box 168, Iowa City, Iowa 52240

AMERICAN GUIDANCE SERVICE, INC., Publishers' Building, Circle Pines, Minnesota 55014

AUSTRALIAN COUNCIL FOR EDUCATIONAL RESEARCH, Frederick Street, Hawthorn E2, Victoria, Australia

BOBBS-MERRILL COMPANY, INC., 4300 West 62nd Street, Indianapolis, Indiana 46268

BUREAU OF EDUCATIONAL RESEARCH AND SERVICE, University of Iowa, Iowa City, Iowa 52240

CALIFORNIA TEST BUREAU/MCGRAW-HILL, Del Monte Research Park, Monterey, California 93940

COMMITTEE ON DIAGNOSTIC READING TESTS, INC., Mountain Home, North Carolina 28758

CONSULTING PSYCHOLOGISTS PRESS, INC., 577 College Avenue, Palo Alto, California 94306

COOPERATIVE TESTS AND SERVICES, Educational Testing Service, Princeton, New Jersey 08540

EDUCATIONAL AND INDUSTRIAL TESTING SERVICE, P.O. Box 7234, San Diego, California 92107

EDUCATIONAL TEST BUREAU, Division of American Guidance Service, Inc., 720 Eashington Avenue, S.E., Minneapolis, Minnesota 55414

EDUCATIONAL TESTING SERVICE, Princeton, New Jersey 08540

GUIDANCE CENTRE, Ontario College of Education, University of Toronto, 1000 Yonge Street, Toronto 289, Ontario, Canada

HARCOURT BRACE JOVANOVICH, INC., 75 Third Avenue, New York, New York 10017

HOUGHTON MIFFLIN COMPANY, 110 Tremont Street, Boston, Massachusetts 02107

INSTITUTE FOR PERSONALITY AND ABILITY TESTING, 1602 Coronado Drive, Champaign, Illinois 61822

LYONS AND CARNAHAN, 407 East 25th Street, Chicago, Illinois 60616
APPENDIX C

MULTIPLE CRITERION MEASURES

A. Indicators of Status or Change in Cognitive and Affective Behaviors of Students in Terms of Standardized Measures and Scales.

1. Standardized achievement and ability tests, the scores on which allow inferences to be made regarding the extent to which cognitive objectives concerned with knowledge, comprehension, understanding, skills and applications have been attained.

2. Standardized self-inventories designed to yield measures of adjustment, appreciations, attitudes, interests, and temperament from which inferences can be formulated concerning the possession of psychological traits (such as defensiveness, rigidity, aggressiveness, cooperativeness, hostility, and anxiety).

3. Standardized rating scales and checklists for judging the quality of products in visual arts, crafts, shop activities, penmanship, letter-writing, fashion design, and other activities.

B. Indicators of Status or Change in Cognitive and Affective Behaviors of Students by Informal or Semiformal Teacher-made Instruments or Devices.

1. Interviews: frequencies and measurable levels of responses to formal and informal questions raised in a face-to-face interrogation.

2. Questionnaires: frequencies of responses to items in an objective format and numbers of responses to categorized dimensions developed from the content analysis of responses to open-ended questions.

3. Self-concept perceptions: measures of current status and indices of congruence between real self and ideal self often determined from use of the semantic differential or Q-sort techniques.

---

4. **Self-evaluation measures**: student's own reports on his perceived or desired level of achievement, on his perceptions of his personal and social adjustment, and on his future academic and vocational plans.

5. **Teacher-devised projective devices** such as casting characters in the class play, role playing, and picture interpretation based on an informal scoring model that usually embodies the determination of frequencies or the occurrence of specific behaviors, or ratings of their intensity or quality.

6. **Teacher-made achievement tests** (objective and essay), the scores on which allow inferences regarding the extent to which specific instructional objectives have been attained.

7. **Teacher-made rating scales** and check lists for observation of classroom behaviors; performance levels of speech, music and art; manifestation of creative endeavors, personal and social adjustment, physical wellbeing.

8. **Teacher-modified forms** (preferably with consultant aid) of the semantic differential scale.

### C. Indicators of Status or Change in Student Behavior Other Than Those Measured by Tests, Inventories, and Observation Scales in Relation to the Task of Evaluating Objectives of School Programs.

1. **Absences**: full-day, half-day, part-day, and other selective indices pertaining to frequency and duration of lack of attendance.

2. **Anecdotal records**: critical incidents noted including frequencies of behaviors judged to be highly undesirable or highly deserving of commendation.

3. **Appointments**: frequencies with which they are kept or broken.

4. **Articles and stories**: numbers and types published in school newspapers, magazines, journals, or proceedings of student organizations.

5. **Assignments**: numbers and types completed with some sort or quality rating or mark attached.

6. **Attendance**: frequency and duration when attendance is required or considered optional (as in club meetings, special events, or off-campus activities).
7. Autobiographical data: behaviors reported that could be classified and subsequently assigned judgmental values concerning their appropriateness relative to specific objectives concerned with human development.

8. Awards, citations, honors, and related indicators of distinctive or creative performance: frequency of occurrence or judgments of merit in terms of sealed values.

9. Books: numbers checked out of library, numbers renewed, numbers reported read when reading is required or when voluntary.

10. Case histories: critical incidents and other passages reflecting quantifiable categories of behavior.

11. Changes in program or in teacher as requested by student: frequency or occurrence.

12. Choices expressed or carried out: vocational, avocational, and educational (especially in relation to their judged appropriateness to known physical, intellectual, emotional, social, aesthetic, interest, and other factors.)

13. Citations: commendatory in both formal and informal media of communication such as in the newspaper, television, school assembly, classroom, bulletin board, or elsewhere (see Awards).

14. "Contract": frequency or duration of direct or indirect communications between persons observed and one or more significant others with specific reference to increase or decrease in frequency or to duration relative to selected time intervals.

15. Disciplinary actions taken: frequency and type.

16. Dropouts: numbers of students leaving school before completion of program of studies.

17. Elected positions: numbers and types held in class, student body, or out-of-school social groups.

18. Extracurricular activities: frequency or duration of participation in observable behaviors amenable to classification such as taking part in athletic events, charity drives, cultural activities, and numerous service-related avocational endeavors.

19. Grade placement: the success or lack of success in being promoted or retained; number of times accelerated or skipped.
20. Grade point average: including numbers of recommended units of course work in academic as well as in non-college preparatory programs.

21. Grouping: frequency and/or duration of moves from one instructional group to another within a given class grade.

22. Homework assignments: punctuality of completion, quantifiable judgments of quality such as class marks.

23. Leisure activities: numbers and types of; times spent in; awards and prizes received in participation.

24. Library card: possessed or not possessed; renewed or not renewed.

25. Load: numbers of units or courses carried by students.

26. Peer group participation: frequency and duration of activity in what are judged to be socially acceptable and socially undesirable behaviors.

27. Performance: awards, citations received; extra credit assignments and associated points earned; numbers of books or other learning materials taken out of the library, products exhibited at competitive events.

28. Recommendations: numbers of and judged levels of favorableness.

29. Recidivism by students: incidents (presence or absence or frequency of occurrence) of a given student's returning to a probationary status, to a detention facility, or to observable behavior patterns judged to be socially undesirable (intoxicated state, dope addiction, hostile acts including arrests, sexual deviation).

30. Referrals: by teacher to counselor, psychologist, or administrator for disciplinary action, for special aid in overcoming learning difficulties, for behavior disorders, for health defects or, for part-time employment activities.

31. Referrals: by student himself (presence, absence, or frequency).

32. Service points: numbers earned.

33. Skills: demonstration of new or increased competencies such as those found in physical education, crafts, homemaking, and the arts that are not measured in a highly-valid fashion by available tests and scales.
34. Social mobility: numbers of times student has moved from one neighborhood to another and/or frequency with which parents have changed jobs.

35. Tape recordings: critical incidents contained and other analyzable events amenable to classification and enumeration.

36. Tardiness: frequency of.

37. Transiency: incidents of.

38. Transfers: numbers of students entering school from another school (horizontal move).

39. Withdrawal: numbers of students withdrawing from school or from a special program (see Dropouts).

D. Indicators of Status or Change in Cognitive and Affective Behaviors of Teachers and Other School Personnel in Relation to the Evaluation of School Programs.

1. Articles: frequency and types of articles and written documents prepared by teachers for publication or distribution.

2. Attendance: frequency of, at professional meetings or at inservice training programs, institutes, summer schools, colleges and universities (for advanced training) from which inferences can be drawn regarding the professional person's desire to improve his competence.

3. Elective offices: numbers and types of appointments held in professional and social organizations.

4. Grade point average: earned in postgraduate courses.

5. Load carried by teacher: teacher-pupil or counselor-pupil ration.

6. Mail: frequency of positive and negative statements in written correspondence about teachers, counselors, administrators, and other personnel.

7. Memberships including elective positions held in professional and community organizations: frequency and duration of association.

8. Model congruence index: determination of how well the actions of professional personnel in a program approximate certain operationally-stated judgmental criteria concerning the qualities of a meritorious program.
9. Moonlighting: frequency of outside jobs and time spent in these activities by teachers or other school personnel.

10. Nominations by peers, students, administrators or parents for outstanding service and/or professional competencies: frequency of.

11. Rating scales and checklists (e.g., graphic rating scales or the semantic differential) of operationally-stated dimensions of teachers' behaviors in the school setting from which observers may formulate inferences regarding changes of behavior that reflect what are judged to be desirable gains in professional competence, skills, attitudes, adjustment, interests, and work efficiency; the perceptions of various members of the total school community (parents, teachers, administrators, counselors, students, and classified employees) of the behaviors of other members may also be obtained and compared.

12. Records and reporting procedures practiced by administrators, counselors, and teachers: judgments of adequacy by outside consultants.

13. Termination: frequency of voluntary or involuntary resignation or dismissals of school personnel.

14. Transfers: frequency of requests of teachers to move from one school to another.

E. Indicators of Community Behaviors in Relation to the Evaluation of School Programs.

1. Alumni participation: numbers of visitations, extent of involvement in PTA activities, amount of support of a tangible (financial) or a service nature to a continuing school program or activity.

2. Attendance at special school events, at meeting of the board of education, or at other group activities by parents: frequency of.

3. Conference of parent-teacher, parent-counselor, parent-administrator sought by parents: frequency or request.

4. Conferences of the same type sought and initiated by school personnel: frequency of requests and record of appointments kept by parents.

5. Interview responses amenable to classification and quantification.
6. Letters (mail): frequency of requests for information, materials, and servicing.

7. Letters: frequency of praiseworthy or critical comments about school programs and services and about personnel participating in them.

8. Participant analysis of alumni: determination of locale of graduates, occupation, affiliation with particular institutions, or outside agencies.

9. Parental response to letters and report cards upon written or oral request by school personnel: frequency of compliance by parents.

10. Telephone calls from parents, alumni, and from personnel in communications media (e.g., newspaper reports): frequency, duration, and quantifiable judgments about statements monitored from telephone conversations.

11. Transportation requests: frequency of.