A Closer Look at Latent Trait Parameter Invariance.

Using conventional mental test theory, item parameters of an aptitude or achievement test vary with each group of examinees, and as such are somewhat limited in their use and interpretation. Within the last 25 years, measurement models have emerged in which item parameters are considered to be invariant. Generically referred to as latent trait mental measurement or item characteristic curve theory, these models have precipitated the development of sophisticated tailored testing techniques which capitalize on the item parameter invariance feature. This paper examines the invariance feature for the Birnbaum 2 and 3 parameter logistic models. The investigation is in two parts, the first theoretical, the second empirical. Even with somewhat inadequate data, the empirical investigation supported the theoretical considerations. (Author/RC)
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A Closer Look at Latent Trait Parameter Invariance

Using conventional mental test theory, item parameters of an aptitude or achievement test vary with each group of examinees, and as such are somewhat limited in their use and interpretation. Within the past 25 years, measurement models have emerged in which item parameters are considered to be invariant (Lord, 1952; Rasch, 1960; Birnbaum, 1968; Urry, 1970). Generically referred to as "latent trait mental measurement" or "item characteristic curve theory," these models have precipitated the development of sophisticated tailored testing techniques which capitalize on the item parameter invariance feature.

In this paper, I will examine this invariance feature for the Birnbaum 2 and 3 parameter logistic models (Birnbaum, 1968). The investigation will be in two parts, the first theoretical, the second empirical.

A Theoretical Examination of Parameter Invariance

Both models under consideration have been developed in the literature (Jensema, 1972; Lord and Novick, 1968), and will not be fully described here. The item characteristic curve (ICC) in Figure 1 shows, for Birnbaum's 3 parameter logistic model, the regression of ability \( \theta \), against the probability of a correct response,

\[
P(\theta) = a_g + (1-a_g)[1 + \exp(-1.7a_g(\theta-b_g))]^{-1}
\]

(1)
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for a particular item \( g \); where

\[ b_g, \] the item difficulty, is the point of inflection indicating the location of the curve along the \( \theta \) axis;

\[ a_g, \] the item discrimination, is directly related to the slope of the curve at \( b_g \);

\[ c_g, \] the probability of guessing the correct response, is the lower asymptote of the curve.

In the Birnbaum 2 parameter logistic model, \( c_g=0 \), for all items, and equation 1 becomes

\[ P(\theta) = \frac{1}{1 + \exp(-1.7a_g(\theta-b_g))} \]

The parameters \( b_g, a_g, \) and \( c_g \) are considered invariant in that the shape of any given ICC (for a particular item) is theoretically invariant across populations and across tests. That is, if an item is transplanted into a different test of the same ability or administered to a different group of examinees, the shape of the ICC will not change.

The numerical values for \( a_g \) and \( b_g \), however, are dependent upon the scale used to define particular values of \( \theta \). For lack of a natural metric, these values of \( \theta \) are usually represented as deviations from the mean true ability in a pre-tested population. Thus, if item parameters are separately calibrated on two groups of examinees whose ability distributions differ, different numerical values to represent each \( a_g \) and \( b_g \) parameter will be obtained. This situation is illustrated in Figure 2.

The two rigid \( \theta \) scales may be represented by \( \theta' \) and \( \theta'' \). Let \( a_g', b_g', \) and \( c_g' \) represent the numeric values obtained using the \( \theta' \) scale, and let \( a_g'', b_g'', \) and \( c_g'' \) represent the values using the \( \theta'' \) scale. Clearly, the
Figure 1. A hypothetical item characteristic curve.

Figure 2. A hypothetical item characteristic curve with two ability scales.
In theory, $a_g = a_g''$; however, because of the difficulty of obtaining good $a_g$ parameter estimates, this cannot be expected in practice.

Consider an examinee whose true ability is $\theta_*$ and who is a member of both groups. If the shape of the ICC is indeed invariant, this examinee will have the same probability of responding correctly regardless of the $\theta$ scale. That is,

$$P(\theta_*') = P(\theta_*'')$$

where $\theta_*'$ and $\theta_*''$ are the numerics used to describe $\theta_*$ on the $\theta'$ and $\theta''$ scales respectively.

New numerical values for $a_g$ and $b_g$ should be predictable with each change in the $\theta$ scale. I will derive and discuss such prediction equations for both the Birnbaum 2 parameter and the Birnbaum 3 parameter logistic models, and finally will describe an empirical investigation.

**Birnbaum's 2 Parameter Model**

By definition, (equation 2)

$$P(\theta_*') = \frac{1}{1 + \exp(-1.7a_g''(\theta_*'-b_g'))}$$

and

$$P(\theta_*'') = \frac{1}{1 + \exp(-1.7a_g'(\theta_*'-b_g'))}$$

Considering $\theta''$ and $\theta'$ not equal to $b_g''$ and $b_g'$; substituting into (3) and inverting, we obtain:

$$1 + \exp(-1.7a_g''(\theta_*'-b_g'')) = 1 + \exp(-1.7a_g'(\theta_*'-b_g'))$$

Subtracting 1 and taking the natural logarithms,

$$-1.7a_g''(\theta_*'-b_g'') = -1.7a_g'(\theta_*'-b_g')$$

Then

$$a_g'' = \frac{b_g' - b_g^*}{a_g'' - a_g^*} a_g'$$

$$\left[\frac{\theta_*' - b_g'}{\theta_*'' - b_g''}\right]a_g''$$

$$= a_g''$$

$$5$$

6
Carets (\(\wedge\)) are used to indicate that these are predicted values. Note that both (4) and (5) are linear relationships. The same types of linear relationships hold for Lord's 2 parameter normal ogive model (see Lord and Novick, 1968, Chapter 16.11).

**Birnbaum's 3 Parameter Model**

In theory, the values for \(a_g\) and \(b_g\) do not change when a guessing parameter, \(c_g\), is added. As such, equations 4 and 5 should hold for the three parameter logistic model as well. However, the question will be answered allowing for \(a_g'\neq a_g''\).

First \(\theta_k\) and \(\theta_\kappa\) are selected such that \(P(\theta_k)=P(\theta_\kappa)=K\), \(0<K<1\). Thus,

\[
\theta_k = b_g' + \ln \left[ \frac{K - a_g'}{1 - K} \right] (1.7a_g')^{-1} \tag{6}
\]

and

\[
\theta_\kappa = b_g'' + \ln \left[ \frac{K - a_g''}{1 - K} \right] (1.7a_g'')^{-1} \tag{7}
\]

Let \(K'\) and \(K''\) denote \(\ln \left[ \frac{K - a_g'}{1 - K} \right]\) and \(\ln \left[ \frac{K - a_g''}{1 - K} \right]\) respectively. Then solving (6) and (7) for 1.7,

\[
\frac{K''}{(\theta''_\kappa - b_g'')a_g''} = \frac{K'}{(\theta'_k - b_g')a_g'} = 1.7
\]

Then

\[
\wedge \frac{a_g''}{\theta''_\kappa - b_g''} = \frac{K''}{\theta'_k - b_g'} \left[ \begin{array}{c} K' \\ K'' \end{array} \right] a_g' \tag{8}
\]
Again, these are linear functions. Note that when \( a_g' = a_g'' \), \( K' = K'' \) and equations 8 and 9 reduce to equations 4 and 5 respectively.

### Discussion

This demonstration has shown that with both the Birnbaum 2 and 3 parameter models, (1) \( a_g'' \) is a linear function of \( a_g' \) with intercept equal to zero and (2) \( b_g'' \) is a linear function of \( b_g' \) with intercept not necessarily equal to zero.

In equations 4 and 8, one may note that

\[
\frac{\theta_{*_g} - b_g'}{\theta_{*_g} - b_g''} = \frac{K'' a_g'}{K' a_g''} + \frac{\theta_{*_g} 'K' - \theta_{*_g} 'K''}{a_g'' K'}
\]

Again, these are linear functions.
An Empirical Investigation of Parameter Invariance

The parameter invariance has been considered theoretically in the preceding pages. In this part of the paper, it will be treated empirically. Specifically, I will show that a change in the \( \theta \) metric will precipitate linear changes in the \( a_g \) and \( b_g \) values.

**Procedure**

Item responses to the Level II Spelling Subtest of the Stanford Achievement Test, Hearing-Impaired Version (SAT-HI) by 2,609 students were made available through the courtesy of the Office of Demographic Studies, Gallaudet College, Washington, D.C. Each of the 47 items within this subtest provides one correct and three alternative responses.

The 2,609 cases were a part of a stratified random sample of 6,872 students in the United States' special education programs for the hearing-impaired taking the entire SAT-HI battery in the spring of 1974. Stratification was conducted on type of program and enrollment size of the institution.

The examinees were divided into two groups based on chronological age on the day of testing. The younger group, group L, contained 1,415 subjects; the older group, group H, 1,194.

Parameter estimates were calibrated on each group separately using an iterative minimum chi square estimation procedure developed by Urry (1975). As suggested by Schmidt and Gugel (1975), a minimum of 1,000 subjects and 60 items are needed to obtain satisfactory parameter estimates with the Urry procedure. Since the number of items available on the SAT-HI is less than 60, estimates from both groups may contain somewhat more random error than recommended.
The data were analyzed to test the null hypotheses that (1) with the intercept set equal to zero, there is no strong linear regression of $a_g^L$ on $a_g^H$, and (2) there is no strong linear regression of $b_g^L$ on $b_g^H$. Fairly restrictive R$^2$s $> .75$ were sought. To provide additional information, these regressions were plotted (see Figures 3 and 4) and the product-moment correlations of observed and predicted parameter values were computed.

Results

In the process of parameterization, 16 and 2 subjects were dropped from groups L and H respectively, because $\theta$ estimates were unattainable. Item parameter estimates were obtained on a total of 41 items common to both groups. These estimates and the $\hat{a}_g^H$ and the $\hat{b}_g^H$ values are shown in Table 1. The bivariate product-moment correlations between $\hat{a}_g^H$ and $a_g^H$ and between $\hat{b}_g^H$ and $b_g^H$ are .677 and .929, respectively.
### Table 1

**Observed and Predicted $a_g$ and $b_g$ Values**

*on a 41-Item Test*

<table>
<thead>
<tr>
<th>PREDICTED</th>
<th>GROUP H</th>
<th>GROUP L</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{a}_g$</td>
<td>$\hat{b}_g$</td>
<td>$a^H_g$</td>
</tr>
<tr>
<td>1.57</td>
<td>0.18</td>
<td>1.70</td>
</tr>
<tr>
<td>2.17</td>
<td>-1.27</td>
<td>2.03</td>
</tr>
<tr>
<td>1.43</td>
<td>-0.68</td>
<td>1.68</td>
</tr>
<tr>
<td>1.33</td>
<td>-1.16</td>
<td>1.24</td>
</tr>
<tr>
<td>1.69</td>
<td>-1.07</td>
<td>1.73</td>
</tr>
<tr>
<td>1.26</td>
<td>-0.54</td>
<td>1.46</td>
</tr>
<tr>
<td>1.72</td>
<td>-1.12</td>
<td>2.13</td>
</tr>
<tr>
<td>1.36</td>
<td>-0.56</td>
<td>1.54</td>
</tr>
<tr>
<td>1.30</td>
<td>0.32</td>
<td>1.28</td>
</tr>
<tr>
<td>1.65</td>
<td>-0.11</td>
<td>1.32</td>
</tr>
<tr>
<td>0.85</td>
<td>-0.13</td>
<td>1.02</td>
</tr>
<tr>
<td>1.17</td>
<td>-0.37</td>
<td>0.89</td>
</tr>
<tr>
<td>0.77</td>
<td>-0.16</td>
<td>0.71</td>
</tr>
<tr>
<td>1.17</td>
<td>-0.92</td>
<td>1.42</td>
</tr>
<tr>
<td>0.76</td>
<td>-0.79</td>
<td>0.95</td>
</tr>
<tr>
<td>1.22</td>
<td>-0.06</td>
<td>1.08</td>
</tr>
<tr>
<td>1.19</td>
<td>0.09</td>
<td>1.40</td>
</tr>
<tr>
<td>1.26</td>
<td>-0.27</td>
<td>1.25</td>
</tr>
<tr>
<td>1.06</td>
<td>-0.16</td>
<td>1.05</td>
</tr>
<tr>
<td>1.36</td>
<td>-0.92</td>
<td>1.48</td>
</tr>
<tr>
<td>2.00</td>
<td>0.37</td>
<td>1.77</td>
</tr>
<tr>
<td>1.88</td>
<td>0.07</td>
<td>1.15</td>
</tr>
<tr>
<td>1.02</td>
<td>-0.96</td>
<td>0.77</td>
</tr>
<tr>
<td>1.12</td>
<td>-0.48</td>
<td>1.42</td>
</tr>
<tr>
<td>1.72</td>
<td>-1.00</td>
<td>1.30</td>
</tr>
<tr>
<td>1.13</td>
<td>-0.57</td>
<td>1.16</td>
</tr>
<tr>
<td>1.22</td>
<td>-0.69</td>
<td>1.21</td>
</tr>
<tr>
<td>1.60</td>
<td>-0.51</td>
<td>1.72</td>
</tr>
<tr>
<td>1.23</td>
<td>0.52</td>
<td>1.20</td>
</tr>
<tr>
<td>2.27</td>
<td>1.19</td>
<td>1.63</td>
</tr>
<tr>
<td>1.41</td>
<td>-0.72</td>
<td>1.27</td>
</tr>
<tr>
<td>1.25</td>
<td>-0.70</td>
<td>1.20</td>
</tr>
<tr>
<td>1.17</td>
<td>0.02</td>
<td>1.89</td>
</tr>
<tr>
<td>1.42</td>
<td>-0.23</td>
<td>1.93</td>
</tr>
<tr>
<td>0.70</td>
<td>0.40</td>
<td>0.75</td>
</tr>
<tr>
<td>1.39</td>
<td>-0.29</td>
<td>1.67</td>
</tr>
<tr>
<td>1.60</td>
<td>1.10</td>
<td>2.17</td>
</tr>
<tr>
<td>1.39</td>
<td>-0.16</td>
<td>1.51</td>
</tr>
<tr>
<td>0.99</td>
<td>0.46</td>
<td>1.12</td>
</tr>
<tr>
<td>1.83</td>
<td>0.12</td>
<td>1.56</td>
</tr>
<tr>
<td>1.21</td>
<td>0.45</td>
<td>1.28</td>
</tr>
</tbody>
</table>
Figure 3. Bivariate frequency plots of item discrimination values $a_g$ from high and low groups.
Figure 4. Bivariate frequency plots of item difficulty values $b_g$ for high and low groups.
Table 2 shows the summary tables for the $a_g$ and $b_g$ regressions. It should be noted that the $a_g$ and $b_g$ regressions accounted for large percentages of the parameter variance (96% and 86% respectively). Thus, one can reject the hypotheses that there is no strong linear relationship between $a_g$ values with the intercept set equal to zero and there is no linear relationship between $b_g$ values at $R^2 > .75$.

The regressions of $a_g$ on $a_g$ and $b_g$ are illustrated in Figures 3 and 4. The solid lines represent the predicted values of $a_g$ and $b_g$ and the dotted lines represent the 95% confidence interval (±1.96 times S.E. est.).

**Discussion**

Although the parameter estimates may contain more than the recommended amounts of error variance, the presence of strong linear relationships has been shown between $a_g$ values and between $b_g$ values when calibrated on different $\theta$ scales. In effect, this demonstrates evidence for the invariance of the discrimination and difficulty latent trait parameters, even with fewer items than recommended.
An observed value deviating from a predicted value indicates one or more of the following:

1. a violation of the unidimensionality restriction,
2. a violation of the local independence restriction,
3. a poor parameter estimate when calibrated on one or both groups.

In light of the test size, the non-perfect correlations and deviations from the prediction lines are perhaps attributable to the third reason above. With existing parameter estimation programs, the $a_g$ estimates constantly contain more random error than the $b_g$ estimates. In addition, there is some restriction in range with regard to this parameter. Hence, the lower correlation for the $a_g$ parameters is to be expected.

**Conclusion**

In this paper, I have developed the parameter invariance concept for the Birnbaum 2 and 3 parameter logistic models. On a theoretical level, I showed that the numeric used to describe $a_g$ and $b_g$ is dependent upon the $\theta$ scale definition, and that through linear equations, new values of $a_g$ and $b_g$ can be predicted when the $\theta$ scale is redefined.

Even with somewhat inadequate data, the empirical investigation supported the theoretical considerations. At conservative values, the study demonstrated that a change in the $\theta$ metric precipitated linear changes in the values and in the $b_g$ values. The predicted values of $a_g^H$ and $b_g^H$ correlated with, and did not overly deviate from, the observed values of $a_g^H$ and $b_g^H$, and large percentages of the parameter variances were explained by the linear equations.
The presence of these linear functions supports the validity of the model for the test and for the examined samples. That is, assuming that satisfactory parameter estimates can be obtained, this procedure can be used to check for violations of the unidimensionality and local independence latent trait theory restrictions. The presence of near perfect linear relationships between samples would indicate that the restrictions have been met. Its absence between samples would suggest either a restriction violation or poor parameter estimates.
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