The use of indices of speededness in tests is reviewed and three possible indices which derive from a model which assumes that rate of work is normally distributed is proposed. Each of these indices is seen as limited by the failure to adequately consider the correlation between speed and power, but they have the advantage that they are derivable from a single administration of a test. The plausibility of an assumption of a normal distribution of work rates was tested on empirical data from seven tests, and in six cases the assumption was not unrealistic although the fit was only approximate. The analysis of tests for which the assumption is not completely tenable will often be instructive for those who construct instruments. Specific item material seems to govern departures from normality. The goal of a single, intuitively satisfying index of speededness in tests is important. Without some sort of metric or scale with which to assess degrees of speededness, the evaluation of tests in this important area remains inordinately subjective.
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The concept of test speededness is intuitively clear. If two individuals have about the same capacity for success, on the average, in dealing with the items in a test, but if one of them works much faster, then if the test is timed this faster individual will enjoy an advantage. A test is speeded, then to the extent that rate-of-work differences contribute to or explain the score variance. A speed test is one for which all score variance is thus explained, while a power test is one for which no score variance is thus explained.

Gulliksen (1950) has described a basic conception for a kind of scale for test speededness. His discussion considers a test in which all individuals have the same capacity for success, because they can all answer any question, but they have different work rates. Further, there is a stringent time limit. This situation is compared with a test on which the individuals differ markedly in their potential for correct answers, and in their rate of work, but there is no time limit. These models are referred to as a pure speed test and a pure power test.

The preponderance of tests in educational and psychological testing do not fit either of these models, but fall somewhere in between. Unfortunately, although the polar concepts of pure speed and pure power suggest a kind of scale by which to assess test speededness, no simple index has been developed for characterizing a test on this implicit continuum. This appears to result from the underlying complexity of the factors involved. Test speededness seems
logically related to a variety of such characteristics as the number of questions left unanswered, or answered wrongly, and a simple statistical formula has proved difficult to develop. Guillicksen suggests the examination of some variance ratios, considering the ratio of the variance of wrong answers to total score variance and the ratio of the variance of unattempted items to the total score variance. When the ratio of the variance of the wrong answers is small, the test may be considered primarily speeded. When the ratio of the variance of the unattempted items is small, the test may be considered predominantly a power test.

These ratios are consistent with the definitions, and they are calculable from a single test administration, but they are somewhat dissatisfying in that they only give strong results in extreme cases, when the observed values are very small. In many tests it is possible for both of the ratios to take quite sizable values, but there is no adequate technique for combining them into a single, logically consistent index, broadly applicable to the evaluation of tests. Further, as these variances of wrong answers and of unattempted items increase in magnitude the question of the correlation between wrong answers and unattempted items becomes a critical factor.

The salient role of this correlation is clear from a consideration of its impact under different conditions. If the number unattempted is basically highly and positively correlated with the number of wrong answers, then those people with the slowest rates of work show little promise of improving their position if they are
given more time. On the other hand, if the correlation is high but negative, there is reason to believe that the slowest people are the very ones who would end up with the top scores if they were given sufficient time.

Since Gulliken’s two ratios do not consider this correlation, they tend to be most meaningful in the extremes and not for the typical test. Cronbach and Warrington (1951) offer an approach which focusses on this essential correlation. They advance a formula which calls for determining the correlation between two parallel forms of a test under two conditions: with a time limit and without. If this correlation is low, then not having a time limit makes a big difference, and the test is speeded. As the correlation approaches a higher positive value, the test is increasingly less speeded, even though there may have been a marked shift in the values of Gulliken’s ratios.

The basic difficulty with the Cronbach and Warrington approach is the requirement for two parallel forms and two administrations. It is more often the case that speededness needs to be evaluated in connection with a test for which there has been only a single administration. At the present time there is no single adequate index for performing the evaluation. Stafford (1971) has suggested an index, the Speededness Quotient, which is the ratio of the number of unattempted items to the total number of items which were not succeeded upon. Not succeeding on an item may be due to making a wrong answer, to omitting the item but moving on to a later one,
or to a failure to attempt. His index has the virtue of simplicity and of providing a measure of the degree of test speededness for a specific individual or a specific item. It has the basic flaw, however, of ignoring the correlation between rate-of-work and success on items. Further, by focussing on the averages of such indices as items attempted, items answered wrongly, etc., rather than the variances, as Gulliksen does, Stafford's index seems weaker. It is the differences among persons which are of interest, and the consequences of these differences for the score distribution. A focus on the average values of distributions may pose logical difficulties in interpretation. If for example, all the examinees have the same rate of work, they may on the average fail to complete a considerable number of the items. But the score variance is due to variations in their ability to handle the problems, and the test is basically a power test. Gulliksen's index, focussing as it does on variance, would be sensitive to this and would characterize the test as power. Stafford's index, focussing on averages, would not.

Educational Testing Service has long evaluated three characteristics of the completion activity of the population taking the test: (a) the percent completing the test, (b) the percent completing 75% of the test, and (c) the test item at which approximately 80% of the total group are still working. These data are combined judgmentally as criteria which make a test speeded if (1) fewer than 100% of the candidates reach 75% of the items and (2) fewer than 80% of the candidates finish 100% of the items. As Swineford (1956) observes,
however, "These are arbitrary criteria and should not, of course, be too strictly applied.... It is important to understand,....that if the criteria are not met, it does not necessarily follow that the test is speeded." Additional data is prepared, in the standard test analysis, which can help the test evaluator to a judgment. This additional data centers on the number of scores which are in the range of chance and the number of scores which seem to reflect a high level of unattempted items but not a lack of success on those attempted. In addition, the distributions of four measures: number Right, number Wrong, number Omitted and number Not Reached are presented and summarized. (An Omitted item is one which is not marked but which is followed by a mark for some later item; Not Reached item is not marked but is not followed by any later marks.)

The ETS criteria are reviewed in a discussion of test speededness in each test analysis. No single index or guideline has been developed. Evans and Reilly (1972) used these criteria for speededness but introduced a graphic technique which plots the percent of candidates who are still working at various points in the test. In their presentation, they used a base line which was the number of items, ranging from zero to the total number in the test. A more general approach simply plots the "percent of subjects still working" as a function of "percent of test worked on." An example would be:
100% of 80 subjects still working

Such diagrams will characteristically exhibit the picture of a square with a "chunk" missing in the upper right hand corner. This is so because there is seldom any decrease in the percent of subjects still working until they begin to approach later items, and "it is seldom the case that the line of decreasing percent working" drops all the way to zero. Speed may seem to be a significant factor, but usually some people finish the test, and they constitute a sizable percentage of the subjects.

Figure 1 includes dotted lines which describe the basic ETS criteria. The example depicted is a test which would fail to meet both of these criteria; a few people fail to complete 75% of the test, and fewer than 80% of the subjects are still working on the last item. Only tests for which the graphic plot lies entirely...
within the upper right area defined by the dotted lines will meet the ETS standards.

Of course, the lines can be considered for specific item effects as well as for overall test speededness. The plot of Test A in Figure 2 would indicate a basically unspeeded test but one on which the last items, for some reason, discouraged candidates from making an attempt. The failure to meet the formal criteria would need to be tempered by a consideration of the precipitous decline in the percent working. Most considerations of test speededness assume that there are no such glaring impacts by individual items.
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The plot of Test B in Figure 2 would similarly reveal that there was a single item which seemed to stop a significant number of subjects dead in their tracks. Compared to the impact of the
items which precede and follow it, this item caused a much greater slowing down. The consideration of the graph would then permit the judgment that the test, without this particular item, would perhaps show much less evidence of speed, might in fact meet the stated criteria.

The demonstration of such aberrant items confirms the wisdom of Swineford's comment: No single general index of test characteristics will be free from errors of interpretation due to the presence of idiosyncratic items. Graphic presentations such as those in Figures 1 and 2 must be inspected before criteria used in evaluating them are applied. Nonetheless, there is a need to develop better ways of conveying the characteristics of test speed, and the route to such better ways would seem to lie in the development of better descriptors of the characteristics of the line which graphs the decrease in percent working. The ETS standard criteria simply ask, in effect, whether the line is found in its entirety within a single bounded region. This incorporates very little of the information which is available.

The graph does not lend itself readily to translation to the framework of Gulliksen or Stafford. Their ratios consider the wrongness or rightness of responses, while the graphic approach considers only items unattempted. Nonetheless, a pure power test, in Gulliksen's sense will be a test with no descending line at all: 100% of the subjects are still working on 100% of the test. A single point in the field meets this criterion. A pure speed test,
on the other hand, will have a graph which fails to reach the right-hand boundary, which instead "bottoms out", with 0% of the subjects reaching the higher percentages of the test. Figure 3 presents these situations.

Further, since the graphic method provides no direct estimate of the correlation between speed and poser, the kinds of information it can yield will inevitably be partial and will rely upon assumptions for their applicability. The graph of a pure speed test in Figure 3, for example, will only be legitimately interpretable in this way if there is 100% success on the items which are attempted by the candidates. It cannot be inferred from the data on percent attempting whether this is the case or not.

It is useful, however, to explore the implications of the graphic method and to redefine the baseline in terms of rate of work.
That is, for any test for which a time limit is established for all candidates, it is possible to convert the baseline into a scale of items per minute. Thus, if the test is a 100-item test, given in 50 minutes, all those who complete the test work at a rate of 2 items per minute or greater. It is not possible to establish, for a given individual who finishes, whether this person's rate is greater than 2.0 but the lower bound for the rate is establishable. For a candidate who completes 90 items in 50 minutes, however, the actual rate is more readily estimated: 1.8 items per minute. Similarly, 80 items in 50 minutes would indicate a 1.6 items per minute rate. Thus, for any candidate who fails to finish the test, but who is still working at the end, we can establish an estimate of rate of work.

Using these estimated rates of work, we can develop projections of the required additional time that individuals might require in order to complete the test. For example, if the subject has completed 90 items in 50 minutes, working at a rate of 1.8 items per minute, then in order to complete the test, to answer the remaining 10 items, we would estimate that the subject needs \( 10 + 1.8 = 5.6 \) more minutes (approximately). The average of such estimates, over all the subjects who fail to complete a test, may be useful to the test constructor, as an estimate of the additional times required to halve the number of non-finishers. It is further possible to consider this "average time required to permit non-finishers to complete the test" as a percentage of the present time allotment, and to treat this
as an index of test speededness. Thus, if a test would require only 5% more time to permit half of the non-finishers to complete, it is more of a power test, whereas a test which would require 50% more time to achieve this goal is more of a speed test. It is doubtful that such a quantity would be useful as an all-purpose index for characterizing tests as speeded or unspeeded. However, it might be of considerable value in helping the test constructor to establish new time limits for any test which is inappropriately speeded.

When the baseline is redefined in this way, as a rate of work continuum, it is possible to replot the graph in order to show the percent of the group who exhibit the various rates of work. That is, the differences in percent still working from one baseline point to another shows the percent of subjects who could maintain the slower of the two work rates but could not attain the faster. Returning to our example of a 400 item test in 50 minutes, if 85% of the subjects answer 90 items, but only 81% of the subjects answer 91 items, then 4% of the subjects have work rates greater than 1.80 items/minute but less than 1.82 items/minute. Thus, it is possible to determine the empirical distribution of work rates, for those who fail to complete the test.

A focus on rate of work indices would seem to be superior to the attention which has more typically centered on the number unattempted. For a given test, of course, the two values are
consistently related. But it is possible to consider the items per minute index as independent of any test, and to extrapolate to estimates of candidate performance on other tests, differing both in total number of items and the time limit. Because of this, the items per minute index would seem to offer significant advantages as a fundamental indicator of speed on tests. In particular, the estimation of rate of work indices and rate of success indices opens the way to a possible estimate of the speed -power correlation, as Reilly (1974) has shown.

A major limitation of the analysis thus far lies in the fact that it presents rate of work data only for those who fail to complete the test, offering only a lower-bound estimate for all those who complete. However, if the shape of the overall distribution can be assumed, it may be possible to calculate its parameters from the data available on those who fail to complete.

It will frequently be reasonable to assume that the rates of work are distributed normally in the test subject population. Given this assumption, one can estimate the mean and standard deviation of the normal distribution, for the mean and standard deviation for those who fail to complete the test are known both empirically and theoretically. That is, if 35% of the total group fail to complete the test, their average rate of work and the standard deviation of these rates can be calculated empirically. Further, the mean and standard deviation of the z-scores of the hypothetical normal curve can be calculated. By combining these as linear equations, it is
possible to solve for the estimated mean and standard deviation of the rates of work of the total group.

The following formulas are used to calculate the mean and standard deviation of the z-scores of these not finishing, on the assumption that they are a subgroup of a normal population.¹

\[
\mu_x^- = - \frac{1}{(p)\sqrt{2\pi}} \int_{z_p}^{\infty} xe^{-x^2/2} \, dx
\]  

\[
\sigma_x^- = \left[ \frac{1}{(p)\sqrt{2\pi}} \int_{z_p}^{\infty} x^2e^{-x^2/2} \, dx - \mu_x^- \right]^{1/2}
\]

\(\mu_x^-\) = the mean z-score for the group who fail to finish

\(p\) = the proportion of the sample who fail to finish

\(z_p\) = the z-score above which lies a proportion of area under the normal curve equal to \(p\)

\(\sigma_x^-\) = the standard deviation of the z-scores of those who fail to finish.

¹The author is grateful to Richard Reilly for describing this approach to calculating the parameters.
When $\sigma_x$ and $\mu_x$ are known, the mean and standard deviation of the total group can be calculated as follows

\[
S_y = S'/\sigma_y
\]  

(3)

\[
\bar{Y} = \bar{Y'} - S_x
\]  

(4)

The calculation of the parameters permits a description of the rates of work for the entire population, not just those who do not finish. While specific individuals or subgroups among those who finish cannot be identified, probability statements can be developed as to the frequency with which work rates will be exhibited.

Given the estimated parameters for the total group, it is possible to replot the graphs for test speed by changing the ordinate to a scale from +3.0 to -3.0. These z-scores values will encompass virtually the entire sample, and may be taken as effective replacements for the percent finishing. The resulting plot would be as follows:
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The line relating z-scores in the observed distribution to rates of work is presented in two segments. The solid portion is the observable segment; it describes the relationship for those who fail to complete the test. The dotted line is not observable, since all that is known about those who complete the test is a lower bound. The mean rate of work for the total sample is the point on the baseline which lies vertically beneath the intersection of a horizontal drawn from 0 on the abscissa and the sloping line.

In theory, for parallel sets of material, this line will not shift. A test will span a certain segment of possible rates of work, but the effect of changing the test characteristics, in terms of time limits or number of items, is simply to alter the proportion of the sloping line of relationship which is observable or not. The pure power test will have a sloping line which is entirely in the dotted line region. The pure speed test will have a solid line, with the normal distribution of the work rates entirely accessible to empirical confirmation.

The analysis of the characteristics of this line is an extension of current practice in the description of test speededness. While no true index of speed can avoid the consideration of speed-power correlation, a consideration of the line and its properties can be helpful in visualizing the total impact of rate of work on a test. In a sense, under the present formulation, approaches to speed such as those practiced at ETS are seen to place heavy emphasis on minimizing the solid portion of the line. The criteria of completion
(100% of the test by 80% of the group, 75% of the test by 100% of the group) establish implicit characteristics for the location of the line with respect to the rates of work sampled by the test. But the slope of the line itself does not enter into the evaluation, provided that the line is constrained to the acceptable zone.

The explicit development of the line permits a consideration of such factors as time to finish early and reexamine one's work. Examine the two tests described in Figure 5. Each is essentially unspeeded in that virtually all of the samples complete all of the tests. But Test A has a steeper slope, and this implies that there is a much narrower range of work rates in the group for this test. The result is that some of the hidden characteristics of test speed, such as the opportunity to reexamine work, are less involved in Test A than they are in Test B.

Such slopes will, of course, influence the correlation between rate of work and rate of success, for the diminished variance in rates of work will lower the potential correlation. They will also
figure in such aspects of tests as the extent to which subgroups of
the population finish early and become restive, disturbing other
subjects who may still be working, and posing problems for proctors.
While no total generalization is possible, tests which have steeper
slopes will be superior to other tests which have a greater spread
of rates of work.

It should be explicitly pointed out that since all test
analyses will have a common abscissa, ranging from +3.0 to -3.0,
the slope parameter is in fact an index of the range of work rates
observed in the population. The line is selected graphically for
its advantages in clearly providing comparisons of tests and in
clearly demarcating the zones of empirically determined and theoret-
ically determined data. But a different approach might express many
for the same concepts in terms of the ranges of rates of work which
are observed. As will be seen below, the use of range concepts is
advantageous in discussions of possible indices.

The development of the concept of the line suggests several
indices for test speededness.

1) A first index might be simply the total range of rates of
work. In general, a test is less speeded if this range is
smaller (i.e., if the slope of the line is steeper.) This
will be true regardless of where the range of rates sampled
by the test may lie. If the range sampled by the test
clearly exceeds that exhibited by the sample, so that all
of the line is solid, nonetheless a very steeply sloped line will indicate a test for which there is little variance due to speed.

2) A second index might be the proportion of the total range of rates of work in the group which overlaps with the range of rates of work which is sampled by the test. This is again related to the slope concept but has a somewhat different set of applications. It could not be calculated for pure speed or pure power tests, which have totally overlapping or totally nonoverlapping ranges between tests and group. For the intermediate cases, however, it would provide a measure of speed. In general, the smaller the proportion of overlap, the less the test is speeded. In a sense, this index provides a possible metric or scale between the polar concepts of speed and power as suggested by Gulliksen's formulation.

The two indices described above underscore the complexity of analysis in this area, for in general, tests of different slopes, or ranges or rates are not equally sensitive to the second index. As shown in Figure 5, Test A would be considered less speeded by the first index, but more speeded by the second. It is as if the second index asked "How much overlap, in terms of rate of work, is there between test and group?" While the first index asked "How much difference can it make how much overlap there is?"
Each question is legitimate. Given two tests of equal slope, the second index will differentiate between them appropriately. Given two tests which are equal by the second index, the first index will differentiate between them appropriately. But a single number for making both of the comparisons is difficult to devise.

3) A third index might be the product of the range of rates exhibited by the group and the proportion of this range which overlaps with the range called for by the test. The greater this index, the greater the amount to speededness. How useful this single index would be in practice in combining the two dimensions of the problem would have to be decided by user experience. There is so little familiarity with the basic nature of rates of work that the numbers would not be meaningful at first.

The development of these indices proceeds from the model but there is a need to test the basic assumption of normality of the distribution. This is possible by considering the extent to which those items which are not completed by the entire group are consistent in their information. If the model is fulfilled, the z-scores which are computed from a consideration of the proportion reaching each item will be closely related to the z-scores which are predicted from the established parameters of the normal curve. That is, the parameters of the hypothetical normal curve which describes work rates are determinable by the equations given earlier. Using these parameters,
it is possible to describe a z-score for each value of the number attempted (or, conversely, not reached). If, for example, the mean work rate is 2.00 items/minute, and the standard deviation of the rates is 0.50 items/minute, then a person who works more slowly, at a rate of 1.50 items/minute, is at a z-score of -1.00. But if the distribution is normal, there would be an empirical 16% of the group who have work rates as slow as or slower than this. The actual empirical values can be compared with those calculated from the parameters and their consistence used to test the hypothesis.

Figures 6-12 present such comparisons of the two different z-score estimates for given levels of Not Reaching, the parametric estimate and the empirical estimate. In each case, the parametric values are on the ordinate, the empirical values on the abscissa. The diagonal line of equality is drawn for each figure. If all the points fell along this line, the model would be perfectly confirmed. It is clear that the tests studied gave basically an approximate conformity to the model. A test such as VSA25-14, however, in Figure 10 would seem to be sufficiently well described that predictions about the rest of the distribution of work rates could be made. Several other tests approach this level of fit, also. A test such as VSA25-17, in Figure 12, would seem to be very poorly described by a single normal distribution. It's points seem to follow two linear trends, one for the region from 0.00z to -1.90z, the other from -1.90z to 2.50z. Perhaps something happened in the administration of this test, or there was some specific characteristic of the material which
make people shift their rate of work on the later items. The evi-
dence of Figure 12 indicates that the last few items are suddenly
much more time consuming than would have been predicted from a
consideration of the earlier items. In reading the charts, the
items at the upper right, with the higher absolute values of z-score,
are the earliest items to show individuals who do not reach them.
Being early, they indicate very slow rates of work. Later items,
up to the last item itself, indicate faster rates of work, nearer
the average of the distribution. Thus, in Figure 12 the last items
show much larger groups of people in each rate-of-work category, for
the shift in empirical z-score is much greater than would be indicated
by a normal distribution.

Some of the plots look as though there would be a better fit if
the parameters were somewhat different. For example, Figure 11,
VSA13-24 seems a reasonably linear relationship. If the parameters
were somewhat different, the line of equality might pass up through
the swarm of points in a much more direct manner. The estimates of
the parameters derived for this paper might be improved on by requir-
ing more precision in the statistical work. Alternately, perhaps
there are superior statistical techniques for deriving these estimates.

The aberration in the plot of PB01-Error Recognition items, in
Figure 8, is interesting. A small set of items appears to swerve out
of the plot. This swerve is interpreted to indicate that the first
items in this cluster were answered more readily than average, while
the last ones took somewhat longer. This swerve is in a sense a
microcosm of the larger curve of Figure 12. It would be interesting to consider the specific properties of these items to see if reasonable hypotheses can be developed for explaining their speededness characteristics.

Figure 13 is reprinted from an earlier paper Donlon (1973). In that earlier paper the focus was on establishing time limits for tests, and graphic estimates were used to derive the parameters. For each item, the percent not reaching it was converted to a z-score, using tables of the normal curve, and these points were plotted. A line of best fit was drawn through the points by hand, and the mean and standard deviation of work rates for the total distribution estimated in this way. Thus, in Figure 13, for VSA25-13 the values of 39 and 9 were estimated, 39 because this was the value on the abscissa corresponding to a z-score of 0.00, and 9 because this was the approximate shift in abscissal values for a shift of 1.00 units on the ordinate. The values estimated for these parameters by the equations were 38.41 and 8.41, respectively, as can be seen in Table 1.

Table 1 compares the graphical and statistical estimates for six of the seven tests presented in the figures. VSA25-17 was too non-normal to make a meaningful estimate statistically. In general, the estimates agree sufficiently that the establishment of time limits by the two methods would be reasonably consistent.

-------------------
Insert Table 1 about here
-------------------
In summary, this paper has reviewed the use of indices of speededness in tests and has proposed three possible indices which derive from a model which assumes that rate of work is normally distributed. Each of these indices is seen as limited by the failure to adequately consider the correlation between speed and power, but they have the advantage that they are derivable from a single administration of a test. The plausibility of an assumption of a normal distribution of work rates was tested on empirical data from seven tests, and in six cases the assumption was not unrealistic although the fit was only approximate. The analysis of tests for which the assumption is not completely tenable will often be instructive for those who construct instruments. Specific item material seems to govern departures from normality.

The goal of a single, intuitively satisfying index of speededness in tests is important. Without some sort of metric or scale with which to assess degrees of speededness, the evaluation of tests in this important area remains inordinately subjective.
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Table 1
Comparisons of Graphic and Statistical Estimates of Parameters

<table>
<thead>
<tr>
<th></th>
<th>Graphic</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSA25-14</td>
<td>32</td>
<td>32.38</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7.92</td>
</tr>
<tr>
<td>VSA25-13</td>
<td>39</td>
<td>38.41</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>8.41</td>
</tr>
<tr>
<td>VSA13-24</td>
<td>73</td>
<td>70.24</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>12.15</td>
</tr>
<tr>
<td>VSA25-17</td>
<td>No Estimate²</td>
<td></td>
</tr>
<tr>
<td>PBO1 Usage</td>
<td>41</td>
<td>44.18</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>9.79</td>
</tr>
<tr>
<td>PBO1 Error</td>
<td>45</td>
<td>44.24</td>
</tr>
<tr>
<td>Recognition</td>
<td>11</td>
<td>9.62</td>
</tr>
<tr>
<td>PBO1 Construction</td>
<td>30</td>
<td>29.62</td>
</tr>
<tr>
<td>Shift</td>
<td>10</td>
<td>8.26</td>
</tr>
</tbody>
</table>

²The data in this graph were too erratic to provide a plausible estimate.
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