This monograph presents a diagram which distinguishes four different assessment levels in the teacher's professional development. Level 1 refers to assessments of the training experience, level 2 to assessments of the teacher's behavior, level 3 to assessments of pupil behavior, and level 4 to assessments of instruction. The diagram explains that level 4 is influenced by level 3, level 3 by level 2, and level 2 by level 1. It is explained that program decisions based on assessments were traditionally made at level 1. The validity of levels 2, 3, and 4 are then examined. It is held that level 2 is the level at which teaching should be evaluated. It becomes necessary, however, to determine competencies for this evaluation. The document presents a hierarchy of relevant competencies, including broad concepts, general characteristics, and specific behavior items. Program evaluation is also examined, and the statement is made that it must be demonstrated that teacher education programs can produce the kinds of teacher behaviors which in turn produce more growth in pupils. It is then necessary to use pupil behavior in program evaluation. The problems this causes in teacher evaluation can be avoided, however, through the use of large samples. The monograph also discusses lack of knowledge as a weakness in specifying competencies and developing programs. (PB)
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Preface

The American Association of Colleges for Teacher Education (AACTE) is pleased to publish this paper as one of a series of monographs sponsored by its Committee on Performance-Based Teacher Education. The series is designed to expand the knowledge base about issues, problems, and prospects regarding performance-based teacher education as identified in the two papers on the state of the art developed by the Committee itself.1,2

Whereas these two papers are declarations for which the Committee accepts full responsibility, publication of this monograph (and the others in the PBTE Series) does not imply Association or Committee endorsement of the views expressed. It is believed, however, that the experience and expertise of these individual authors, as reflected in their writings, are such that their ideas are fruitful additions to the continuing dialogue concerning performance-based teacher education.

This monograph addresses one of the critical problems in designing and implementing performance-based teacher education programs, namely, the assessment of teacher performance. The problem, however, is not unique to PBTE. All of teacher education faces the problem of evaluating program effectiveness through the assessment of the performance of graduates. The design presented is a significant addition to the literature not only about PBTE but about all teacher education.

AACTE acknowledges with appreciation the role of the National Center for Improvement of Educational Systems (NCIES) of the U.S. Office of Education in the PBTE Project. Its financial support (provided through the Texas Education Agency) as well as its professional stimulation, particularly that of Allen Schmieder, are major contributions to the Committee’s work. The Association acknowledges also the contribution of members of the Committee who served as readers of this paper. Special recognition is due Lorrin Kennamer, Committee Chairman; David R. Krathwohl, member of the Committee and chairman of its publications task force; and to Shirley Bonneville and Jane Reno of the Project staff for their contributions to the development of this publication.

EDWARD C. POMEROY
Executive Director, AACTE

KARL MASSANARI
Associate Director, AACTE
and Director, PBTE Project


Introductory Note

Does the PBTE movement have its feet on the ground? If so, it has a couple of very important Achilles' heels: 1) the problem of measuring or assessing the performances or competencies and 2) once they can be measured or assessed, their validation as behaviors that make a difference in student learning. The PBTE Committee, which sponsors this monograph series, has stressed these problems in the recommendations of Monograph No. 16, which summarized its first three years of work. Often incorrectly perceived as an advocate of PBTE, the Committee in reality is concerned that PBTE be properly implemented as one means of teacher education. Then let's see what it can contribute. Such an appropriate trial cannot come about unless the two problems mentioned above are much closer to solution than at present.

Do these problems mean that we should not try to implement such programs until then? Not at all. However, the existence of the problems suggests that making everyone conform to a PBTE mode is unwarranted. But, through carrying program development as far as we can and doing the best possible job of evaluation, we can begin to build research into these programs that will help us to determine what characteristics make a difference.

Therefore, this monograph is viewed by the Publications Subcommittee as one of its most important. The exploration of the psychometric realities of assessment, which is in the early part of the monograph, is a problem that workers in the field intuitively sense, but I know of no place where it has been laid out as it is here.

Here are some quotations to suggest what is in store for you in this monograph:

It seems probable that there is a negative relationship between the social importance of a specific goal and the length of time it takes the average pupil to show appreciable growth toward it.

On the reliability of measures of class gain to assess a teacher:

the (research) data are sparse but consistent....(and indicate that) we would have to test each teacher in at least 20 different classes....to obtain...minimally acceptable reliability....

On observer measures:

...it is critical to establish empirically that...(the) items do belong together....because it is quite likely that some items that appear to belong together...(conceptually) will not hang together empirically....This is what happened to us when we tried to assess teacher control....

Enough to intrigue you? There is a lot more!

The monograph contains important conceptual points and, from three of the very best researchers in the field, much sage advice for successful work.
in assessing and validating teacher behaviors.

A topic of this kind is not easy to develop without assuming some background on the part of the reader. The authors have assumed as little as possible. We have tested their monograph for readability and find that students with one course in tests and measurements have not had trouble in comprehending it.

For all these reasons and more, we commend it to your attention.

DAVID R. KRATHWOHL, Member of the PBTE Committee and Chairman of its Task Force on Publications
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Introduction

If there is a single word that describes the role of assessment in a performance-based teacher education (PBTE) program, the word is crucial. The very name implies that the decision base in such a program is performance, that is, demonstrated competence. Decisions about the routing and progress of a student through a PBTE program and out of it into the public schools are, then, by definition based on assessments of teacher performance.

This fact is generally accepted; in two seminal publications of the American Association of Colleges for Teacher Education's PBTE Committee (Elam, 1971, pp. 6-7; The AACTE Committee, 1974, pp. 7, 30), the cruciality of the role of teacher performance assessment is emphasized as part of the definition of performance-based instruction itself.

In the development of most of the PBTE programs in current operation, much more attention has been paid to such problems as those of developing modules and reorganizing instruction than to the development of adequate assessment procedures. The probable consequences of this neglect are also cited by the Committee (op. cit., pp. 40-41); a particularly forceful statement by Krathwohl says that:

One can predict that performance-based teacher education (PBTE) is certain to fail to reach its ultimate objective if it continues on its present course. This failure will be caused by the almost complete lack of attention given to the assessment of teaching competencies, a core concept of PBTE. (Merwin, 1973, p. vi)

We suspect that this neglect of the assessment problems is not entirely the result of conflicting demands on program developers' time. Our contacts with these harried individuals reveal that they have a strong reluctance to tackle these problems because of feelings of inadequacy arising from the lack of knowledge of adequate approaches to solutions. It will be the purpose of this monograph to make some suggestions designed to allay these feelings. Little enough is known about the assessment of teacher competence to indicate that even the modest proposals we feel qualified to make may be useful to program developers.

We will begin by presenting a paradigm or cognitive map of the area and by attempting to make the task more manageable by breaking it down into smaller subtasks. Specifically, we shall deal separately with the three principal areas: (1) developing techniques for assessing teacher performance, (2) specifying the competencies to be assessed in measurable terms, and (3) validating the program by validating the competencies it develops in its graduates.

Each of these tasks is too complex, too difficult, to be treated adequately in the space available. Nor, for that matter, is enough known about any one of the topics to justify an attempt at definitive treatment. All that we can possibly claim is that we have tried to shed some light on
each by drawing on our own experience as researchers in teacher behavior.

A Simple Paradigm

It will be convenient to distinguish four different levels in the teacher's professional development at which the teacher may be assessed, as shown in Figure 1.

---

**Figure 1. Assessment Levels in Teacher Education**

**Level I**
Training Experiences

**Level II**
Teacher Performance

**Level III**
Pupil Learning Experiences

**Level IV**
Pupil Outcomes

---

**Level I** refers to assessments of the **training experiences** the teacher has had: What courses has he taken? What modules has he attempted? Which ones has he mastered? Which has he bypassed on the basis of having demonstrated mastery of its objectives beforehand?

**Level II** refers to assessments of the **teacher's behavior** while he is attempting to fulfill the role of a teacher. What kinds of questions does he ask in interaction with pupils? How does he organize his class for instruction? How does he determine the objectives of instruction?

**Level III** refers to assessment of the **behaviors of pupils** under the guidance of the teacher being assessed—assessments of the experiences they have which we all know must form the basis for any learning that takes place. What kinds of tasks do the pupils perform, in or out of class? How much time do they spend in active participation in class discussions? How often does each child receive reinforcement and for what?

**Level IV** refers to assessments of the **outcomes of instruction**—of those changes in behavior that it is the purpose of education to bring about. How well does the pupil read? What are his attitudes toward independent learning in adult life? What kind of a citizen does he become?

Each of these four assessment levels is represented in the diagram by a rectangle and the rectangles are joined by arrows representing lines of influence or of cause-and-effect. Thus outcomes (Level IV) are seen as influenced by, in part the result of, pupil behavior (Level III), of learning experiences the pupil has while in school; these experiences in turn are seen as at least partly determined by what his teacher does (Level II); and, finally, the way the teacher behaves—"teaches"—is affected by the experiences he has had during training (Level I). All of these things are, of course, strongly influenced by other factors not
shown in the figure, e.g., community, school, pupil, and teacher characteristics.

The whole enterprise of teacher education is, of course, based on the assumption that, despite these extraneous factors, the influences that are assessed at each stage are potent enough to have an appreciable effect not only on the level immediately following but on all subsequent levels. The concept of teacher effectiveness, in particular, is based on the notion that pupil learning outcomes (Level IV) are affected by teacher behavior (Level II). And the justification for the very existence of teacher education is the presumption that what happens to a teacher in training (Level I) can somehow increase his effectiveness, that is, affect pupil learning outcomes (Level IV).

Implications of the Paradigm

The very existence of intermediate Levels II and III suggests that the effects of training on teacher effectiveness are subject to attenuation and are, therefore, difficult to establish. Any impact on pupil learning (Level IV) of teacher behavior (Level II) must be achieved through pupil behaviors (Level III). Two teachers who behave identically will achieve the same outcomes only if their pupils also behave in the same way. If we attempt to relate teacher behavior to pupil learning without paying some heed to what the pupils are doing, we should not be surprised to find that the correlations tend to be low.

In the same way, the relationship between teacher education (Level I) and effective instruction (Level IV) depends on what teachers and pupils do in Levels II and III. We must train teachers to behave in such a fashion that their pupils will behave in such a fashion that the pupils will learn more!

The Concept of PBTE

We now see that the essential innovation involved in performance-based teacher education is a simple one: when program decisions are based on assessments, they should be made at some level higher than Level I. In the past, decisions about when a teacher education student is ready to graduate or to be certified, promoted, to receive merit pay, or the like, have been based mainly on Level I assessments: on what courses the teacher has had, what degrees or other evidence of training he can present, or (on the assumption that experience is the best teacher of teachers) on how much experience he has had. The PBTE notion is that such decisions must be based on demonstrated competence rather than on evidence of training or experience supposedly related to competence. The problem is: how and at what level should competency be assessed? One controversial issue is whether competence can be assessed at Level II or whether it must be assessed at Level IV. It is to this question that we shall next address ourselves. Let us first discuss the feasibility of Level IV assessment.

Assessing Teacher Competence in Terms of Pupil Outcomes (Level IV)

It seems to us that much of the enthusiasm for PBTE manifested in the past is based on the impression that Level IV assessment will be used.
Claims that a PBTE program would graduate only teachers who have actually demonstrated their competence to teach have been taken as meaning that only teachers of proven *effectiveness* were "wound out" in PBTE programs.

This concept has a very attractive sound to the school administrator, the state certification officer, the legislator, the taxpayer. The factory that manufactures television sets releases only functioning sets; quality control insures this. Why should the college of education not do the same?

In a period of time when accountability has become a catchword, such a proposition seems particularly reasonable. Why should we who train teachers not require each and every candidate for certification to demonstrate that he can teach something to real pupils and have them learn it?

It is our contention that, attractive though it may sound, assessment at Level IV in teacher education is not a viable strategy. To support this claim, it is only necessary to ascertain the degree to which Level IV measures are likely to possess the three essential characteristics of a useful test or other measuring device: validity, reliability, and practicality. Let us examine each of these terms as they apply to Level IV assessments as the basis for decisions in performance-based teacher education and certification.

We shall begin by discussing the validity of such measures of teacher effectiveness.

**Validity of Level IV Measures**

Before we go any further, let us make clear what we mean by a Level IV measure which we shall call a measure of *teacher effectiveness*. Such a measure is based on pupil gains on a test or other measure of the outcomes of instruction. Typically, a group of pupils is pretested, taught by the teacher for a prescribed period of time, and posttested. The mean gain, usually adjusted statistically to eliminate such influences as pretest and ability, is taken as the measure of outcomes and, in this case, of the effectiveness of the teacher. Teacher effectiveness must be measured in terms of effects on pupils.

The validity of so direct a measure of a teacher's ability to get pupils to learn seems self-evident and it may be for the limited type of learning usually assessed in this manner, but not necessarily for any other type. Most serious attempts to use Level IV assessments—or "teaching tests"—as devices for measuring teachers (cf. Flanders, 1974; Popham, n. d.; 1971) have for obvious reasons used relatively short periods of instruction—a few hours or a few days at the most. This obviously limits them to measurements of the kinds of effects on pupils that can be detected in a relatively short time.

We know of no systematic research into the length of time it takes to produce measurable gains toward various types of objectives of instruction. Such research is badly needed. In any case, it seems likely that much less time is needed to teach some facts, especially if they need to be retained only long enough to pass a unit test, than to help
Pupils become self-directed learners, to serve, or to become responsible citizens. It also seems probable that there is a negative relationship between the social importance of a specific goal and the length of time it takes the average pupil to show appreciable growth toward it.

This means that "teaching tests" of this type can validly measure how effective a teacher is in achieving only short-term goals, which are almost certainly the least important goals of education. The adoption of this type of measure of teacher competence would systematically select as "best" those teachers who are good at teaching facts to pupils, facts the pupils may well forget as soon as they have passed the unit test; while the teacher who sacrifices this kind of learning for the sake of achieving more important "higher level" outcomes might tend to be eliminated or at least scored as less effective. If such an approach could and did work, its effects on public education could be disastrous.

Little is known about the structure of teacher effectiveness; it may be that the teacher who is most effective in teaching pupils facts is also most effective in teaching them to analyze and synthesize, to appreciate literature, etc.; but this supposition is at best doubtful. We shall later cite some evidence that it is not so. For the present, let us conclude that the validity of "teacher tests" of ability to achieve short-term outcomes as predictors of overall teacher effectiveness is by no means self-evident. If Level IV measures are to be used, they should be based on measures of multiple outcomes and on a period of teaching long enough to detect progress toward long-term goals—a minimum of a semester or two—before we may assume them to be valid.

Short-term teacher tests seem likely to measure something more like coaching or cramming skill than teacher effectiveness as usually conceived. In any case, their validity as predictors of overall effectiveness must be empirically demonstrated before their use is justified.

When standardized achievement tests are used to measure long-term pupil gains as a basis for teacher evaluation, additional problems emerge. For one, test validity is threatened by the well-known tendency to "teach to the test", that is, to emphasize the specifics measured by the test. The content validity of such a test is based on the assumption that the items on the test sample a large domain of items, so that the performance of the pupil on the test (his obtained score) is an unbiased estimator of his performance on all items in the domain (his true score). When a teacher teaches to the test, this assumption is untenable and the validity of the test is destroyed and with it the validity of the measure of teacher effectiveness based on it.

A recent illustration of the power of this effect is provided by an OEO study of performance contracting in which what looked like evidence of success vanished when control was exercised to eliminate "teaching for the test." (Page, 1972, 1973).

Unless such controls are used, evaluation of teachers based on mean gains of pupils is likely to identify as most competent a type of teacher nobody wants.
The suggestion has been advanced that instead of using mean gains on achievement tests we use the number of pupils in a class who achieve mastery of the tested material at some specified minimum level of achievement, but this presents problems as well. Small (1972) has documented from the history of accountability in England a century ago the fact that when teachers are evaluated on this basis, they tend to focus their efforts on pupils at or near the specified level to the detriment of pupils at either higher or lower levels. Once again we run the risk of rewarding the wrong kind of teaching.

The general problem is that attempts to evaluate teachers on the basis of pupils' test performance tend to focus the teaching too narrowly on the specifics measured by the test.

**Reliability of Level IV Measures**

Before commenting on this topic, let us agree on what the term reliability means. By a reliable measure we mean one that yields an obtained score quite close to the true score of the person measured. In the case of a Level IV measure, the true score of a teacher would be the adjusted mean gain score of all pupils in some population of pupils all of whom had been taught by the teacher being assessed for the prescribed length of time under the prescribed conditions, etc. Clearly, the principal score of error of measurement in this instance arises from differences among pupils. A teacher who can teach something to one child with ease might have difficulty teaching the same thing to another child, particularly if the two children differed in ability, interest, sex, race, or socioeconomic status. At present we tend to train teachers to teach anybody. We may limit the grade or subject a teacher is to teach, but we do not, as a rule, restrict a teacher to pupils at a certain level of IQ, of a certain sex or race, level of interest, etc. The population of pupils on which the "true" score under discussion is based must, then, be regarded as quite heterogeneous in these respects.

Suppose, now, that each teacher to be assessed is required to teach a certain unit to one class of pupils and that his effectiveness with that class has been ascertained. How reliable is such a score? Its measure of stability could be estimated by having each of the teachers teach not just one but two classes regarded as randomly drawn from the total population of pupils and correlating the two sets of mean gain scores.

Fortunately, some data reporting just such stability coefficients exist. Rosenshine (1970) has reviewed five published reports of such studies, and Veldman and Brophy (1974) report some new data. The median reliability coefficient in the studies reviewed by Rosenshine is .32; the median coefficient reported by Veldman and Brophy is .27.*

*The value of .32 is a crude median of 13 coefficients reported in Rosenshine's Table 1. The value of .27 is the crude median of 30 coefficients in Veldman and Brophy's Table 5; because these are reliabilities of the mean of 3 measures per teacher, the computed median (.52) was reduced by the Spearman-Brown formula to estimate the reliability of a single measure. More refined methods yielded very similar estimates.
These data are sparse, but surprisingly consistent and imply that if we use the mean gains of one class of pupils taught by a teacher as a measure of teacher effectiveness, our "teaching test" may be expected to have a reliability coefficient of about .3. This means that more than 90 per cent of the variance in such scores must be attributed to unknown influences—to chance. The competence of the teacher assessed accounts for less than one-tenth of the variance. Not a very good basis for program decisions!

Most textbooks in tests and measurements recommend that the minimum reliability for a test to be used to measure individuals should be .90 or .95. To achieve this standard, we would have to test each teacher in at least 20 different classes in order to obtain a measure of minimally acceptable reliability (.90) with a teaching test—a procedure which is out of the question.

Quite aside from the question of their validity, Level IV measures of teacher effectiveness are of doubtful value, then, because of their extremely low reliability.

Practicality of Level IV Assessments

The practicality of a measuring device has to do with such matters as how much it costs; how long it takes to administer and score it; what its use requires in terms of materials, personnel, and the like; and the availability of alternate forms.

The ideal measure of teacher competence for use in a performance-based teacher education program should be usable not only in the terminal or summative evaluation of a teacher, but also in the formative stages to provide a basis for routing the student through the program. In a modular program in particular, there is need for instruments designed to measure the competence each module is intended to develop, instruments which can be used as pretests to determine whether the teacher should enter or bypass any given module and also as posttests to ascertain whether he has achieved the goal of a module before he passes on to another.

It should be clear that a Level IV measure of teacher effectiveness, one based on pupil outcomes, is not a very practical device for such purposes for at least two reasons. One is that, by its nature, such a test does not focus on a single competence—the complexity of the teaching act means that a number of competencies are involved in teaching the simplest concept, even to the smallest group of pupils. If it were possible to simplify the teacher's task to such a degree that one competency alone were used, the situation would be so artificial that the intrinsic validity of a Level IV measure would be lost.

The other factor limiting the practicality of Level IV measures is that they are far too cumbersome to use. Even in its simplest form, this type of "teaching test" takes a number of hours to administer and requires the time not only of the student but also of several pupils, who must be on call and available whenever a student reaches that point in his own individual progress at which he needs them. Normally, the same children
may not be used more than once in the same test so that a truly gigantic pool of pupils must be available. There is no need to elaborate further; the impracticality of such an approach should be obvious.

If the teaching performance test we have been discussing has any use at all, it may be of use at the end of the individual's training. After a student has completed a program and may, therefore, be presumed to have acquired all of the competencies needed to be certified, such a test might be administered to find out whether he is able to put them all together—to deploy what he has learned effectively in dealing with a teaching problem. But except for this specific purpose, we suggest that anything defensible as a Level IV measure is not practicable enough to be useful; even in this one application, the validity and reliability problems are such as to make its utility very doubtful.

The Morality of Level IV Assessments

Quite aside from the pragmatic questions discussed above, we have some philosophical reservations about Level IV assessments. Use of such devices effectively makes the advancement of one human being—the teacher—dependent on the behavior of another human being—the pupil. The teacher's future depends on events which are not, and should not be, entirely under his control. The teacher's self-interest requires him to manipulate pupils so that they will behave in ways that will result in a favorable evaluation of the teacher. The resultant pressures on the pupils are all the more repugnant in that the pupils may be unaware of them, and constitute no less of a threat to their human rights. The pupil has the ultimate right not to learn—not to behave in the fashion prescribed for him by the teacher or school. And in order to be evaluated as competent, the teacher is virtually forced to violate this right.

Assessing Teacher Competence Based on Pupil Behavior (Level III)

Even though the relations between teacher behavior and pupil behavior (Level III) are likely to be higher than those between teacher behavior and pupil outcomes, it seems to us that pupil behavior should also be dismissed from consideration as a basis for evaluating teaching.

Assessment at Level III involves the same problem of morality as assessment at Level IV, as well as others. It seems to us that the ultimate responsibility of the teacher is to provide pupils with the opportunity to learn, not to "make" them learn. The competent teacher would be the one who could maximize the opportunity afforded each pupil under his care to learn what he needed to learn—the one who (1) could diagnose pupils' needs and capabilities, (2) prescribe appropriate learning activities, that is, those most likely to result in learning for each pupil, and (3) work with the pupil in such a way that he would be most likely to experience those activities. But these three activities are teacher behaviors and a part of Level II. Because Level III shares so many of the problems which Level IV has, it seems to us that neither of them is an appropriate level for assessment.
In summary, pupil outcomes are not a satisfactory basis for evaluating teaching. Although the use of relatively short time periods for evaluating teaching has been advocated, this procedure is of questionable value because the results of short teaching periods are not known to relate to those of longer periods and the material taught in a brief time is likely to be simple and factual rather than more complex or abstract. We do not know that teaching facts and more complex material require the same skills and there is some evidence that they do not. The results of short-term teaching units, therefore, risk being irrelevant or even misleading.

Nor does the use of year-long time periods solve this problem. The evidence determined by correlating the gains made by two classes taught by each of a series of teachers indicates that the data from about 20 classes of pupils would be required to reach the minimum standards of reliability usually required for making decisions about individuals.

Finally there are the problems of preventing the teacher who is to be evaluated from teaching the test and of the likelihood that the teacher will concentrate her efforts on teaching pupils near the criterion, if the number of pupils meeting some minimum standard is the measure of teacher competence. Either result would be too narrowly focused.

All in all, evaluating teaching by testing pupils seems unsatisfactory, or even damaging, and it is hard to see how modification could make it functional.

Assessing Teacher Competence Based on Performance (Level II)

Since Level II assessment, assessment based on measures of teacher performance, seems at present to be the only viable course open to us, we shall proceed on the assumption that Level II assessments will be the principal basis for decision-making within a PBTE program. As we shall see, there is reason to believe that such measures can be practical, reliable, and objective enough to meet the assessment needs of such a program. Their adoption does, however, leave us with a clear responsibility for establishing the validity of the measures.

Some Characteristics of Adequate Performance Measures

There are three distinct steps involved in obtaining an accurate measure of teacher performance: (1) A sample of the relevant behavior must be obtained; (2) a scorable record of the behavior must be made; and (3) the record must be quantified or scored.

In order to obtain a relevant behavior sample, we must put the teacher in a situation in which he has an opportunity to use the competency in question. Perhaps the best strategy is to put him in something very like the "teaching test" situation described under Level IV assessment, that is, give him a teaching task to perform, or a teaching problem to solve, which clearly requires the use of the competency to be assessed.
Since the assessment is to be based, not on pupil outcomes but on whether the candidate follows the best known practice—uses the strategy our best knowledge identifies as optimal—there is considerably more latitude permissible in setting up the test situation than would be permissible if we were attempting Level IV assessment. Role-playing, micro-teaching, and other forms of simulation may sometimes be appropriately employed.

The problem of obtaining an accurate scorable record of the performance may be attacked with the aid of the extensive experience gained in research (done mostly during the last two decades) using recently developed techniques for coding classroom behavior on the basis of direct observation. (Cf., for example: Medley and Mitzel, 1963; Simon and Boyer, 1967, 1970; Boyer, Simon, and Karafin, 1973.) While it is not likely that these techniques can be adapted to measure all of the competencies we need to assess, the methods used can be adapted to the construction of instruments that will.

Scorability of the behavior records depends to a great extent on the amount of inferential judgment required of the observer in making the record. The typical rating, which is used in too many PBTE programs today, is not scorable in the sense we mean because it does not yield a behavior record at all. Ratings record judgments or evaluations for which the relevant behavior has only been registered mentally. Thus, the rater observes, remembers occurrences which seem relevant to him, combines them in some unspecified way to form a composite picture, and forms an evaluation based on his own conception of good teaching or whatever measure is being rated. However, only the evaluation is recorded, not the behavior. The idiosyncrasies, the subjectivity, the biases, and the errors of judgment of the raters are interposed between the behaviors to be assessed and the evaluation which is recorded.

The crucial and difficult task too often neglected is that of specifying the competency in question in behavioral terms—in terms of what the teacher does and how often (with the necessary contingencies also specified) rather than in terms of how "well" he performs or how "appropriate" his behavior is. We shall have more to say later about how to go about the specification task. Once it is completed, the development of the procedure for observing and recording a sample of behavior is greatly facilitated. (The reader is referred to the discussion of category and sign systems in Medley and Mitzel, op. cit., pp. 298-305.)

Scoring the behavior record should be a mechanical procedure, that is, it should be possible to have the scoring done routinely by a clerk or a computer. Use should be made of mark-sensing recording forms or of the devices now available which make it possible for the recorder to record directly on magnetic tape.

We have tacitly assumed in the discussion above that the competency to be assessed is a skill manifest in classroom interaction because such competencies seem to give the most trouble. The same requirements apply to assessments of other competencies, of course, but tend to be easier to fulfill.
Establishing Validity of Level II Measures

As we have pointed out, the teacher education enterprise must ultimately be defended on the grounds that it somehow results in more pupil learning in the schools. We must validate teacher education by showing that the lines of influence in Figure 1 exist, that is, that teachers' training experiences (Level I) may be expected to affect pupil outcomes (Level IV).

Figure 2 provides a basis for discussing strategies for establishing the existence of these lines of influence. The strategies proposed are represented by the dotted arrows in the figure. Let us first define them from the standpoint of the research worker.

Research attempting to establish empirically the existence of relationships between teacher behavior (Level II) and pupil outcomes (Level IV) may be called research in teacher effectiveness. Research attempting to relate pupil behaviors in school, or learning experiences (Level III), to outcomes (Level IV), may be called research in classroom learning. Research attempting to relate teachers' training experiences (Level I) to their teaching behavior (Level II) may be referred to as training research.

These three types of research may all be defended as viable and useful strategies. A fourth type which has been proposed in the past would attempt to relate training experiences (Level I) to pupil outcomes (Level IV), and may be called research in teacher education—perhaps. This strategy has been advocated as a means of program validation and perhaps for non-PBTE programs it is all we have. But when assessments in the program are based on teacher performance (Level II), validation of a performance-based program and research in teacher effectiveness are identical processes.

Or, to put it differently, if a PBTE program is defined in terms of Level II performance competencies of its graduates, validation of those competencies is de facto validation of the program. Research in performance-based teacher education then becomes a two-step process. Training research, which relates Level I (training) to Level II (performance), becomes the same thing as program evaluation. Program validation as defined here becomes exportable—and importable; and all the literature on research in teacher effectiveness—for what it is worth (see Morsh and Wilder, 1954; Rosenshine, 1971; Rosenshine and Furst, 1971, 1973; Dunkin and Biddle, 1974) becomes relevant. And whatever efforts at program validation are carried on in the local program augment the knowledge hitherto developed only as research in teacher effectiveness. A false distinction disappears and we have in the making a true symbiotic relationship between the researcher and the program evaluator. No longer may the researcher look down on the evaluator nor need the evaluator take a back seat at AERA meetings. We can hear the teacher educator declare: "We have met the researcher, and he is us!"

Assuming that the reader who is still with us agrees with our conclusion that Level II assessment, assessment of teacher performance, is the central concern both of evaluation and research in PBTE, we now propose to discuss the two practical problems whose solutions are critical
Figure 2 Research and Assessment in Teacher Education
to the success of a PBTE program: The problem of specifying the set of competencies the acquisition of which is the enabling goal of any given program and that of validating the program by showing that the development of these competencies will make a teacher more effective in promoting pupil learning. The discussion will draw heavily on our own experiences, in the first instance in working with program personnel attempting to specify a set of competencies and in the second instance in doing research in teacher effectiveness.

Suggestions for Specifying Competencies in Assessable Terms

Specifying competencies in behavioral, low-inference terms is an early task and a central one in the development of a PBTE program. Admittedly, it is a difficult one, but it is necessary if the nature of the competency is to be identified with such precision that an observer or a teacher can know whether the competency in question has been demonstrated. It is also very useful in helping decide what a curriculum, a course, or a training module should contain.

In our experience in helping groups with the task of specifying the competencies to be developed in a program, we have encountered a major communication problem that has seemed quite widespread. Competency definers seem to fall into two groups. One group tends to produce a set of competencies that is long and specific; the other tends to produce a set of competencies that is brief but abstract. Members of neither group seem to like or even to understand the other produces and when either group approaches the task of designing measures of its own competencies, it runs into problems.

Members of the first group find that they need something like 657 measures—one for each competency—and face an instrument construction task that is to all intents and purposes impossible to accomplish. Members of the second group find it almost impossible to define ways of assessing the competencies that are public or even relatively objective, but must fall back on broad, general rating scales.

A Hierarchical Organization

One way to simplify both the task of specifying competencies behaviorally and that of developing measures of them is to attempt to arrange both general and specific descriptions of behavior in a common hierarchical structure so that the set of more closely specified behaviors is seen as part of each broadly defined competency. Figure 3 is a simple example of what we mean.

The figure is not meant to represent criteria recommended for use; rather, it is an example of how one might go about organizing such criteria. It was developed at first to help members of the two groups get together to verify that we were talking about different levels of complexity or abstraction for what were really the same objectives. What the figure represents is a way of organizing competencies that seems to be useful. The first row across the top of the chart would represent the highest level of abstraction—relatively broad statements about what is
Theory, a set of postulates, assumptions, opinions, a conceptual scheme.

Broad characteristics

Summary measures of behavior

At least \( \% \) of teacher directions will be at level 2 or below.

- Praises
- Asks for status
- Suggests, guides
- Feedback, cites reason
- Quest. for reflective thought
- Corrects w/o criticism (subject matter)
- Questions for control

No more than \( \% \) of teacher directions will be above level 3 on a 5 point scale of coerciveness

- Interrupts pupil, cuts off
- Warns
- Supervises pupil closely
- Immobilizes pupil
- Criticizes
- Orders, commands
- Scolds, punished
- Uses firm tone
- Uses sharp tone

At least \( \% \) of the teacher affect expressed will be positive

- Says "Thank you," etc.
- Agrees with child
- Supports child
- Gives individual attn.
- Is warm, congenial
- Praises child
- Develops "we feeling"
- Is enthusiastic
- Gives indiv. attn.
- Warm, congenial
- Listens carefully
- Smiles, laughs, nods
- Fats, hugs, etc.

Teacher will express no more than \( \% \) items of negative affect per observation period

- Says "stop it" etc.
- Uses threatening tone
- Rejects child
- Criticizes, blames
- Warns
- Yells
- Scolds, humiliates
- Waits for child
- Frowns
- Points, shakes finger
- Pushes, pulls, holds
- Shows disgust
- Takes material
- Refuses to respond

Figure 3. An Example of Hierarchy in Educational Thought and Practice

Note: Items defined in the Florida Climate and Control System: Observer's Manual
important for a teacher to be, do, or accomplish, statements on which most people would agree. One example is the statement shown: "The growth of the child is facilitated by an orderly but an emotionally supportive environment."

Disagreement with that statement as an objective is not likely. Perhaps this reflects the fact that it does not really have enough concrete meaning so that you could either agree or disagree with it at this level of abstraction. You can get agreement on almost anything if you go high enough up the abstraction ladder; if you become sufficiently abstract, you are using words that mean different things to different people and everyone is agreeing with his own meaning. Just the same, it is useful, almost necessary, to begin with such a common base.

In the next row of the figure, in which we begin to break the broad statements down, we begin to face differences within the group which must be recognized and dealt with. It is here that differences must be reconciled before the program gets off the ground.

Returning to the example, we have listed two clear aspects of the initial statement on which we will assume agreement has been reached. One is that the order must be obtained by gentle or noncereptive means if the environment is to remain supportive. The other is that there must be a warm emotional climate. These two statements are listed on the second level of the hierarchy, called Broad Characteristics. Although more concrete than the statement above them, these behaviors are still not objectively measurable. Observers will still differ, for instance, in how warm is "warm." These behaviors are recognized to be characteristics of desirable classroom behavior, but they are still not specified in enough detail to be objectively assessable.

At the third level, we begin to identify what may be called summary measures of behavior that are recognized as components or aspects of the broader characteristics. Each summary measure is made up in turn of specific items of behavior and each behavior item is defined with the care necessary for inclusion in a manual of instruction for classroom observers. Items must be specified in enough detail so that an observer can be trained to recognize reliably each item of behavior that he sees demonstrated during a period of observation and so that the teacher himself knows whether he has exhibited any one of them. This is the fourth level of the hierarchy, the most specific; it provides the basis for obtaining a scorable record of behavior.

As an example at this most specific level, the item "Suggests, Guides" includes such teacher statements as "How about putting it over there, Jimmy, OK?" "I wonder if you would shut the door for us, Bill." "Sob, would you mind moving so John can sit down?" These statements are suggestions for change in behavior that have the characteristic of being "softened" by a "please" or "OK?", or by being phrased as questions (Soar, Soar and Ragosta, 1971).

Another item at the gentlest level of control, "Feedback, Cites Reason", is coded when the teacher gives information which implies a change
in behavior without directly asking for it. For example, the teacher com-
ment "I'm having trouble hearing" is not a direction, but it does give in-
formation that implies and probably produces a change in pupil behavior.
An instance was observed in a first-grade classroom during the first week
of class. The number one and number two trouble-makers (two boys who
could be so identified in five minutes) were together in the back row of
a small group, jostling, nudging, and pinching. The teacher looked at
one of them and said, "John, I think there's room for you up here," ges-
tured toward a spot by her feet, and waited. In two or three seconds,
John came to sit by the teacher's feet. The other pupils did not seem to
see it as a put-down; but it did create a big gap between the two trouble-
makers and the problem was solved.

At an intermediate level of control (not shown in the figure) would
be statements such as: "OK, anyone who wants to go to the bathroom, get
in line," which is not very coercive, but clearly a direction with a rea-
son. Other examples would be "Get out your arithmetic books and open them
to page 27."

At the coercive end of the scale would be a statement like, "Jimmy, stop that!" which would be coded "Orders, Commands," and probably "Sharp
Tone" as well.

Using a hierarchy like the one described above let us talk about
particular aspects of a rather vague concept like "orderly but emotionally
supportive environment" in terms of a series of fairly objective statements
about teacher behavior. Because each specific behavior is defined with
sufficient care so that agreement between observers can be made acceptably
high, we can reliably assess this aspect of behavior, and a teacher can
know whether his behavior meets the requirements of the competency.

It is not our purpose to initiate a semantic argument over whether
competencies are narrow or broad, and we would propose that varying de-
grees of generality are useful for different purposes, but we suggest that
the term competency be used at the level of the teacher's ability to inte-
grate the specific behaviors necessary to produce one of the Broad Char-
acteristics of the Classroom. The Summary Measures and Specific Items of
Behavior would define the competency, give it behavioral meaning, and thus
make it assessable.

Moving Up and Down the Hierarchy. No less important is the aid to
communication provided by the ability to move up and down this abstraction
ladder at will. The person who, when asked to name a competency, gives a
theoretical statement or a broad, high-inference label for a classroom be-
havior can be encouraged to move lower in the hierarchy by being asked
questions like, "What would this behavior look like if you saw it happen?"
"What would a teacher who is doing this do that one who is not doing it
would not do?--what kind of behaviors would differentiate them?" Ques-
tions such as these encourage people to be more explicit about what they
mean and at the same time generate the statements lower in the hierarchy
needed to make objective measurement possible.

The person who, when asked to define a competency, makes a state-
ment like, "The teacher should avoid direct commands and orders," can be
encouraged to move higher in the hierarchy by questions like, "Why would you care about that?" "Why is that important?" "How does it make a teacher more effective?" What typically happens is that the person moves up the scale to give a broader conception of how these behaviors relate to reality and to his scheme of values which puts the competency in larger perspective. And at the same time he suggests how the items should be combined into composites or clusters that are internally consistent.

Thus there are two advantages to this sort of hierarchical arrangement: (1) communication is clarified and agreement on the competencies to be adopted as program goals is facilitated, because the generally valued broad competency has operational meaning given to it by the items which it includes. And (2) at the same time, the items for an objective measuring instrument of each broad competency are specified so that the competency can be measured.

Figure 3 illustrates a part of one of many possible hierarchies that might be developed for assessing teacher performance. Others might relate to the nature and frequency of cognitive questioning, the manner of structuring learning activities, the use of experimental techniques--any of the broad goals for which modules and programs might be developed. But the important point is that the behaviors relevant to whatever broad goal or concept is specified have been identified and defined and the performance has been made assessable.

The Empirical Test. There is a critical issue which arises whenever we combine items on a priori grounds into clusters intended to represent broad competencies. How can we be sure that the specific items of behavior belong together in the real world as well as in the world of theory? Usually, the items will have been selected as developed to measure behaviors which are believed to represent a single aspect of good teaching. This procedure is similar to the way a series of items on an achievement test is selected to sample knowledge in a homogeneous subject-matter area. But it is critical to establish empirically that the items do belong together, that the cluster is internally consistent, because it is quite likely that some items that are believed to go together in the conceptual scheme will not hang together empirically. We do not know that much about the dynamics of teaching yet.

This is what happened when we tried to assess gentle teacher control (Soar, 1973): In addition to the verbal items described earlier, there was also a smaller set of nonverbal items grouped with the verbal items under the assumption that they both fell on a single dimension extending from gentle to harsh teacher control. However, factor analysis indicated that this assumption was not so. The verbal gentle control items did hang together, but most of the nonverbal gentle control items fell into a different subset which was fairly consistent internally, but not closely related to the verbal scale. We had oversimplified the area.

Interestingly enough, there was some crossover. Teacher smiling, which we classed as a nonverbal behavior, belonged in the "verbal" composite instead of the "nonverbal" one. Probably the reason is that people smile as they talk, using their faces as an additional source of stimulus or feedback. Other nonverbal behaviors, such as "Touches" or "Gestures"
tended to occur more independently of verbal behavior. This made sense after the fact, but these results were not anticipated. It is not at all unusual for the facts to contradict our best theories in this way.

After we had discovered this clustering in the analysis of the data, we remembered a teacher and an aide in a first-grade classroom. The teacher often smiled at pupils, praised them, and was very warm and supportive, but she never touched a child. Her aide, on the other hand, seldom smiled or praised a child, but she rarely passed one without ruffling his hair or giving him a pat. She almost never sat down without a child on her lap and very often had one on each knee. We thought at the time that it was a nice example of differentiated staffing! But we see it now as an example of the behaviors fitting together the way the empirical analysis says they do.

The important point to learn from these examples is that if behaviors are put together that are not at least moderately intercorrelated, whatever meaning they are supposed to have is destroyed, and with it the discriminating power of the measuring instrument. On our original scale, this teacher and her aide, different though they were, would probably have had similar scores on our composite--scores somewhere in the middle. That this kind of empirical check is critical whenever items are combined should be obvious from this example.*

Importing Past Research

In specifying competencies and developing measures for them it seems important to pursue leads from past research on teacher effectiveness, not only for the obvious reason that the research may suggest dimensions of behavior which might otherwise be neglected, but also because it may suggest specific items of behavior that reflect those dimensions. This is really an extension of the concept of "importation" of teacher effectiveness research for program validation discussed earlier--its extension to the initial selection of competencies and program development. It would be wasteful for programs not to make this kind of use of present knowledge developed in teacher effectiveness research, as well as using such knowledge as it becomes available from program validation studies.

A number of reviews of this literature have been cited earlier: Morsh and Wilder, 1954; Rosenshine, 1971; Rosenshine and Furst, 1971, 1973; and Dunkin and Biddle, 1974. Joyce (1974) and Kay (1975) have also discussed the various possible conceptual bases from which competency lists may be derived.

*There are two ways of conducting such an empirical check. One is to do an internal consistency item analysis of each composite and "purify" it by eliminating nonconsistent items. The other approach is to factor analyze the entire set of measures and see whether the factor structure that results corresponds to the a priori structure. Both methods have advantages and disadvantages. We would offer one suggestion: if you use factor analysis, view the results with caution. The sample sizes available in this kind of study are usually smaller than the minimum recommended by experts and numbers of influences can affect the results.
Several concepts from our research seem to have implications for competency specification. One such concept is the usefulness of distinguishing three areas within which the teacher exercises control that are often confused (Soar and Soar, 1973): (1) control of the behavior of pupils, (2) control of choice of subject matter, and (3) control of the thinking processes which the pupils use. Our data indicate that when these three types of control are distinguished, their effects on pupil growth are found to differ. Some data (collected in grades three to six) support the idea that the teacher's control of behavior may have quite different consequences for pupils than the teacher's control of thought processes. A factor called Indirectness vs. Silence and Confusion appeared to represent a "freeing" yet orderly style of teacher-pupil interaction, and showed a significant positive relationship with pupil gain in creativity. Another factor, called Freedom of Physical Movement, however, showed a significant negative relationship with creativity gain (Soar, 1966, p. 178).

Subjectively, these differences in teacher control can be recognized in occasional classrooms. In a second-grade classroom, there was close control of both subject matter and pupil behavior (the teacher had taken over an unruly class in the middle of the year). There was little talking between children and pupil movement was brief and task-related, with teacher and pupil talk so quiet it was hard to hear half-way across the room, even during recitation. Yet the teacher did not restrict thought processes; rather, she supported complex thinking by pupils. In reading groups, her questions were divergent, encouraging pupils to infer meanings and motives; in arithmetic, she sought alternative ways of solving problems; among pupil reports of a field trip, she valued a poetic description as highly as a reportorial one. The teacher closely controlled pupil behavior and allowed no choice of subject matter, but worked hard at freeing pupil thinking.

In a kindergarten classroom a different combination of controls existed. The teacher required pupils to choose an activity from the many materials set out in interest centers and refused even to suggest alternatives when asked. When she was asked a question which was subject matter related, she was likely to answer with a question. Yet it was clear that there were well-established rules of behavior such as "No running", "No loud talking", "Hands to yourself", and "Don't interfere with other people's work." In this classroom, choice of subject-matter and thought processes were free, but behavior was controlled.

Although these distinctions seem reasonable, once proposed, the data indicate that most teachers do not make the distinctions as they manage behavior and teach.

A different concept is an empirically derived distinction between "structure" and "control", two terms which may seem at first to be closely related. In the sense intended here, structure represents the set of standard operating procedures which the teacher and pupils understand in common, such as the sequence of activities which is followed daily, and the limits of behavior which pupils understand and accept. In contrast, control is made up of the moment-to-moment, face-to-face interactions between teacher and pupils intended to modify the behavior of pupils. The data
suggested that teachers who provide the least structure in their classrooms may feel the need for more controlling behaviors than ones who provide more structure (Soar and Soar, 1972).

This distinction was later observed clearly in a classroom that was part of a program in which classrooms were intended to be "open" and in which the teacher seemed to feel obligated to give pupils greater freedom than she was comfortable with; as a result, the activity and noise level in the classroom continued to build. After a while, the noise reached a threshold at which the teacher apparently could not bear it any longer and she stepped in firmly (not critically, but firmly), brought things to a grinding halt, and reestablished quiet. As soon as she had done this, she withdrew and, after a bit, the cycle repeated itself again and again. It seems likely that the problem arose because the teacher, and perhaps the program she represented, did not recognize the need for more structure and less control--more structure would decrease the need for such frequent direct intervention by the teacher. Further, if the teacher had recognized the distinctions among the three areas, it seems likely that she could have structured limits for behavior while freeing choice of subject matter and thought processes.

The data indicated that this alternation of close control and the absence of control was likely to be destructive in terms of pupil outcomes. For pupils to be in a setting in which most of the time it was all right to do almost anything, then all of a sudden it was not all right, one in which they never really knew which set of rules applied or when the rules would change, was not supportive of learning.

A third concept from past research which might be considered is the concept of "wait-time" reported by Rowe (1974). She defines two kinds of "wait-time": (1) the length of time the teacher waits for a pupil to answer a question before she intervenes and (2) the length of time the teacher waits after a pupil response or statement before she reacts. There seems to be a rather clear threshold in each case and waiting this minimum time period seems to be associated with a number of desirable changes in pupil activity. Pupils interact more, the number of inferences and conditional statements increases, pupils suggest ideas with greater apparent confidence, the number of appropriate responses increases, and greater numbers of experimental tests of hypotheses are proposed, compared with classes where wait-time is below the threshold.

These are only a few examples of dimensions of behavior suggested in the teacher effectiveness literature which are probably not widely known, but which should be considered in specifying competencies. They illustrate the value of importing knowledge from teacher effectiveness research into program development.

Program Validation

The Need for Program Validation

We are all concerned by the fact that we are spending so many millions of dollars and so much effort in the development and implementation of
programs, with so little knowledge of what kinds of teacher behaviors really are associated with increased growth of pupils. The possibility that all this effort may be wasted is a real one. A critic of educational research observed some years ago that virtually all the research on teacher effectiveness could be summarized by one general conclusion—nothing makes any difference. We are not as pessimistic as that, but must agree that we do not know very much and that some portion of what we "know" may not be true.

There is no alternative to moving ahead with building today's programs on the basis of what we know today. We cannot wait for the researchers to answer all the questions because they are not going to answer them any time soon. Those of us who call ourselves "the researchers" are probably surer of this than anyone else. But in a situation in which we so often find that the things we thought we knew are not true, there is a real and present danger in building a complex program without beginning as soon as possible to find out whether the behaviors we "know" will produce desired changes in pupils will, in fact, do that. As hard as it has been in the history of educational research to show that anything teachers do makes a difference for pupils, it seems critical to begin early in this whole sequence to find out whether what we are going to considerable time, trouble, and expense to train teachers to do makes a difference to the pupils these teachers ultimately teach. The public and the legislators will want to know and they have a right to know. They are going to want evidence that what our teachers do leads to more growth by pupils and that we, in our programs, can produce the kinds of teacher behaviors which in turn produce more growth in pupils.

It is critical to keep the two steps of program evaluation and validation separate for the reasons enumerated earlier in this paper; but both steps must be accomplished, and now.

It would be reasonable to ask, at this point, "Why is it undesirable to use pupil measures to evaluate the teacher, but necessary to use them to validate teacher behaviors?" The two activities have a number of basic differences. In program validation, pupil gain measures are not needed for every teacher in every program. Such measures are needed only for samples large enough to enable us to learn and verify relationships between teacher behavior and pupil gain. The considerable amounts of error in the measurement process do not spuriously injure or benefit individual teachers; they only weaken the relationships found between measures. Greater time and resources may be given to collecting measures and analyzing relations between them in program validation, which needs to be done only once, than in evaluating teachers which must be done over and over again. These differences make program validation by pupil outcomes feasible, even though teacher evaluation by pupil outcomes is not.

Some Examples of Weakness of Current Theory

Although program development must proceed now, it seems important to recognize the weakness of the theory on which it is based.

Perhaps the two innovations most often currently advocated are behavior modification (or contingency management, or behavior analysis, depending on the label used), on the one hand, and the movement for open
classrooms on the other. Both claim support from theory and research. But if each of these is taken as a complete educational program in itself, (and that seems to be what is advocated) how could both be right when the programs are as different in character as they are? Some disquieting questions arise about how much help current knowledge is in formulating effective programs and reinforce the need for program validation studies whose outcomes can be fed back into program revision.

There is some research which relates to this question. We now have four sets of data which raise questions about the usefulness to pupils of extreme amounts of teacher control--either high (as in behavior modification) or low (as in open classrooms). Figures 4, 5, and 6 present data from different pupil groups and different observational measures. The behavior measures in all three have in common the fact that they represent teacher control in some way, primarily control of thought processes. Each curve represents a nonlinear relation which may be described as an inverted "U", since it indicates that, as teacher control increases from the minimum, pupil growth increases for the outcome measure used, but only up to a point. Beyond this point, increasing teacher control is associated with decreasing pupil growth. That is, there appears to be an optimal amount of teacher control for a given growth measure, which is neither the most nor the least control in most cases. Parenthetically, not only achievement gain, but also self-concept and several personality measures show this tendency.

Relationships such as these should be considered in specifying competencies.

Another illustration of the weakness of current theory is the emphasis given to increasing the cognitive level of teacher questions. Yet Taba, Levine and Elzey (1964) concluded that unless the teacher first spent sufficient time with pupils at the lower cognitive levels, the pupils were unable to sustain higher level thinking. Dunkin and Biddle (1974, p. 243) review a study by Rogers and Davis showing "a significant negative relation between higher-level questioning and pupil performance on test items of the analysis type." Three sets of our data also indicate that too much of the interaction in the classroom can be at too high a cognitive level (Soar and Soar, 1972, 1973). Several dimensions of classroom interaction were scored which represented the frequency with which relatively abstract interaction took place between teacher and pupils, following Bloom's Taxonomy of the Cognitive Domain and a Deweyian approach to teaching. These measures tended to be negatively associated with gain in both pupil achievement and self-concept. In some cases, the negative relationships held for the total pupil group, but, in other cases, it appeared to be true for disadvantaged pupils but not for advantaged pupils.

This is not to conclude that a teacher should interact only at the lower levels, but it does imply that it is possible for a teacher to interact too often at too high a level. The need for a "match" between where the pupil is and where the teacher is seems obvious, but how often do theoreticians raise caution about teachers working at too high cognitive levels?
Figure 4.
Teacher Indirectness Related to Pupil Growth

For 55 Classrooms, Grades 3-6
(After Soar, 1968)

Figure 5.
Relation Between A Teacher Practices Observation Record Control Factor and Pupil Growth for 20 Follow Through First Grades
(After Soar and Soar, 1972)
Figure 6: Relations Between Recitation and Four Measures of Pupil Gain for 59 Fifth Grade Classrooms (After Soar and Soar, 1973)
Findings such as these raise questions about the soundness of the theory on which recommendations for teacher behavior (and probably specification of competencies) are based and emphasize the usefulness of importing findings from teacher effectiveness research. There seem to be two aspects to the problem of defining a competency: what is the nature of the behavior and how much of it is desirable?

Another example of the inadequacy of current knowledge is our occasional ignorance even about which variables we should study. We stumbled across one such variable by accident. We had set up an analysis for looking at school year gain and wanted next to change the focus of the analysis to look at pupil gain the following summer. This change would have been easy except that we found we were one variable short on our data cards, so we put in what we thought was an extraneous variable as a "placeholder"—one which represented the number of pupils on which the mean for each classroom was based. You can guess what happened—it turned out to be a moderately powerful predictor of gain in that analysis. After the fact, this made sense. The variable represented the number of pupils who were present through three days of testing on three different occasions. The examiners had gone back for three make-up periods each time, but there were still a number of pupils we lost.

Our guess was that if the pupil came from a home in which school was valued, he did not have any choice; he was there. But if there was not much concern at home, he was able to drop out as the testing went on and consequently he dropped out of our data set. So probably this variable was an unobtrusive measure of attitude toward education in the home. This interpretation is somewhat uncertain because attendance is often assumed to represent the pupil's attitude toward teacher and classroom. But analyses of the data suggested that pupil attendance as well as "survival rate" related to gain over the summer but not during the school year; and it seems likely that family influences are stronger during the summer than the school year, whereas, if attendance had reflected pupil attitude toward the classroom, it would have been likely to show an effect during the school year.

In summary, these are only a few examples of the weakness of current theory as a basis for specifying competencies and developing programs. There is no question of the need to proceed with program development now, but these examples emphasize the need to use the empirical knowledge which does exist in teacher effectiveness research and to feed back new knowledge into program modification as rapidly as possible.

Some Issues in Validation

Past research in teacher effectiveness suggests a number of issues which may be important in program validation. There appear to be two classes of issues— one dealing with the limits for a given validity relationship, or the terms under which it is true; the other with the statistical analyses.

Validity Specifications. The question is not, "Is the teacher behavior valid?" The question is instead, "For what is it valid?" For what
kind of outcome, e.g., a complex one or a simple one? Unless the teacher behavior patterns which facilitate growth toward both kinds of objectives are the same, then the teacher must know how to produce both kinds of behavior and when. There is reason to suspect that one pattern involves open, accepting, clarifying, reflective behaviors while the other is based on more tightly structured, reinforcing behaviors. The behavior which is "valid for" (related to) one extreme of this range of outcomes may not be valid for the other extreme. Figures 4 and 5 illustrate this possibility.

We not only need to know what kind of objectives a teacher behavior is valid for, but we also need to know the kinds of pupils for whom it is valid. Current data indicate that this may be a critical question. The social status of the pupil, for instance, sometimes makes a difference in the kind of teacher behavior which is associated with most growth for him.

Figure 7 illustrates the relation found between pupil gain in reading and teacher control by means of coercion and negative affect, plotted
separately for groups of pupils of low and high socioeconomic status. For high status pupils, the measures were essentially unrelated; but for low status pupils, increases in negative teacher control were associated with decreases in pupil growth in reading (from data reported in Soar and Soar, 1973). While not strong, the difference in relationship for the two groups was statistically significant.

The fact that the greater decrease in gain occurred in the low social status group was opposite to expectations. We had expected that lower class pupils would have met negative affect more often, would have adapted to it, and that it would have had less impact on them; but these conditions were apparently not true. Instead, what may have happened was that the middle or upper class child was more likely to have support from home which compensated to a degree for an unfortunate classroom and which made him less dependent on it, but that the growth of the lower class pupil was more dependent on the nature of the classroom.

Parallel findings have been reported by Brophy and Evertson (1974).

In addition to the questions of valid for what and valid for whom, we need to know, valid for how long? As we have indicated earlier in relation to multiple learning objectives, it may be that effective teaching for immediate learning may be different from effective teaching for long-term objectives. At any rate, it seems risky to assume that conclusions can be generalized from one to another without empirical evidence that the generalization is sound.

The problems cited so far represent a formidable challenge for program validation, but there is still another consideration which needs to be taken into account—the characteristics of the student teacher. We need to know what behaviors are a "best fit" for what kind of teacher, because probably not all kinds of behavior can be used effectively by all candidates in teacher education.

This degree of complexity in the nature of effective teacher behavior greatly increases the difficulty of validation; but if we fail to take it into account we risk producing in program validation the same inconsistent and often nonsignificant results which have been common in teacher effectiveness research.

The Need for Complex Analysis. Perhaps one of the reasons that research on teacher effectiveness has not been more productive in the past is that it has used an inappropriate model. The true nature of the relationship between teacher behavior and pupil growth appears to be very different from that implicit in most of the research which has been carried out. Most past research has sought a small number of large effects but it seems to us that an appropriate model would look for many small effects which are probably cumulative. If our hypothesis about large numbers of small effects is accepted, then the nature of the research changes considerably. We need to know many more things about the behavior of a teacher and the characteristics of pupils in order to identify the specific teacher behaviors which are effective for particular pupils.
Another defect in past research in teacher effectiveness has been the use of analyses which examined only linear relationships and assumed that more is always better. But a fairly common recent finding is that relations between classroom behavior and pupil growth are often nonlinear as illustrated in Figures 4, 5, and 6 and in similar findings reported by others (Solomon, Bezdek and Rosenberg, 1963; Coats as cited by Flanders, 1970; Brophy and Evertson, 1974).

This finding of nonlinearity seems intuitively reasonable. What does not seem reasonable is that we should have expected to find, without limit, many kinds of teacher behavior that increase pupil growth as they are increased. But whenever we calculate a linear correlation we implicitly assume that this is so.

Another aspect of the relationship between teacher behavior and pupil growth that is often ignored is the possibility that variables may interact in the statistical sense. The question in its simplest form is, "What is the simultaneous effect of two aspects of behavior? Is it different from the effect of each considered alone?" Because classroom behaviors do not occur in isolation, but rather occur in a context of other behaviors, it seems intuitively sound to assume that the effect of one may be moderated by the presence or absence of another.

An example of such a statistical interaction occurred in our research when a variable, the proportion of classroom activities in which the problem had been chosen by the teacher, was found by itself to be unrelated to pupil gain. Another variable, the overall amount of recitation, also showed no linear relation with pupil gain. But when recitation and teacher choice of problem were examined simultaneously, it was found that greater achievement gain took place in those classrooms where one or the other of these variables occurred with considerable frequency, but not both (See Figure 8). It did not seem to matter which one, but frequent occurrence of either one or the other was important. On the other hand, if both occurred with considerable frequency, or if neither did, pupils gained less. Similar effects were found for other pairs of variables.

It may be possible that this interaction can be related to the findings of nonlinearity for teacher control. If an intermediate amount of teacher control is associated with maximum pupil gain, then this intermediate amount of control can be produced in various ways: either by an intermediate amount of one dimension of classroom controlling behavior or by a combination of one kind of behavior which represents control and another kind of behavior which provides some freedom. Two controlling kinds of behavior at high levels result in too much control; neither being present results in too little control for pupil growth, just as in the inverted "U's" described in Figures 4, 5, and 6.

So far, the concept of statistical interaction has been discussed in relationship to the simultaneous effects of different combinations of classroom behaviors on pupil learning. Another example of the same concept would examine the interaction of entering pupil characteristics and classroom behavior because both are related to outcomes, as illustrated in Figure 7. This is the logic of the aptitude-treatment interaction (ATI) studies. The extent to which such interactions can be made use of...
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in teacher education or in program development may be limited; the task of teaching is complex enough without them. But it does seem important to take them into account in the process of program validation where they are more easily dealt with.

There are a number of pupil characteristics which seem to determine in part which teaching behavior is most functional in a given instance. For example, one of our findings indicated that pupils who were high in motivation grew more in classrooms in which they were frequently allowed to carry out assigned work at their seats and then were free to select other activities when the assignment was finished while for pupils who were low in motivation growth was greater in classrooms where this activity occurred infrequently.

Socioeconomic status has already been cited as another pupil characteristic which must be considered in identifying which teacher behaviors will be most functional, as shown in Figure 7.

These findings of nonlinear relationships and interactions, which seem to make theoretical sense, indicate the need for complex statistical analyses in program validation because of their potential for dealing with the reality of the phenomena more adequately than the simple linear correlations or t-tests used in the past. As evidence of this, in two sets
of our data the number of significant linear correlations was about one and a half times the number expected by chance, but the number of significant nonlinear relations and interactions was between three and four times the expected number.

Past teacher effectiveness research, then, seems to have been asking questions that were too simple to represent the reality of the situation. At an intuitive level it is clear that the classroom is a highly complex place and to try to understand it by asking simple questions is probably not a productive way to go.

A Suggestion for Analysis. It is possible that some of our readers may be deterred from using complex methods for analyzing the relations between teacher behavior and pupil outcomes, including nonlinear relations and interactions, because of the apparent difficulty of the data analysis, even though they may find the rationale for doing so quite compelling. There are recent developments in this area that simplify the task considerably by making it possible to use multiple regression procedures to answer questions which used to be answered by analysis of variance. This approach offers a degree of convenience and flexibility which is an important practical advantage, as well as offering some theoretical advantages (Cohen, 1968; Kelly, Beggs and McNeil, 1969; Walberg, 1971; Kerlinger and Pedhazur, 1973). A widely available program suitable for such analyses is the Step-Wise Multiple Regression, BMD02R, from the Biomedical Computer Program Library (Dixon, 1974), which is available at most computer centers.

There are also more complex approaches, forms of multivariate analysis, which may be even more informative, but they require greater skill and more degrees of freedom to exploit their power.

In an undertaking like program validation, in which most of the effort and money goes into collecting the data and reducing it to an appropriate form, the statistical analyses represent a small portion of the total. To settle for an analysis which does not fully exploit the data would be foolish economy. Complex phenomena need complex analysis if they are to be understood.

Concluding Comments

We have presented a simple paradigm which separates the educational process into identifiable points for assessment: teacher training, teacher behavior or performance, pupil behavior, and pupil outcomes. The paradigm permits specifying the point at which assessment may take place and identifies lines of influence between these points. It makes clear, for example, why studies which simply examine relations between teacher training and pupil outcomes are not likely to be productive because there are too many unidentified steps (and too many variables) in between. It indicates that the major difference between PBTE and past practice is that it shifts evaluation from the training program itself to the behavior of the teacher who is graduated from that program. Teacher behavior becomes the output of the training program and the input into the real-life classroom. Program evaluation, then, examines the relation between training
and teacher behavior and program validation examines the relation between teacher behavior and pupil behavior or pupil outcome.

Problems in using pupil outcomes as criteria for evaluating teachers were presented and the conclusion was drawn that the problems are disabling. Measures of even year-long growth of pupils are so unreliable that data based on gains of about 20 classes per teacher would be required to evaluate teachers with the customary minimum standards of reliability.

In the interest of practicality, teaching periods of a few hours or a few days are frequently used. But the problem of whether short-term gain relates to long-term gain, the probability that short-term gain will be measured at lower cognitive levels, and our lack of knowledge about whether teacher behaviors which promote learning at low cognitive levels also promote learning at high cognitive levels all raise question about these short-term approaches. There are the further difficulties that the objectives of education are many and complex, so that repeated measures for multiple outcomes would be required. Finally, and most importantly, to evaluate the teacher on the growth of the pupils is to base the fate of the teacher on the behavior of others over which he neither has effective control nor, it seems to us, should have it. These are some of the reasons why evaluating teachers by measuring the gains of their pupils is impractical and probably immoral as well.

Rather, the better procedure for evaluating teachers would be the measurement of teacher behavior, which is under his control to a greater degree, although even this measurement is neither simple nor easy. Some of the problems of specifying and measuring competencies may be eased, however, by using a hierarchical organization in which specific behavioral items and the need to talk about large numbers of specific competencies, is bypassed for most purposes. But when this procedure is followed, it is critical to assure empirically that the items in each group do, in fact, belong together.

While we recognize that program development will need to proceed on the basis of current theory and knowledge, even though current knowledge is weak, it is important to utilize the research knowledge which does exist. Not only does it show that some concepts are weak and others in error, but it suggests additional concepts and measures which go beyond present theory and should be considered in the specification of competencies.

But important as program development and evaluation are, we will not in the long run know whether they have advanced education until we know whether they make a difference to pupils—until we validate our programs. We need to know empirically that the teacher behaviors which programs teach do, in fact, produce the desired outcomes for the pupils taught. This is the step in the process which has most often been omitted. But the weakness of theory and research on which programs are now based, coupled with the high cost of program development and the increasing concern by the public for accountability in education, leave no alternative to moving ahead without delay in this critical area.
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The cost in time and money involved in the conduct of validation research will be reduced materially if it is done in the context of an on-going program rather than separately from such a program. There is some evidence that complex studies produce meaningful results when they bring together information about pupil, school, and community, along with multiple low inference measures of teacher and pupil behavior, and multiple outcome measures, but only when the data are analyzed by procedures which can exploit their richness. While not simple or easy, such studies are feasible with the present "state of the art." This will be a difficult and expensive process, but minor compared to the difficulty and expense of program development and operation which we take for granted.

While the assessment levels in the paradigm present fairly discrete points for assessment, taken as a whole, the paradigm provides a dynamic model in which training experiences or programs may be evaluated in terms of teacher behaviors and pupil behaviors and outcomes may be used to validate teacher behaviors. The results of both processes can then be fed back into program modification. This becomes a continuous process of train, evaluate, validate, feedback, modify, train, etc. In this sense, evaluation and validation represent a small investment whose potential return appears to be great. This process, with its empirical feedback loops, may be the key to a new era in education--one in which we really begin to know what a teacher can do to help pupils learn and what a program must do to teach these skills to teachers.
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