ABSTRACT

Proceedings of the Association of Educational Data Systems convention are reported and summarized. Papers are arranged by topic under 21 groupings. Among topics covered are the computer industry's responsibility to education; management by objectives in educational data systems; preparation of instructional material; educational data systems in state education agencies, public-school management, and higher education; teacher training and tools; designing instructional facilities; security in educational data systems; modeling and simulation in instruction, and computers in business education. An author-contributor index is included. (SK)
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In keeping with the 1975 AEDS convention theme, “DISCOVERY: New Worlds of Educational Data Systems,” I hope that the 13th Annual AEDS Convention, especially these convention proceedings, will afford you the opportunity to make many discoveries of your own.

As you know, AEDS was founded to provide a forum for the exchange of ideas and information about the relationship of modern technology to modern education. Our annual conventions, consisting of informational and discussion sessions and vendor exhibits, bring together key people from education and computer technology. AEDS is proud to serve the educational and technical communities in this capacity and will continue its efforts to increase the knowledge and expertise of its members and friends.

This publication is the result of many hours of hard work and should be an excellent supplement to the information received from attendance at the respective sessions. The papers contained within the 1975 Proceedings have been compiled from many that were submitted to our 1975 Program Committee. Each has been reviewed and refereed by a panel of persons knowledgeable in the field of educational data systems, and was deemed acceptable for presentation at this year’s convention. AEDS is deeply grateful to each contributor for his or her participation on the 1975 program. It is the Association’s desire that this collection of original papers will serve to promote and advance the understanding of educational data processing within the educational community and that this publication will be of assistance to you as a valuable reference guide for years to come.

JAMES AUGUSTINE, JR.
President
EDITOR'S PREFACE

This is the first AEDS convention for which we have had a truly extensive effort in soliciting papers from a broad spectrum of the educational data systems community. You have in these proceedings the selected, excellent responses to our solicitation. We all owe many thanks to the authors who prepared these papers for consideration. On AEDS' behalf I should like to extend particular thanks to the reviewers/referees of these papers: G. Ernest Anderson, University of Massachusetts; Paul A. Bartolomeo, Rhode Island Junior College; Richard A. Bassler, American University; Jacqueline M. Cline, Georgia State University; George W. Gorsline, Virginia Polytechnic Institute and State University; Donald D. Horner, Fairfax County (Virginia) Schools; Barbara L. Kurshan, Salem (Virginia) Community School; James Mitchell, Iowa Department of Public Education; John E. Odom, Mankato State College; Charles K. Rice, Value Engineering; Simeon P. Taylor, NEA; and Carlton Hayes Willis, North Carolina Board of Education.

AEDS is also greatly indebted to Steven M. Raucher, through whom we received the IBM grant which made these proceedings possible, and to Michael J. Healy, who provided invaluable technical advice for the actual printing and publication of the proceedings. I should like to extend my personal appreciation to Gail J. Connelly and Mary A. Horton for their secretarial assistance and especially to Norinne H. Fitzgibbon, AEDS Publication Chairperson, and Charles D. Miller, 1975 Convention Coordinator, for their invaluable support.

DUFF GREEN, III
Proceedings Editor and
Convention Program Chairperson
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1. INTRODUCTION

In 1970 the American Institutes for Research, under the sponsorship of the National Science Foundation, completed the first comprehensive survey of computer use in the public secondary schools of the United States (Darby, 1970). Until the publication of this study in 1970 only sketchy data were available regarding the extent and type of use of computers in secondary schools (Goodlad, 1966 and Bangs, 1970). The data from the American Institutes for Research study was published in report and book form.

Since the publication of these earlier data, a virtual void has again developed with regard to current information concerning computer application in secondary schools. Responding to this need once again, the National Science Foundation has awarded a grant to the American Institutes for Research to conduct a follow-up study of computer activities in secondary schools to be conducted during 1974-1975 with a June 1975 completion date. The major thrust will once again be to:

(1) Assess the extent and nature of current computer use in secondary schools with particular emphasis on instructional applications.

(2) Examine and report on selected computer applications which appear to be particularly noteworthy as current examples of the state-of-the-art.

In addition to replicating and updating the previous information, the current study will also undertake to:

(1) Establish some basis for assessing recent trends in computer use (comparing current data with the previous study).

(2) Derive some projections regarding future growth on the basis of the two studies.

(3) Perform some indepth follow-up in those schools where interviews were conducted in the previous study in order to obtain some longitudinal case studies regarding the implementation and institutionalization of computer applications. Such data will be particularly useful in identifying what problems might be associated with implementing computer applications in secondary schools.

(4) Assess the current status and future of computer-based education in the secondary schools as viewed by domestic computer (main frame) manufacturers.

2. PROCEDURE

The data will be collected in a five-step process involving primarily mail surveys and telephone interviews.

(1) A questionnaire was mailed to a 25% random sample of the secondary schools in the United States. A secondary school was defined as any school having any of the grades 9 through 12. Questionnaires were sent to approximately 6,000 schools.

(2) A questionnaire was mailed to every American computer manufacturer. A total of approximately 80 surveys were distributed.

(3) Telephone surveys will be conducted with 25 schools to amplify data collected in the mail questionnaire and to obtain detailed information from schools having exemplary programs of particular interest or impact.

(4) Telephone interviews will be conducted with 10 selected schools visited in the 1969-1970 survey. Data will be obtained of a longitudinal nature to assess changes which occurred to that program since the 1969-1970 survey.

(5) Non-respondent interviews will be conducted by telephone with 100 schools which did not respond to the school survey. The interviews will be conducted to determine if the non-respondent sample was in fact similar to the respondent sample or if some bias may have been operating.

3. RESULTS

Though data collection from all sources--school questionnaire, computer manufacturer's survey,
the amplification study, and the longitudinal study—is currently underway, only preliminary findings concerning the school survey can be reported at this time. With an approximate return of 43 percent of the school questionnaires, 52.7 percent of the schools responding were using a computer to assist either in the administration of the school or in direct support of the instructional program, while 47.3 percent of the schools responding were non-users. Administrative uses of the computer included resource management, planning, payroll, personnel records, student accounting (attendance, report cards, schedules), and research/evaluation of teaching methods and curriculum. Instructional applications of the computer included computer assisted instruction, using the computer as a computational (Math, Science), teaching computer science or computer literacy, gaming and stimulation, computer managed instruction, and using the computer in academic and vocational counseling.

In comparing the preliminary data from the current study with the results of the 1970 school survey (Figure 1) we find that the use of computers at the secondary school level has increased substantially. In 1970, 34.4 percent of the schools surveyed were using the computer for administrative and/or instructional uses while in 1974, 52.7 percent of the secondary schools participating in the project have some computer application. Of interest is that the growth of computer use at the secondary school level has resulted because of an 8 percent increase in schools using the computer only for administrative purposes, and a 9.7 percent increase in the number of schools using the computer for both administrative and instructional uses. Schools using the computer strictly for instructional purposes increased by 0.6 percent. Since school computer use is primarily locally funded, it appears that the growth of computers in secondary education is highly related to the demonstrated benefits that the investment will bring to the school or school system.

When compiled the study will provide data which will:

1. Describe the extent, nature, and purpose of computers in secondary schools; as well as the sources of support, extent of previous use, and plans for future use of computers.
2. Compare the 1970 and 1974 surveys regarding extent and type of use.
3. Describe problems encountered in the implementation and institutionalization of educational computer innovations.
4. Project estimates of future computer use and trends as reflected in the data to date.

Figure 1: Secondary School Survey: Preliminary Findings and Comparisons

<table>
<thead>
<tr>
<th></th>
<th>1970</th>
<th>1975</th>
</tr>
</thead>
<tbody>
<tr>
<td>Secondary Schools</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using Computers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Administrative Only</td>
<td>34.4%</td>
<td>52.7%</td>
</tr>
<tr>
<td>Instructional Only</td>
<td>21.5%</td>
<td>29.5%</td>
</tr>
<tr>
<td>Both Administrative and Instructional</td>
<td>3.9%</td>
<td>4.5%</td>
</tr>
<tr>
<td>Non Users</td>
<td>65.6%</td>
<td>47.3%</td>
</tr>
<tr>
<td></td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>
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EQUALIZING INSTRUCTIONAL COMPUTING ON A STATEWIDE BASIS

Dr. Kenneth E. Brumbaugh
State Instructional Coordinator
Minnesota Educational Computing Consortium

Many challenging, innovative, and worthwhile ways of using the computer as an instructional tool have been developed in recent years. However, only those who are fortunate enough to live in the right location or who are associated with the correct institution have the opportunity to access computer systems for instructional purposes. Local and regional computer networks are being created in many states and have begun to serve users from broader geographical locations. The State of Minnesota has established an organization, the Minnesota Educational Computing Consortium (MECC), whose function includes equalizing instructional computing capabilities for all levels of education in the State. An overview of what MECC is and what MECC has been doing will be presented in this paper.

Minnesota, the twelfth largest state in geographical size, is an educational leader in many areas including educational usage of computers. Such leadership can be documented by the fact that Minnesotans spend $804/pupil unit/year on schools that have an average pupil/faculty ratio of 17.8, and that on any given day have 95 percent of all students present. Support for an instructional computing network comes from the entire educational spectrum, from classroom teachers to the State Commissioner of Education, Mr. Howard Casmey. Mr. Casmey was one of the keynote speakers at the 1974 NAUCAL convention where he presented the Minnesota plan as a model for the delivery of instructional computing services. The history and development of MECC will not be detailed here, except to note that MECC is an organization created by five State agencies according to the rules of the Minnesota Joint Powers Act M.S. 471.59. The five Minnesota agencies are: the Department of Administration, the Department of Education, the University of Minnesota, the State Colleges, and the Community College System.

Principles of Organization and Operation

There are a number of basic principles of organization and operation which, in essence, represent a "constitutional basis" for the joint powers agreement. Among the principles are the following:

1) The funding of services provided by MECC shall be through the member systems which use the services.
2) The funding of communications facilities shall be through a direct state appropriation of funds for that purpose.
3) The policy direction and governance of the consortium will be under the control of the users.
4) The needs for services will be defined by the users through the member systems.
5) Accountability to state government and to the public will be maintained through biennial reports to the Government and Legislature through the MECC, the State Board of Education, and State Information Systems Advisory Committee and by means of the three directors appointed by the Government and Legislature.
6) The consortium must be organized and function so as to maintain and increase the overall computing competence of the educational institutions and systems.
7) The specific instructional, research, and administrative needs will be defined by the systems and must be accommodated by the consortium.
8) The administrative overhead associated with the consortium should be as limited as possible, consistent with needs for effective planning and careful management of limited resources.
9) In general, the service responsibilities to be exercised by MECC will be limited to general-purpose computing.
10) An educational use of computer services and/or facilities shall receive, as a result of joining the proposed consortium, less service or less adequate service than needed and previously available through institutional and system resources.
Responsibilities Delegated to MECC

The member systems of the joint powers agreement collectively have delegated certain powers and responsibilities to MECC which enable MECC to better respond to Minnesota computing needs as defined by the individual educational systems. A partial list of responsibilities is given:

1) Review, coordinate and consolidate proposed biennial computing budgets of the individual member systems.

2) Provide computing services related to the development of educational computing for the member systems including: the review and approval of the acquisition of general purpose computing equipment and systems; establishment of technical standards, including communications; engineering and maintenance of computer facilities; training and consultation services; software development and maintenance.

3) Provide fiscal management of computers on behalf of individual systems of education.

4) Own, lease and operate computer systems. In general, the responsibility by MECC to operate computer systems will apply to all new systems; that is, to those which are acquired after MECC is established. For existing computer systems, including the ownership or leasing of the equipment thereof, the member could also continue to operate the computer system, under a contract with MECC.

5) Develop long-range plans for computer system hardware, software and services, and for the continued monitoring, modification, and updating of those plans in accordance with changes in technology and in the needs of member systems.

MECC ORGANIZATIONAL STRUCTURE

MECC has been organized into a structure that has staffed three major divisions, they are: Instructional Services, Management Information Services, and Special Projects. The Instructional Services Division has the responsibility of providing and coordinating instructional computing capability within the member agencies of MECC. The Management Information Services and Special Projects activities will not be presented in this paper, however, additional information can be obtained by contacting the MECC office, 1925 Sather Street, St. Paul, Minnesota 55113.

Instructional Timesharing in Minnesota

The MECC instructional timesharing systems serve school districts representing 84 percent of the total school enrollment in the State during 1974-75. Enrollment in districts located outside of the Minneapolis-St. Paul metropolitan area made up only 14 percent of all students having access to instructional timesharing in 1973-74 (prior to the creation of MECC), compared to 46 percent in 1974-75 (the first year of MECC). As shown in Table 1, the instructional use of computers in Minnesota has switched very dramatically from a predominately metropolitan area base to an evenly distributed statewide base. Table 1 exhibits the numbers of students enrolled in school districts having access to instructional timesharing systems in the 1974-75 school year, as contrasted to 1973-74.

Table 1.

<table>
<thead>
<tr>
<th>MECC Region</th>
<th>1973-74 Public School Enrollment</th>
<th>1974-75 Public School Enrollment</th>
<th>1975-76 Public School Enrollment</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>81,670</td>
<td>62,377</td>
<td>8,496</td>
</tr>
<tr>
<td>II</td>
<td>70,015</td>
<td>67,492</td>
<td>6,670</td>
</tr>
<tr>
<td>III</td>
<td>59,541</td>
<td>69,568</td>
<td>3,082</td>
</tr>
<tr>
<td>IV</td>
<td>70,490</td>
<td>64,459</td>
<td>1,019</td>
</tr>
<tr>
<td>V</td>
<td>122,024</td>
<td>85,363</td>
<td>38,160</td>
</tr>
<tr>
<td>Total</td>
<td>399,256</td>
<td>356,431</td>
<td>306,310</td>
</tr>
</tbody>
</table>

* All enrollment figures are taken from the Minnesota Educational Directory, 5/31/74.

** In school districts having access to instructional timesharing facilities.

Timesharing Services Provided by MECC

The instructional timesharing services offered by MECC can be grouped into the following four areas: 1) people; 2) hardware; 3) software supports; 4) communications.

People: The most important service that HECC can offer to timesharing users throughout the State is personal response to problems generated by users. The people component of MECC's Instructional Services Division can be considered as: 1) regional coordinators, 2) support services personnel, 3) operations staff.
In order to facilitate the implementation of computer technology in the classroom, MECC has assigned seven regional coordinators to field offices located throughout the State. The seven MECC regions are illustrated on Figure 1.

![MECC Regions Diagram](image)

The responsibilities of the regional coordinators vary daily from assisting new users signing on the system for the first time to conducting extensive workshops in the development of curriculum materials that use the computer as an integral part of the instructional approach. The second major category for which users can obtain service from MECC is in the area of software and educational support materials. Responsibilities for the personnel working in Support Services include management of system libraries and the writing and distribution of newsletters and instructional materials designed to support instructional computer usage. During 1974-75 MECC is using various computer systems to form the delivery system for timesharing service and is currently purchasing a Univac 1110 system for use in 1975-76. Thus, the operation staff this year is comprised of personnel from the various computer centers, but in early 1975, MECC will be employing its own operations staff.

### Hardware:

During the 1974-75 school year MECC member school districts are accessing one or more of the following computer systems for instructional timesharing: a Control Data Corporation 6400, Hewlett-Packard 2000 Series computers, a Digital Equipment Corporation PDP-8, or a Univac 1106. Over 800 locations are located throughout the State and access one of 460 available ports on the computer systems. Table 2 lists the number of ports that are available on the MECC supported systems and where these computers are housed.

### Software:

It is a goal of the Instructional Services Division of MECC to support users by making available to them an extensive library of materials. These materials, most of which are commercially prepared, are available either on loan or at cost. The type of materials kept in stock ranges from programming manuals to instructional packets that assist teachers in using specific computer programs common to the MECC supported computer systems in the State of Minnesota.

MECC personnel are constantly updating the support software by ordering new materials requested by users, and by seeking and converting programs used by other instructional computer systems throughout the nation. MECC users are kept in touch with all the developments of MECC via monthly newsletters distributed throughout the State.

### Communications:

Establishing a cost effective communications network to the various computer systems is an extremely important factor in making the MECC statewide computer network function, particularly for outstate users. Forty-five participating

---

In addition to computer hardware, schools need terminal hardware. MECC, using a statewide purchasing agreement, is assisting schools with the purchase and maintenance of this equipment. Over two hundred teletypes have been purchased through MECC by educational institutions in the State this year. Approximately $200 per teletype can be saved by Minnesota educational institutions if they purchase their equipment through the statewide contract established by MECC.
school districts are within the free-dialing area of the computer system they access. This leaves 198 school districts for which MECC had to establish communication capability. This was accomplished by one of three methods: the installation of foreign exchange telephone lines, the purchase of In-WATS telephone numbers, or by the purchasing of Multiplexors. Forty additional school districts are within the free-calling area of the thirteen multiplexors placed throughout the State. Foreign exchange telephone lines were installed between many communities and this enabled another 114 school districts to make free telephone calls to the multiplexors. Finally, forty-four school districts were given telephone In-WATS capability and this brings the number of total school districts being served by MECC in 1974-75 to 243.

Cost of Instructional Timesharing

All Minnesota school districts desiring access to a MECC instructional timesharing computer during the 1974-75 school year were accommodated. The cost for this service depends mainly on two factors: the total enrollment in the school district and the number of connect hours to the computer. The following six steps outline how the cost to the particular district is calculated:

1) Participating schools have been given a $6.00 per student credit to be used for instructional computing time.

2) Computer costs are figured to be approximately $2.00 per connect hour. The subsidy in No. 1 can be used to pay 3/4 ($1.50) of the cost. The district must pay for the remaining $0.50. So, the total subsidy divided by $1.50 yields the number of subsidized connect hours for the school districts.

3) The number of HOURS OF SUBLSIDY multiplied by $0.50 is the school district's minimum cost for computer time.

4) As per the requirement of the legislation that established MECC, a 10 percent surcharge is added to No. 3 above to give the TOTAL MINIMUM CHARGE.

5) For each hour over the SUBSIDIZED HOURS the cost to districts is $0.75 plus the 10% surcharge.

6) After a district uses and pays $0.75/hr. for a number of hours equal to the number of subsidized hours (see No. 2 above) no additional charge is made and unlimited use is available.

Summary

MECC has been created to serve the general needs for instructional timesharing and administrative service in addition to statewide needs for: 1) computing power, 2) prevention of computer proliferation, 3) cooperation between various levels of education, and 4) equalization of opportunity. An attempt to meet these needs has been undertaken by MECC and an innovative, exciting, and active project is underway in Minnesota.
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In the quarter century since the advent of the commercially practical computer, the whirlwind pace of technological development and expansion has been increasing. Except for IBM, most companies involved in manufacturing and marketing computers and related products and services have been concentrating on survival. In fact, several years ago, RCA and GE, two giants in the industrial world, found the going too rough in the computer field and abandoned their position in general purpose computer production. Many of the others, especially the smaller companies without strong financial positions, have been concerned with simply staying in business and very few of them even thought about social responsibility.

In the winter of 1973-1974, the author surveyed a number of top executives in the computer field, and asked searching questions. Of 104 companies queried, 54 responded. Based on the annual sales of the respondents and those of the total industry, the response represented 92.4 percent of the industry, with only 7.6 percent not responding. This paper concerns itself with the responses to one of these questions. It hopefully illuminates some of the little known areas with regard to the emerging computer industry's concerns. It examines and evaluates the top executives' thinking and actions about their social responsibilities, especially towards education. The question upon which this paper is based is:

Do you think that corporations within the United States computer industry, as significant users of the products, the graduates, of our universities and colleges, should have a social responsibility in absorbing some part of the cost of producing this output? If so, why? If not, why not?

This question brought a good response. A few of the respondents avoided the question for various reasons, but the majority demonstrated an admirable approach to the subject.

Proponents of Direct Contributions

Some of the affirmative responses are partially quoted below. A smaller company had this to say:

... American business does have some amount of social responsibility, and this responsibility increases exponentially with size of revenue and profit. The larger a company becomes, the more responsibility it has to the community and general economy. Basic business decisions by large corporations cannot be made without at least considering the overall public good although not to the extent that it might endanger sound business principles and profitability.

In an internal corporate publication, one of the larger companies on the fringes of the computer industry describes its rationale on the company's educational aid program. The document, in part, says:

More than ever before, the nation's public and private colleges and universities must look to private sources for a substantial portion of the funds they need to maintain instructional programs and their physical plants.

In that light ... its educational aid program ... In the mid-1970's, exceeded $3 million a year and benefitted hundreds of institutions of higher education.

It is a story of a company that recognizes its need and that of society for the talents and skills of the graduates of these institutions ...

Another company, which does not operate exclusively within the bounds of the computer industry, has a strong feeling about obligations to higher education.

Although your interest is specifically within the computer industry and we operate in several other industries, I feel that it is important to state that all of industry has a responsibility to support the cost of higher education. Business and higher education are interdependent. Business is an important source of support for our universities and, conversely, business relies on the universities for trained leadership and growth of knowledge on which technology and innovation depend.

* The italicizing of quoted material from survey responses was added by the author.
Another company, operating almost exclusively within the computer industry, feels that its support should not be restricted to the computer industry. This company’s president also feels that corporations are supporting higher education through the taxes they pay to the federal and local governments.

A number of larger companies have been giving to education for many years. Some have established patterns of giving, as well as vehicles, for the distribution, thus:

... it has a social responsibility to support higher education. In 1964 the '... Foundation was chartered to focus such support on four-year colleges and universities, with emphasis on engineering and related scientific education.

Support exclusively to the computer element of education is not envisioned by one corporate president who wrote, "Yes. This is a normal corporate responsibility in all areas, not just computer." Another corporate officer felt that the support of higher education was part of the community responsibility and should apply to all academic areas and not be limited to computer-oriented disciplines.

This broader based support concept in further supported by a vice president of one of the larger companies:

All major U.S. corporations, regardless of whether they are part of the computer information systems industry, provide financial support to higher education, in the form of contributions to operating budgets, building programs, and scholarships and fellowship programs. These contributions reflect the firm conviction of corporations that they have a responsibility to support higher education. It is of its vital importance to the well-being of this country and not simply because colleges and universities are a source of personnel for such companies. It goes without saying that... Corporation is fully committed to this philosophy.

One response in particular recognizes the significant user element as a reason for helping to pay for the educational costs. This manager of educational relations said:

Yes, we do perceive a responsibility (beyond that portion of its taxes which go to public institutions in the states in which we operate). We recognize the cost pressures on higher education, and see a significant "user" of their product expect to help alleviate a small portion of those pressures.

A much smaller company, less than a decade old, with annual revenues less than $20 million, has some strong regional loyalties as well as recognition of only a small sector of the educational community. The president of the company said:

Yes, but here in... we definitely restrict our corporate thinking and action to the privately supported universities, and essentially only at the graduate level. Why? Because the private institution can generally cover about half its cost through tuition and fees; the other half must come from outside sources, particularly those sources which use the "product" of that institution.

As for assuming responsibility for identifying with the computer segment of the educational process, one respondent took this view:

We think corporations, including our own, have a social responsibility for support for education but not necessarily on a quid pro quo basis.

Related to the quid pro quo position taken above, one director of civic affairs had this to say:

We initiate training programs for specific skills in which we expect to employ the people involved. The question of our assuming this same relationship where we have no direct input into the initiation of the courses involved is another matter. It is not customary to assume responsibilities in matters over which you have no control or basic involvement. We are, of course, a major taxpayer, currently assisting in the support of state institutions.

Most of the answers in the responses above were from proponents of direct contributions and were from companies which were established in other fields before the advent of the computer, or which derive a significant portion of their profitability from non-computer-related fields.

Preclusions to Direct Contributions

As might have been expected, a number of responses indicated that the companies had not been able to consider the questions of social responsibility because their attention is focused on the problems of financial survival. The newness of the computer industry and its volatile and dynamic marketplace, coupled with the minimal financing of many of the newcomers to the industry, have created the financial problems.

Comments reflecting the relationships of profitability to philanthropic ability are included here. One company, with an eight-figure loss accumulated in recent years, explained its position:

Actually, ... has never been in a profit position where it could consider more than nominal support of educational — or for that matter any discretionary — causes. The company had amassed a retained deficit of... at the conclusion of fiscal 1972, and thus our primary concern has been more revital.

Fiscal responsibility to creditors, to say nothing about shareholders, is the theme of the next observation by a vice president of another company with a past record of financial difficulties.

Although many of us personally feel that
... is in no financial position to ever consider the subject. Nothing would please our management and Board of Directors more than to have the luxury of distributing our excess profits in worthy endeavors. However, we have just rebounded from two very bad years of operations, and our creditors may not consider such donations to be good business judgment.

Another new company, but without the serious financial problems of the two just mentioned, is concerned with the problems of keeping the company going on an orderly basis. This company's president observed that: "Considering the fact that we are a new company, it would not be feasible that we donate to any educational institution monies that we need and presently need in our cash flow."

There is a desire to support higher education, but the means to do so are not presently available, according to two other responses. In one of the letters, the corporate personnel manager says:

"To date, growth had required a 'hand to mouth' cash flow. Therefore, since our inception approximately five years ago, we have found ourselves unable to utilize funds for philanthropic purposes of any sort. As we come into our own, I fully expect to establish a pattern of donations to such causes and institutions as consistent with our management's philosophy. The development of this plan has not yet begun."

The other letter states:

"We do not believe that we at... have a social responsibility in absorbing the cost of training computer professionals at this time. I say this because at this time we do not have the financial means to support such programs. I believe this condition is true of most all the firms presently in the computer industry other than the larger companies (IBM, Honeywell, Control Data, Univac, Digital Equipment) in the industry... smaller companies, such as... are always in need of financing and, thus, not able to support worthwhile individuals in the social area."

The transfer of responsibility to the larger and presumably more profitable companies is the tone of another letter. The vice president does not deny the desirability of involvement, but simply suggests that philanthropy be embraced by the larger companies only. He says that his company probably should be involved but, as a matter of fact, is not.

Opponents to Direct Contributions

A relatively small number of the respondents took the position that their companies and the other companies in the computer industry should not assume any responsibility for education. Their views were expressed unequivocally in concise terms. One response is especially emphatic:

"No! [The] Company should pay market value for work done. Graduates should pay for their 'value enhancement' out of, say, 10% of their wages until cost of education (plus interest) is recovered... My own experience proves it. There are many duties of the corporation as a good citizen. But you must guard against corporate 'social responsibilities' corrupting the institution in such a way as to weaken it in performing it's [sic] far more noble and beautiful roles in creating customers, jobs, and profits."

A similar view was taken in another response in which the company president said, "I pay as part of the salary I pay for college graduates." He also commented that "Contributions do not add to profit and therefore work against this plan." "No," says another respondent, a vice president of a company claimed by him to be too small to be considered in this survey.

Two other responses have generally the same tone. One says, "No!" The responsibility and mission of corporations is to produce goods and services! Not Graduates."

The second says, "No!" As taxpayers we all (corporations and individuals) support education. I don't think universities should train 'products' for industry and industry shouldn't 'order' people produced.

Not favoring direct support by the members of the industry, the next two respondents suggest support from government and from the entire United States population, respectively. Their comments are partially quoted as follows:

"... I do feel that higher education is best served by direct government support or self-funding. Corporations should fund higher education insofar as their best interests are affected."

"I think that it is the responsibility of the entire United States population to support our colleges and universities and, indeed, all of the educational facilities within the country. I do not think that the computer industry should be singled out as a special (albeit significant) user of this resource. It is the entire country that benefits from education and the entire country should support it."

Arguments that the stockholders would oppose an expenditure for higher education were limited. One letter states, "No, the stockholders would never agree that this is the proper conduit for getting appropriate monies from one place to another." Another viewpoint reveals the attitudes and interests of the stockholders:

"Until two years ago, our company did not have a formal budget plan concerning corporate gifts. It was Mr. [sic]'s philosophy at that time that public corporations should not be in the position of giving away what properly belonged to the shareholders. I..."
would also say that this philosophy was molded by the fact that he personally gave, and continues to, a great deal of his resources through his own philanthropy. A formal program has now been established with the primary giving going to organizations in support of the greater area.

Summary and Analysis of Responses
Over half of the respondents are exercising their social responsibility as contributors to higher education. While denying social responsibility, another respondent gave this opinion:

"I don't think that the corporations in this case have a social responsibility, but I do believe that they have a very valid pro quo interest in maintaining a strong academic discipline in computer sciences."

This would lead me to comment that for those corporations in the computer business, support of this academic area should have a high priority on the list of academic disciplines to be supported through the corporate contributions effort.

Only 16.7% of the respondents took the negative position. Their reactions were stated emphatically. Some responses were so couched in doubletalk that it was exceedingly difficult to place them in a suitable category. The relationships of the responses are shown in Table 1.

<table>
<thead>
<tr>
<th>Number</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes, do have responsibility and do provide support</td>
<td>19</td>
</tr>
<tr>
<td>Yes, have some responsibility</td>
<td>9</td>
</tr>
<tr>
<td>Have not thought about it because of poor financial condition</td>
<td>6</td>
</tr>
<tr>
<td>No, very positively</td>
<td>7</td>
</tr>
<tr>
<td>No, but have an interest in further consideration</td>
<td>2</td>
</tr>
<tr>
<td>Too small to be concerned about the problem</td>
<td>2</td>
</tr>
<tr>
<td>Not answered in tabulatable form</td>
<td>9</td>
</tr>
<tr>
<td>Total</td>
<td>54</td>
</tr>
</tbody>
</table>

Conclusions

The computer-related industry is not very different from the rest of American industry and business with respect to philanthropy. Having long-established patterns of giving, the major companies generally provide assistance to education in the same proportion each year. In some cases, the pattern of giving is modified to conform with changing demands. Three of the largest organizations are often responsive to federal spending and are more likely than not to change contributions to higher education as required. The consensus seems to be that the total amount to be donated would remain essentially the same. Only the distribution of funds would reflect a modified pattern of giving.

Regardless of what the concept is called, the idea of providing financial assistance to institutions of higher education makes good sense. Henry Ford, quoted in a Fortune (May 1973) article makes a distinction between social responsiveness and social responsibility. "I think that they are quite different," he explains. "We need to be socially responsive without overdoing the social responsibility - in the sense that we've got to do something directly about the deficit in the school system, for example."
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INTRODUCTION

PLANIT is a sophisticated, comprehensive, and transportable computer assisted instruction (CAI) language that has been under development for over nine years. PLANIT has been installed at over 30 university, military, and industrial locations. The purpose of the symposium is to provide information and discussion concerning the features, implementation, and uses of this powerful language that has been described as one of the three seminal CAI systems in existence today. Yet, the most exciting feature of PLANIT is that it can probably be installed on your computer with relative ease.

The first presentation, by Charles Frye, describes the capabilities of PLANIT and its past, present, and future. Cecil Johnson will discuss several implementations of PLANIT on military computers. Current uses of PLANIT and several examples of available courseware will be reported by Franz Frederick. David Yens will be concerned with research uses of PLANIT and the means of evaluating courseware. Summaries of the presentations are given below.

A REPORT ON PLANIT, VERSION 3
Charles H. Frye

The development of the machine transportable version of PLANIT (Programming Language for Interactive Teaching) was begun in 1968 under contract to the National Science Foundation. PLANIT is an instructional system consisting of an author language and supporting computer programs for preparing, editing, and presenting any subject matter suitable for individualized presentation to students within the constraints of the communication equipment that is currently available. It provides:

1. A wide range of authoring conveniences for fast and efficient preparation of lesson material
2. A comprehensive calculation utility allowing both the author and student to use a natural language to access the computer
3. Necessary support features for time shared presentation of the lessons to students
4. Automatic collection of data and maintenance of progress records from session to session.

Maximum portability has been a prime objective to permit installation on a variety of different computers with relative ease.

Work on PLANIT has proceeded at the Northwest Regional Education Laboratory since December, 1972, to develop a version of PLANIT which could be regarded as a "production" version in that it is free from known errors and includes all necessary support features for day-to-day computer center operation. The current version 3 of PLANIT has now been delivered which seems to meet these requirements.

As an operational system, PLANIT contains far more than just a facility for authoring and dispensing CAI lesson scenarios. In fact, it is a complete time sharing system specifically designed for this particular application. It has run on *The PLANIT work is supported by NSF grant number EPP73-07319 A04.
computers which support no other time sharing work. It has run along side of another time sharing system in the same computer. And it has run as a subordinate program to a time sharing system as well. The procedures used for installing PLANIT permit a high degree of flexibility. In addition to the expected conveniences for preparing instructional materials, PLANIT offers many other needed and/or desirable services, such as:

- File management and several levels of file protection
- Several options for enhancing continuity from session to session
- Complete backup facility using magnetic tape
- Sophisticated error detection and automatic recovery with minimum loss of users' work
- Prompting aid always available at the terminal at any reasonable requested level of detail
- Automatic file handling on both disk and tape for inexperienced users
- User accounting and billing
- Operator console interface allowing complete control of the system with minimal burden to the operator
- Completely flexible overlay configurations featuring "look-ahead," making the system adaptable to available core space while maintaining the fastest possible response time.

The report examines the significance of three major aspects of the PLANIT project: to the user, to computing centers, and to programming technology. The first, the significance to the user, is examined at least four facts:

1. The PLANIT language is very easy to learn initially, requiring less than an hour's orientation, but incorporates a sufficiently large repertoire to allow the user to increase his sophistication gradually to very powerful capabilities.

2. The expense associated with installing the system is low enough that it usually does not require a major commitment on the part of the computer center and can oft-en be implemented at the request of a relatively small group of the faculty.

3. A Users Group exists for PLANIT which sponsors a quarterly newsletter to more than 50 paid subscribers (at a subscription rate of only $6.00 per year), aside from many more on their mailing list.

4. PLANIT is operating or being installed at more than 20 universities, several computer corporations, and several military installations, with the latter proposing to expand to several hundred systems. PLANIT lessons are completely compatible among installations.

Secondly, the significance of the project to computing centers is due mainly to:

1. The availability of time sharing instructional software capable of sophisticated CAI applications at a trivial initial cost which can be installed by personnel who are normally available within the center.

2. The adaptability of the system that will accommodate to any reasonable operating environment.

3. A system which is designed to add only the minimum necessary burden to the workload of the computer operator, mainly the mounting of tapes when offline backups are desired.

4. Complete automation of system features, where possible, of such things as user protection, error recovery, user accounting and billing, etc., but also allowing the operator to override these features manually when necessary.

In the case of programming technology, the PLANIT project is significant in that it provides a model of the first fully-transportable time shared operating system. It is one answer to "everybody talking about transferability but nobody doing much about it." The PLANIT systems for all of the various installations (and most major vendors' products are involved) are generated from the same physical set of source code statements, virtually guaranteeing full compatibility. This truly permits an "unbundling" of software costs from the expensive hardware.

Finally, the report will describe the expected direction of future PLANIT efforts, with the intent to expand the system to accommodate multi-terminal communication for sophisticated simulations and game playing involving many players. These kinds of CAI applications are still in their infancy because of the scarcity of systems on which to experiment. Military projects have taken the lead in these areas with their man/machine command and control systems but it is expected that the technique can have a much broader application.

Implementation of PLANIT at the U. S. Army Research Institute for the Behavioral Sciences

Cecil D. Johnson

This paper will describe the experience of the Army Research Institute for the Behavioral and Social Sciences (ARI) in installing, using, and evaluating PLANIT as a CAI language in an Army setting. Plans and aspirations ARI has for utilizing PLANIT for both operational and research applications will be provided to explain why ARI has wanted to implement PLANIT. ARI interest in PLANIT has been threefold: (1) as a laboratory

* The views expressed in this abstract are those of the author and do not necessarily reflect the views of the U. S. Army or of the Department of Defense.
with a research mission in computer assisted instruction (CAI) with a goal of evaluating PLANIT itself; (2) to use PLANIT as a research tool across the full range of the mission of ARI in the behavioral sciences; and (3) to aid interested members of the Army training establishment in developing experience and competence in CAI.

It is hoped that the recounting of the problems ARI had in achieving its pioneering implementation will not deter anyone with a need for PLANIT from attempting its installation. In my opinion, a man knowledgeable of the system software of any computer system with a FORTRAN computer and a word length of at least 24 bits should be able to install PLANIT in a week—if he was the assistant of a programmer who has installed PLANIT on any computer, same or different. Without such assistance the documentation for installation is sufficiently scanty as to require a longer effort.

As the Army developing agency for training and educational technology research, ARI has participated in the development and/or evaluation of several computer-based instructional systems. Thus, ARI can view PLANIT from the perspective that comes from having considered a variety of solutions to many diverse training problems. ARI interest in PLANIT largely stems from: (1) the relative ease of installation on computers of widely different architecture, (i.e., its transportability advantage); (2) its easily learned but powerful author language; (3) the economy with which courseware can be produced; and (4) the ease with which courseware that has been produced (i.e., authored) on one kind of computer can be executed by students or trainees (or trained staff members with respect to proficiency maintenance) on a quite different kind of computer system. The clear cut advantage of PLANIT over all other CAI author languages on these four dimensions made the possible superiority of other systems (i.e., TACFIRE) using an approach which will permit the same executive system and configurations of peripherals.

The development of embedded training packages (ETP's) for systems containing the L1050 would be greatly facilitated if PLANIT could be installed on each tactical data system. ARI has a project underway to install a full power PLANIT on one of these systems (i.e., TACFIRE) using an approach which will permit the same executive system and associated compiler to be used across all tactical field data systems containing the L3050 computer.

In November, 1974 ARI assembled a team to install (in three days) PLANIT 2.5 on the CDC 6500 at Fort Leavenworth. One of the team had previously visited McMaster University to assist (for less than a week) in the installation of PLANIT 2.5 on the CDC 6400 at that location—as preparation for the installation of PLANIT at Fort Leavenworth. It is anticipated that the ARI field unit at Fort Leavenworth will make considerable research use of PLANIT and that both the Command and Staff College and the Combat Arms Concept Development Activity at Fort Leavenworth will use PLANIT, respectively for teaching and for the examination of interactive information systems requirements.

The ARI experience with implementation of PLANIT has convinced many of us in ARI that PLANIT

ARI has research reports describing the results of the initial experiment designed to see if effective CAI courseware could be installed on a field data system. It is sufficient for the purpose of this paper to say that the CAI trained groups were superior when the subject matter was tactics or weapons but results were ambiguous for the groups trained in high school level mathematics. Overall, it could be safely said that an effective CAI system had been installed in a short time frame on a tactical data system. The objective of the ARI project had been achieved with positive results.

ARI also has a terminal equipped with a card reader and printer and a number of CRT and typewriter terminals connected by dedicated telephone lines to a Univac 1108 computer located at Edgewood, Maryland. The computer aided (i.e., interactive dialogue supported by a data base) career counseling project is the primary ARI application utilizing the 1108 computer during the early fall of 1973. PLANIT has been demonstrated at Fort Sill, Oklahoma; Fort Leavenworth, Kansas; Fort Monroe, Virginia; and from the West Coast using the Edgewood 1108 system.

ARI has conducted studies on the ease with which PLANIT can be learned. CAI lessons on PLANIT were produced in the PLANIT 1.1 language for use on a PLANIT controlled system. This product was tested with research psychologists and military personnel. It appears that research psychologist can become productive, but limited authors, in about 10 hours of on-line instruction and can complete the additional courseware covering the more sophisticated, but less essential, courseware in another 15 hours.

The Army has a family of field data systems that have the same central processor, the Litton 3050 (or ANGKY-12). The compilers in general differ for the different systems even though they use the same central processor with differing amounts of core memory, types of secondary memory, and configurations of peripherals.
is a highly superior, readily learned and economically used, authoring language, is highly transportable, and is a very practical CAI language for use in accomplishing many Army applications.

CURRENT USES OF PLANIT, COURSEWARE AND COURSEWARE CONVERSIONS

by Franz J. Frederick

Because of a current lack of detailed information concerning instructional uses of PLANIT and PLANIT installations, the national PLANIT USER'S GROUP is preparing survey instruments to collect these data.

The data to be collected for installations deals with mainframe descriptions, numbers of terminals in use, scheduler control, PLANIT version in use, I/O rates, types of terminals, parameterization values, and special modifications in use or anticipated. The data to be collected for courseware includes content descriptors, student level, objectives, prerequisite knowledge, adjunct materials, lesson type categorization, lesson description, use of specialized language features such as WAIT, TIME, C:, computed GO TO, RECYCLE, TEXT, etc., the number of characters per line and lines per display (screen) allowed, and any restrictions on the availability of the lesson materials.

The lesson type categories currently being considered are: (1) question/answer series with branching, (2) graphic or tabular constructions, (3) learning games, (4) simulation, (5) automated testing, (6) programs which learn (AI), (7) student controlled sequences, (8) author training materials, (9) conversational simulations and (10) a catch-all category called "others".

In spite of detailed information it is known that PLANIT has indeed been used successfully for production CAI both here and abroad with a broad range of subject matter. It is reasonable to say that the primary use of PLANIT at many installations is that of experimentation, lesson development, and/or controlled research in learning.

Because of the richness of the PLANIT author language and the PLANIT CALC language, some of the current uses of PLANIT include: (1) conventional CAI lesson presentation, (2) generative CAI lessons, (3) experimentation with CMI algorithms, (4) automated testing, (5) simulations, (6) learning games, (7) conversational simulations, (8) demonstrations of basic examples of artificial intelligence, (9) tabular graphics, (10) student-controlled sequencing.

Because of the general transportability of PLANIT, considerable interest has been generated in using PLANIT at sites where other CAI languages have previously been used. This was the case at Purdue and in fact materials had been designed or acquired for five different languages. Those were Coursewriter I, Coursewriter III, PICLS, FOCAL, and BASIC. An analysis of these languages and PLANIT revealed eleven levels of language conversion problems. These eleven levels reflected difficulties of implementation ranging from the trivial to not possible through author code to systems level conversion effort. The eleven levels ranged from direct substitution of one operator for another to directly accessing host computer system functions.

Overall estimations of time to convert a line of author code were developed for several levels of difficulty of conversion.

The various lessons converted ranged from 30 lines to about 1100 lines of author code. The resulting conversions required PLANIT lessons ranging from 5 to 35 frames in length.

Estimations of proportions of level of conversion difficulty for a lesson by languages were developed. Several features which could not be converted were identified.

In the case of PICLS lesson conversions, a large number of lessons existed and an effort was made to design a SNOBOL translator for PICLS to PLANIT conversion. Generally the PICLS lessons posed conversion problems which were about 60 percent trivial and 40 percent non-trivial. The translator conversions accomplished nearly 70 percent of the necessary code conversion leaving only about 30 percent to be converted by hand.

If numbers of lessons in the same language need to be converted the design and use of a SNOBOL translator can be a very useful conversion technique. The next several years should see many lessons converted to PLANIT thus promoting a broad scale sharing of usable CAI materials.

PLANIT: RESEARCH USES AND COURSEWARE EVALUATION

David P. Yens

PLANIT is a computer assisted instruction (CAI) system that brings powerful and exciting opportunities to both the curriculum developer and the researcher who do not have access to special computer systems. For the instructional developer, the capabilities of PLANIT provide powerful tools for the preparation, evaluation, and modification of the instructional content of a program.

The method of curriculum development that is recommended by many authorities for optimizing learning is the systems approach which involves the following steps:

1) Analysis of the learning task
2) Preparation of behavioral objectives
3) Determination of content sequencing
4) Construction of the program
5) Testing of the program
6) Analysis of the results
7) Revisions if necessary: go back to step 4
8) Implementation of the program

Although PLANIT will not help with steps 1 and 2, the author assistance features and extensive student records system will greatly facilitate the remaining steps. The program content can be changed in response to observed student performance characteristics, changes in the curriculum field, or a desire to modify the course. Detailed
evaluations of student performance at any point in the course are encouraged by the records-keeping and summarization capabilities of PLANIT. This same process permits authors to evaluate postcourse results in terms of specific performances by students on relevant sections of the computer-based material.

For the researcher, PLANIT provides precise stimulus control and manipulation, complete response recording, timing of responses, and individualized modifications of stimulus presentation sequences based upon individual responses. It also permits the random assignment of students to different experimental conditions that are administered via PLANIT.

The paper will describe several opportunities, advantages, and examples of using PLANIT for research and for the evaluation of instructional developments. Below is a brief summary of several areas of concern.

PLANIT is designed to optimize computer-human interactions. This would encompass such areas as CAI, completion of employment questionnaires, counseling interviews, vocational exploration and testing, and on-line training. For all applications, it is important that the student or user interpret the author's communications in some desired way. For instructional use, the author must insure that the student learns the desired information provided in each section of the program. Formative evaluation procedures involve the use of evaluation data to modify, revise, and improve an instructional program during development. With PLANIT, the author should have students or users try out each section of the program as it is developed. Student records data for each student and summary data on all students for each frame and concept can be analyzed to determine the way users responded to each frame and/or associated sets of frames. On-the-spot modifications can be made to the program based on this data. This evaluation-revision loop may be repeated as many times as necessary to produce the desired learning.

Once the course or program is complete, summative evaluation procedures are used to determine the overall effectiveness. Both cognitive and affective domains may be of interest. In fact, several CAI programs administer a final examination and an attitude questionnaire at the end of a program so that all pertinent information will be in the records file for each student. Again, student records data can be used to determine students' paths through the program to assess their performance on each frame or segment. The results of the final evaluation can be related to specific intra-program performance characteristics and modifications may be made again if required.

Several fundamental questions must be asked before any courseware development takes place using PLANIT. For example:

1) Is the use of the computer for the specific application a valid one? Does it provide instruction or perform some other function that cannot be duplicated by other methods with equal effectiveness at lower cost?

2) Is the value or effectiveness of the program worth the developmental and operational costs?

3) Is the response time of the computer terminal adequate to keep students interested? What is the desirable response time for the content to be administered?

Several aspects of these questions and their implications for the selection and use of PLANIT will be discussed.

The research applications of PLANIT are almost limitless. Different instructional strategies can be incorporated into different versions of a program and their relative effectiveness compared. Many types of verbal learning studies, from paired-associate learning to complex sentence or paragraph learning, can be done with PLANIT. Special types of studies in which changes in stimulus materials are contingent upon student responses are particularly well suited to this medium. The measurement and control of response times by PLANIT makes possible many types of research concerned with response latency; however, this kind of research requires a computer which can accurately measure terminal response times.

Research in which students are to be assigned to different groups based upon some measurable characteristic can be automated with PLANIT. The program could administer the measurement instrument, assign the student to the appropriate group, and present the appropriate treatment.

PLANIT has a powerful calculation facility, making research on mathematical variables attractive. For example, the difficulty of a mathematics task could be adjusted to maintain the same apparent difficulty for each student without regard to their mathematics ability or knowledge. Of course, an infinite number of different types of arithmetic problems could be randomly generated by PLANIT for both research and instruction purposes. PLANIT can solve the problems and evaluate the students' answers.

Brief examples of these ways in which the computer has been used for research will be reviewed in the paper and the applicability of PLANIT for future research will be discussed.

In summary, PLANIT has great potential for instruction, research, and other uses requiring interactive communication with people. Producing of materials and their easy modification based upon student records analysis by appropriate evaluation methods is one of the major advantages of PLANIT. If properly and conscientiously performed, the evaluation techniques will greatly assist in the development of quality programs, and it will be on the basis of quality programs and products that CAI and PLANIT will continue to grow as a respected method of instruction and medium for research.
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Programs of individualized education have been implemented in a large number of the nation's schools. Such programs focus on the individual needs of students and allow students to progress at their own rate in accordance with their needs and abilities. Increasingly, too, students are able to make their own decisions concerning objectives and subject areas to be studied. It is evident, however, that programs aimed at individualizing education require pupil accounting and decision-making patterns which demand the use of computers in instructional management.

Each of the participants in this symposium is currently involved in the development of an interactive CMI system, designed to assist in student record keeping and to provide teachers with information to be used in prescribing or guiding the instructional process in individualized programs. Eugene Collins and Dean Larsen will describe their experiences in building a computer model of an existing instructional system from within a school environment and will identify the advantage of an on-line approach in reducing interface problems which can exist between technical and user systems. Donald Holznagel and Norman Thomas of TID will provide information concerning their work on the Individualized Learning Activities (ILA) system. Development of the Wisconsin System for Instructional Management (WIS-SIM) will be described by James McNamara. In addition to a general overview of each of these three systems, the presenters will focus a portion of their discussion on problems and concerns related to prescriptive and guiding functions in CMI systems. Such functions supply information to teachers to assist them in selecting appropriate educational experiences and settings for students enrolled in individualized instructional programs.

The session will begin with an introduction to Computer-Managed Instruction, presented by the symposium chairperson. Following the presentations, Ralph Van Dusseldorp will comment on the papers, and his comments will be followed by open discussion.
MANAGEMENT BY OBJECTIVES IN DEVELOPING EDUCATIONAL DATA SYSTEMS

Edwin E. Blanks
Virginia Commonwealth University

The management of an urban university is faced with many of the challenges facing sister institutions of higher education. Located in the heart of a metropolitan area with commuting students, commuting faculty, scarcity of real estate, a concrete campus, parking headaches, and so on, we find administrators constantly assessing viable alternatives to insure organizational continuity and direction. Performance planning along with the ubiquitous communication channels are two important factors affecting the interaction of the individual with the organizational structure and conversely the organizational structure with the individual. Management by Objectives is not the an answer for all university-wide administrative functions. With proper direction, adequate feedback mechanisms, and executive support the MBO Program simply will not be just another way to control institutional activities. It will become the formidable method for the overall accomplishment of meshing specialized support functions into an influential, functional unit.

Why is management by objectives popular? Are analogous management techniques or methods of management replaced? What is the prime mission of the organization? These are simple questions on the surface. However, many administrators left alone to determine guidelines, plans, and propitious use of existing resources find it a difficult task to develop workable answers to the aforementioned questions. Hopefully this paper will develop some understanding of the MBO Program in developing educational data systems, highlight several barriers encountered in implementing successful programs, and attempt to answer the previously mentioned questions.

There are many overwhelming reasons why a new management program is unrealistic at any level in the organizational hierarchy. The numerous daily pressures, the coordination of component departments, and deviations from the norm make it difficult to practice the management functions of planning, organizing, directing, and coordinating. Also many managers possess the inclination that MBO is only designed for the 'top' management of an organization. Comparison of several companies with successful MBO programs has depicted the most effective application of this approach is located in the ranks of middle management. The secret of their success hinged on the participation by both managers and subordinate personnel in developing the program.

The term management by objectives is often applied to just the organizations operating in a dynamic environment where timely information handling is responsive to both internal and external needs. Also the term MBO may present a semantic problem for some organizations and individuals. Objectives, goals, plans, targets, results, performance appraisals are just several expressions used interchangeably in the MBO context. Individuals stressing absolute preciseness in establishing and defining objectives detect a fundamental weakness in attempting to provide a specific MBO statement. As we all suspect, definitions are strictly personal. As utilized in developing educational data systems, my definition of the term management by objectives is defined as: "A management technique stressing the results to be achieved while allowing involvement of the individual to establish specific criteria by which he will be expected to perform." Once again it is important to emphasize the personal nature of definitions.

There are several keys to the success of an MBO program. Most analysts and programmers are more responsive to adhering to their own personal objectives than they are to objectives imposed on them by management. Large developmental staffs as well as smaller ones can attain job enrichment and increase productivity by personal involvement in the MBO program.

Unquestionably, the term MBO could be construed to replace the traditional merit review. This misconception can be also applied to the use of objectives in preparing organizational budget programs. Institutional planning of one, three, and five year programs is commonly referred to as the MBO programs. Departmental responsibilities utilizing greater self determination and encouraging positive attitudes among participants will align with the MBO program at the detail level. Simply stated, whatever the program and its use, if the program has not been mandated from the executive level, objectives stressing results are here to stay.

PROJECT ORIENTATION

Close supervision of professional analysts
The criteria for making objectives clear are:

1. **Individual** - Directly traceable to a person doing his job
2. **Measurable** - The ability to quantify identified indicators of progress
3. **Specific** - Delineates the particular area of performance targeted for improved results
4. **Realistically Set** - Based on sound analysis, not wishes

Objectives are clear only when the above criteria exist and when they are understood and mutually agreed upon. Objectives may be established in any one of the three following ways:

1. **Imposed from the top**
2. **Jointly evolved**
3. **Initiated by the subordinate**

The jointly evolved method normally has the best chance for success. Here the manager and the analyst or the analyst and programmer sit down and jointly agree on the objectives and the results to be attained. Regardless of approach, answers to several questions must be developed. What resource support does he need to meet the objectives? Will these objectives affect other employees or other stated objectives?

The acceptance and implementation of a successful MBO system is contingent on indicating the areas targeted for improvement before the fact. This establishes a firm line of communication, a mutual understanding of what is expected, and a results orientation necessary to remove the personality contest from the performance review cycle. How is this accomplished?

We have found the use of an application item Check List and Plan List to be the accepted vehicle. The Planning List requires only a yes or no indication next to each application item required for successful development of any assigned project. The application items have associated with them individual standards. These standards are succinct statements located in the standards manual and used as a guide for the analyst and programmer in completing his work. The list of application items consists of many traditional systems components. Such things as flowchart, data element dictionary, program narrative, program listing, procedure manual, file specifications, sort/utility statements, and catalogued procedures. This list is not all inclusive and items can be added or deleted to suit your organization.

There is also a technical support section to be completed prior to beginning work on the project. This section provides for control in maintaining the validity of the test and source modules. The checking of both areas is normally handled during the structured walk through. The use of this valuable tool, the plan and check list document, allows the MBO system to function in the chronological sequence of determining what must be done at project initiation. This provides both management and the analyst/programmer the "before the fact", mutually agreed on, objectives necessary to complete the assigned work.
PLAN LIST

CHECK LIST

Required Item
Write Yes or No

APPLICATION ITEM (STANDARD NUMBER)

Approved By
Sign & Date

Feasibility Proposal (308)
Documentation Index List (320)
Implementation Schedule (316)
Application Flowchart (328)
File Specification (336)
Sort/Utility Statements (360)
Program Narrative (408)
Program Flowchart (412)
Program Listing (416)
Catalogued Procedure (384)
Job Execution Deck (388)
Procedure Manual (380)
Data Management Manual (724)
Keypunch Binder (728)
Test Data (364)

Sign & Date

Approves the above assignment of required items.

COMPLETED BY TECHNICAL SUPPORT

Approved By
Sign & Date

COPY LIBRARY

- File specifications added - changed - deleted in SYS1.COBLCOPY. Circle if appropriate.

SORT/UTILITY CONTROL STATEMENTS LIBRARY

- Sort/Utility Control statements added - changed - deleted in SYS1.SORTPARM. Circle if appropriate.

PROGRAM LIBRARIES

- Production status module which needs to be modified, has been moved from SYS1.LIBMSTR to LIBRARY.SOURCE.
- Module has been moved from TESTLIB to SYS1.LOADLIB and LIBRARY.SOURCE to SYS1.LIBMSTR.
- Module has been scratched from TESTLIB and LIBRARY.SOURCE.

CATALOGUED PROCEDURE LIBRARY

- Application procedures have been added - changed - deleted in SYS1.PROCLIB. Circle if appropriate.
This technique can be utilized throughout any phase of the empirical analysis in the systems development cycle. Where the developmental aspects may consist of such things as problem definition, preliminary survey, systems planning, conceptual design, detail specifications, and technical requirements, the concept using objectives can be applied. It will also work in the areas of programming, client training, implementation, and ongoing maintenance. The rationale for discussing the many areas in which objectives might apply is to help broaden the parochial view of many task oriented managers, analysts, and programmers.

BARRIERS
As with any new approach or new system there is always the possibility of encountering formidable barriers. Certain individuals in the organization will have definition problems. They begin to play the word game. The use and misuse of specific terms while defining these terms creates a situation where the employee states he does not understand the program.

Another barrier is the extremely busy employee. The routine and the important duties of this employee in general is a common occurrence in many organizations. The employee may lack job flexibility or he may represent a one man system, either of which constitutes a barrier in implementing a successful program. He sees this as just more red tape to contend with and not an intrinsic portion of his prodigious duties.

Finally, there are many employees who regard this system as too difficult to understand. This often happens where the MBO program is being mandated from the top by edit. The employee does not recognize this as something he wants to identify with or learn. In some cases this is the old, overworked resistance to change problem. Forcing this change will normally not be successful. Giving the employee the opportunity to chat and ask questions about the program is one way of possibly gaining his confidence. There are many other obstacles in the path of installing and implementing an MBO system. Only several of these barriers have been indicated.

SUMMARY
The concept of Management by Objectives in developing educational data systems is a challenging and exciting one. The material presented in this article is provided to spark your appetite. Let each project area or each department establish their own objectives and then discuss the planning cycle necessary to implement these objectives. The MBO system utilized in the systems and programming developmental effort is a valuable tool and when used properly will increase productivity.
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The track record of curriculum personnel in harnessing the speed and versatility of the computer for curriculum decision-making purposes has been most unimpressive. And there should be little wonder about this. In the early years of computer installation in school systems, it was the business-oriented educator who perceived the promise and opportunity that computer technology held for processing data in innumerable versions and combinations to enhance fiscal decision-making and accountability. Curriculum leaders continued to be among the entrenched skeptics who believed that anything really worthwhile should be humanly processed with a careful measure of reflectiveness and, most undubitably, should not be left to the clumsy machinations of an awkward combination of integrated circuits controlled by an unimaginative computer programmer, who most frequently spoke in a foreign language of bits, bytes, core, disk, mod, and other unintelligible verbiage. So the world of the curriculum educator progressed in the age of computer technology, and even today, most school district instructional leaders having access to the computer degrade its magnificent processing capacities to the level of a class III clerk typist. In this light, there should be little wonder that the priority rating of most instructional applications in all but a few school districts falls only slightly behind the production of the Expenditure Report on Janitorial Supply Utilization.

Fortunately for us curriculum people, a small but increasing number of instruction-minded educators are now envisioning the dynamics of computer technology and are wrestling control of a valuable aid - lost by default - that will furnish the key to critical curriculum decision-making in the public schools. Now that the retainer walls have given away, it would appear that an endless flood of "new" curriculum and instruction questions of crucial significance to the operation of school districts are being raised. Among them are "Can the computer be of assistance in sequencing instructional skills and processes taught in the classroom? Can it help in organizing curricular materials and rating them for classroom usage? In what manner can it assist in more accurate student diagnosis, placement, prescription, assessment, supplementation, grouping, and monitoring? Can it help to specify inservice training needs?" The number and quality of the questions are heartening. Curriculum people are arriving, finally. At the same time, however, they are not infrequently finding that the present degree of curricular specification is not sufficient to enable the computer to provide meaningful, usable information that can be applied to sound curricular decision-making.

The first order of business, it would appear, is for curriculum leaders and designers to prepare themselves for the demanding data requirements requisite to complex curricular decision-making. When this is at a sufficiently accomplished state, the computer will provide analytic responses with the sophistication desired to dramatically improve instructional services for students, teachers, and administrative decision-makers.

Preparation for Curricular Decision-Making

Making effective curricular decisions through the application of a computer requires thoughtful planning to identify the priority areas of a school district's informational needs, the scope of those needs, and the practical and potential utility of information that is gathered or generated. A curricular specification effort will surely follow this planning and will be directly dependent upon these factors. It is an axiomatic reminder that the computer can not and will not respond to questions which have not been asked, and its analytic responses will rarely be more sophisticated and have greater utility than that which was originally perceived by the inquirer.

Several of the most critical areas where the computer can be applied to curricular decision-making are (1) test generation, (2) student diagnosis, (3) student placement, (4) student grouping, (5) student prescription, (6) student monitoring, (7) skill and process sequencing, (8) curricular material organization, (9) select curricular material usage, (10) curricular material revision, (11) identification of inservice training needs for staff, (12) achievement gain parameters, (13) cost/effective analysis, and (14) curricular material ware-
housing and deployment. In most school systems, a few of these functions are being performed. Yet, all of them can be effectively accomplished in school systems with or without the use of a computer, though the rapidity of processing and the potential combination of analyses are unquestionably enhanced by computer availability.

The degree of curricular specification required to enhance decision-making in each of these fourteen areas is not nearly as prodigious and time-consuming as one might initially imagine. At the same time, it is noteworthy that the required specifications are so basic to the operation of curricular and instruction programs that they should have been accomplished in all school districts whether or not there is an interest in addressing any of the suggested strategical decision-making areas. Minimal specification activities to prepare for computer-applied curriculum decision-making are (1) the identification and sequencing of instructional skills and processes, (2) the referencing of identified instructional skills and processes to available curricular materials in the school district, (3) the construction of representative test items for each instructional skill and process, (4) the referencing of developed test items to each instructional skill and process, and (5) the establishment of a series of decision rules that will be applied to data generated by the computer.1 Unquestionably, there are an excessive number of additional, more detailed curricular specifications that can be undertaken to improve school district curricular content, delivery, and assessment, but it would appear prudent to obtain, initially, the wealth of curricular decision-making information that can be derived with a modest time and cost input. With that successful experience realized, the need for and desirability of forging ahead in more detailed areas of curricular investigation and specification become readily apparent.

Identifying and Sequecing Skills and Processes. Primary to curriculum and instructional decision-making of any type is that school districts clearly specify the detailed foundations upon which their programs are based and the instructional elements that the programs convey to the student. Whether school districts label the instructional foundations for their programs as skills, processes, concepts, elements, principles, or a combination of these terms, it is vital that they be explicitly identified for each program, grade level, course, or subject. Furthermore, the instructional foundations will need to be sequenced in a manner that seemingly best represents a logical pattern for introducing and instructing these elements to students as they progress through a course, grade level, or program.

The process of identifying and sequencing skills and processes is not a particularly awesome task, though it is doubtlessly flawed because school district personnel have rarely attempted it before. At the same time, however, every textbook, workbook, and aid used in the schooling process has a stated sequence, and contrary to what many people will claim, most instructional staff members follow the publisher's sequence quite religiously. Thus, in the absence of any more sophisticated approaches, staff members selected to identify and sequence skills and processes can accomplish the process by replicating publisher skills and sequences or empirically deriving them.

Referencing Skills and Processes to Curricular Materials. A more time-consuming but no more difficult task to prepare for curricular decision-making is the referencing of instructional skills and processes to available textual, workbook, and aid materials frequently used by classroom teachers in conveying skills and processes to students. The process amounts to citing the title of a book (workbook or aid) and the page numbers where a particular instructional skill or process is treated. This task will need to be done for each skill and process in each program, grade level, course, or subject available in the school district or, if a lesser approach is selected, to those programs, grade levels, courses, or subjects on which the school district wishes to gather and process decision-making data.

Obviously, the more extensively that skills and processes are referenced to a broad range of available school district curricular materials the greater will be the decision-making potential to school administrators and classroom teachers.

Constructing Representative Test Items. A task crucial to curricular decision-making is the construction of representative test items for each skill and process identified in each program, grade level, course, or subject. Since the test items will be used innumerable times in collecting deciding information, it would be advisable that test item writers be trained in the intricacies of performing this task. The process is not difficult to learn, and highly successful results can be achieved with a minimal amount of capable guidance.

School districts may wish to consider the development of several test items (perhaps as many as ten) for each skill and process to enhance the capability of generating multiple forms of tests with varied test items.

---

1Detailed examination of these and additional specifications for curricular decision-making are found in Roger B. Worner's, Criterion-Referenced Diagnosis, Placement, and Prescription (Nashville, Tennessee: Learn, Inc., 1975).
Referencing Test Items to Skills and Processes. Since test items are developed for explicit skills and processes previously identified, referencing the items is a simple clerical matter. In the process of carrying out the item to skill and process referencing, it is worth noting that because of the previous skill and process referencing to curricular material, the school district will have accomplished a test item to curricular material referencing without the need for actually undertaking that process.

Establishing Decision Rules. At some point in the conceptualization of each of the curricular decision-making areas, school district personnel will need to establish decision rules that govern how the computer should process, act upon, and report data. As an example, if placement tests for reading are generated and administered to first grade children, rules will need to be established governing how the computer should correct the test; indicate skill/process proficiency, deficiency, or questionable mastery; establish a student's placement based on proficiency, deficiency, or questionable mastery; document the type and number of potential instructional prescriptions that may be used for beginning or follow-up instruction; and report other information in a form and according to specifications desired by administrators and teachers.

The setting of decision rules is not a difficult process, and the only certain guidelines for setting them are that the user have confidence the rules will not distort the data in a manner which would cause questionable or faulty decision-making to occur. Thus, those who establish decision rules have the responsibility to assess the degree of stringency that will be applied to data. If decision rules are too stringent, they may over-discriminate; if they are too lax, they may under-discriminate. Under any condition, however, decision rules - like skills, processes, sequences, test items, referencing, and the curricula itself - are changeable, and a part of the rationale for undertaking these activities is to learn. As such, the setting of decision rules will need to be done with care, but the expectation that it will be done without error and revision is unrealistic.

Criterion-Referenced Curricular Decision-Making. Having completed the specification activities for curricular decision-making, school districts will have delineated criterion-referenced data, information that is built upon or reflective of actual local programs and procedures. The value of criterion-referenced data specification for decision-making is that it captures the essence of the content, sequence, and measurement criteria of local programs, while non-criterion-referenced data specification, at best, only approximates what "may be" the substance of local programs and, at worst, fails to reflect local programs at all. The obvious advantages of criterion-referenced data specification are that the data acquired have a direct bearing on the content, sequence, procedures, material, and measurement that are being employed in the school district, and the decision-making data collected cannot be dismissed or rationalized as irrelevant. Once that barrier is removed, school administrators and teachers can look objectively and with confidence at gathered data and ferret out curricular areas which would appear to need attention. They can also proceed with a "controlled" adjustment of content, procedures, materials, and measurement variables - from a knowledgeable vantage point - in attempting to effect improved curricular programs.

Critical Computer Applications in the Curricula. The critical computer applications in the curricular area are those which effect the accurate and effective delivery of services to students. These applications revolve around the detection of a student's instructional status (test generation, student diagnosis, student placement, and student grouping), content deliver (student prescription and student monitoring), adjustment of curricular content and delivery (skill and process sequencing, curricular material organization, select curricular material usage, curricular material revision, identification of inservice training needs of staff, and curricular material warehousing and deployment); and broad-based, curricular decision-making (achievement gain parameters and cost/effectiveness analysis).

Test Generation. The prior specification of school district skills and processes and the development of test items referenced to those skills and processes enables curriculum personnel to use the computer in the generation of a multitude of different forms of criterion-referenced tests for diagnostic, placement, and assessment purposes. Depending upon the parameters established by school district personnel, tests can be constructed to diagnose or assess any phase of programming or student learning: multi-grade level, single grade level, multi-discipline, single discipline, skill strand, unit stand, and numerous others.

Student Diagnosis. Using tests generated on the skill and process content of a single or series of grade levels and applying decision rules reflecting the degree of a student's proficiency (e.g. mastery, non-mastery, questionable mastery), curriculum personnel can use computer technology to diagnose the location and degree of student proficiency and deficiency.

Student Placement. Diagnostic information derived from criterion-referenced tests can be used to ascertain a student's instructional placement position in a program, grade level, course, or subject. By establishing and applying decision rules to the frequency, succession, or pattern of skill deficiency identified in criterion-referenced testing, the point at which a student's knowledge of the curricular program breaks down can be established, and the point of beginning instruction can be determined.
Student Monitoring. School districts can employ the computer as a periodic or continuous instructional monitoring device through on-line or batch process modes. Monitoring can be used to ascertain student progress, reassess grouping patterns, affirm the presence or absence of proficiency or deficiency, test out the efficacy of prescriptions and original placement, and perform any number of administrative and teaching evaluations of curricular content delivery. It is noteworthy to mention that on-line processing and instantaneous teacher and student feedback, prompted by some as requisite for successful instructional activities, is most likely neither cost effective nor necessary if other curricular activities (e.g. skill and process identification and sequencing, curricular material specification, referencing, and criterion-referenced test construction) are properly and completely carried out.

Student Prescriptions. The referencing of test items to school district skills and processes, and, in turn, the referencing of the latter elements to curricular materials, permits curriculum and data processing personnel to construct computer applications that will yield information on student prescription. Each skill or process included in a curricular program is represented by one or a number of sets of instructional materials which can be used to convey the meaning and content of the skill or process. Depending upon the decision rules and parameters set up to report prescriptions, the computer can either report all (or some) identified prescriptions for the student’s placement skill, the same information for all skills in which the student has exhibited deficiency prior to his placement position, or both types of information.

Identification of Inservice Training Needs of Staff. Skills and processes that are frequently found deficient in post-criterion-referenced test assessment (after the student has received instruction) serve as a potential basis for curricular material revision, inservice teaching of staff, and, more likely, both. Again, the computer can serve as a data retriever and analyst
in determining the frequency and identity of vital, yet troublesome, skills and processes with which students exhibit a moderate or high degree of deficiency even after instruction has been carried out. Such information may be used to structure training sessions on methodologies, materials, and techniques for conveying skills and processes that are directly linked to student failure in the school district.

Curricular Material Warehousing and Deployment. Using end of the year diagnostic, placement, and prescriptive information gathered from computer-generated and processed criterion-referenced tests, a warehousing and deployment plan may be established and implemented to specify the exact quantity and type of district curricular materials delivered to each building and classroom in the school district. Such a plan insures that classroom teachers will have material resources readily at hand on the first day of school and that they will be specifically selected on the basis of each individual child's assessed needs. The classroom teacher may then apply diagnostic, placement, grouping, and prescription information on an individual or group basis immediately without experiencing the delays and errors that are characteristic of material deployment at the beginning of a school year.

Achievement Gain Parameters. School districts that have undertaken basic curricular specification will determine that the computer has unique capabilities for gathering and analyzing achievement data. For example, based on pre- and post-test administration of school district criterion-referenced tests, achievement gain data can be collected by school, program, grade level, department, or other organizational unit. Such information can be used to assess the priorities for funding, staffing, material allocation, and resource deployment to schools, programs, departments, and grade levels where unique learning problems appear to be causing underachievement. Flexible achievement gain parameters may be established - based on the past performances of school district students - to assess the present and project the future efficacy of instructional programs in delivering appropriate services to students. Though such parameters will always be limited by the fact that the tested student clientele is forever changing, they have the inherent capability - when combined with other information - of identifying sources of curricular design or programming that are weak and require further study or immediate change.

Cost/Effectiveness Analysis. School districts employing a planning-programming-budgeting system framework for gathering and analyzing cost data are in a unique position to apply those data to achievement information gathered through curricular specification and derive cost/effectiveness comparisons among instructional programs. Using cost figures derived from a program budget and achievement gain figures acquired from the pre- and post-administration of criterion-referenced tests, cost/effectiveness ratios can be documented for similar programs, courses, and subjects. Determinations can then be made on the effect of cost increases, decreases, or stability on the variable effectiveness of diverse instructional practices, procedures, or support systems. School districts will find that cost/effectiveness procedures are particularly valuable for assessing the relative merits and practices of alternative programs that are being considered for implementation, especially when cost is a vital consideration. Numerous other valuable insights are provided through the derivation of cost/effectiveness analysis. Among them are critical information for long-range planning, goal setting, priority setting, budget deliberation, innovative program design, and many others.

Conclusion

The practical applications to which the computer can be applied by school district personnel is virtually limitless. It would appear, however, that the most promising and significant utilization of computer technology in school districts may be in the domain of curricular decision-making. With a minimal amount of internal curricular specification - involving the completion of tasks that are so basic to school district operation that they should have been completed decades ago - an entire panorama of improvement activities can be initiated to aid school districts in increasing the quality of curricular services they deliver to students. Perhaps the most significant aspect of computer utilization for the schools' cautious curriculum leaders to recognize is the potential that this tool holds for humanizing instruction for students and refining the content and make-up of curricular offerings. Without imposing any content or procedural limitations on school teachers and administrators, it can aid the schools in viewing the student in his fullest complexity and help to design an endless number of alternatives that can help him to achieve both personal and academic success in the schooling process.
One of the frequent problems discussed in user meetings covers the sharing of programs or applications between installations. Due to the different languages that may be used as well as the varying internal structure of the hardware of the computers, transfer of programs has required almost a total reprogramming effort to implement an application at a different installation.

Starkweather (1969) indicated his concern about the transfer of instructional material between computers when he stated:

"The language should be versatile and inclusive so that other languages in which extensive curriculum materials have been developed can be translated into it. The language processor itself should be written in a readable computer programming language to aid its implementation on a variety of computers (p. 272)." 

Zinn (1969) analyzed many instructional languages and addressed the translation problem by stating:

"New languages and systems will have greater capacity for translation of instruction programs from present programming languages in which they were implemented. Translatability is possible without imposing any restrictions on innovative ideas for language or strategy (p. 33)."

Feldhusen (1970) in his review of CAI research and development made this recommendation concerning an instructional language:

"For the present the diversity of languages and the relative complexity of most languages stands in the way of program development and precludes transfer from system to system (p. 7)."

One way to assist with the transfer of information from one system to another is to use decision tables in many of the educational applications of the computer. First, let us discuss the concepts of decision tables and how they are used.

A decision table or logic structure table is a tabular representation of a procedure for expressing the logical relationship between a set of conditions and the actions to be taken when specified combinations of the conditions exist. There are four major parts to a decision table formed by intersecting vertical and horizontal double lines. According to Montalbano (1974), each part has its own specific function and two of these are designed to answer the following questions:

1. What factors have to be considered before a course of action can be determined?
2. What actions are governed by this procedure?

The answer to the first question is found in the upper left corner - the condition stub - as shown in Figure 1. The answer to the second question is represented by the lower left section of the decision table - the action stub. To the right of the double vertical lines is the entry part, which in turn is divided into the condition entry above the double horizontal lines and the action entry that is below the dividing lines. The condition entry contains answers to the questions asked in the condition stub, while the action entry consists of specifications of the actions described in the action stub. The three different types of tables depend on what kind of entries are used in the table. A limited entry table means that the answers in the condition entry and the specifications in the action entry are generally limited to YES or NO. When more general entries, such as words or phrases are used, the table is called, extended entry. Tables which combine these two types, where entries across a row are consistently of one type, are called mixed entry tables. The entry sections of a table tie it together and provide the basic difference between decision tables and other forms of procedure descriptions.

The difference is the manner in which the branching structure - more commonly called the program logic - of procedure is displayed. Most procedures include conditional actions that are performed only if a set of conditions holds true. Program logic is this combination of inter-relationships between
conditions and actions. In narrative descriptions and flow charts, which are the most common methods of describing program logic, the conditions and actions are intermixed. By contrast, in decision tables, they are separated, with all the conditions listed in the condition stub section and all the actions specified in the action stub.

To illustrate the use of a decision table, consider the following situation taken from Article II of the Constitution of the United States:

No person except a natural born citizen, or a citizen of the United States at the time of the adoption of this Constitution, shall be eligible to the office of President; neither shall any person be eligible to that office who shall not have attained to the age of thirty-five years, and been fourteen years a resident within the United States.

When the information in this narrative form is placed in a decision table, the conditions for eligibility are easier to comprehend. All of the possibilities are clearly delineated in the decision table shown in Figure 2. The Y stands for YES, N stands for NO, and X indicates the action to be taken. In the action entry a blank corresponds to no action for this activity. The blank in the condition entry represents a "don't care", "Ignore", or "it doesn't matter" situation regarding a particular condition. Further explanation of the use of the blank in an entry will be shown in the next example.

The right part, or entry section, of a decision table is divided by vertical lines into columns called rules, with the numbers at the top of the column identifying the rule number. Each rule includes both a condition part and an action portion, thus connecting one to the other. The interpretation of a rule, using Rule 1 in Figure 2 is as follows: If a person is 35 years old or more, and a natural born citizen, and a resident of the United States for at least 14 years, then that individual is eligible for the office of the President of the United States. At any condition where the individual fails to qualify, indicated by N, the result specifies that the person is ineligible for the office. Everything written in the narrative form in the Constitution is neatly laid out in this table, which permits a quick and easy check of an individual's eligibility.

In general, a rule is a conditional directive of the form, "If the checked conditions listed in the condition part hold, then take the actions specified in the action portion". For purposes of computer processing, the information contained in the decision table is usually coded in symbolic terms that are easily handled by the computer. Thus, the Yes or No entries in the decision table can be represented by 1 or 0 respectively, which are symbols that can be processed by the computer easily. The person who prepares the original decision table need not perform this coding, since this activity can be handled quite readily by the computer using a specific program. Condition entries in a limited entry table, thus lend themselves to simple conversion by a computer program. On the other hand, entries in an extended entry table, consisting of words, phrases, or expressions, frequently require the inclusion of a code book or conversion aid, in order to assist the computer in setting up a processable form.

Consider another example used by a college admission officer to determine a student's acceptability for entrance to the college according to the following criteria:

All students with a grade point average of 3.0 or better will be admitted. Those students with grade point averages between 2.5 and 3.0 and an SAT score of 800 or better will be admitted. A student who is first in his high school graduating class will be admitted.

Arranged in decision table format, the information would appear as shown in Figure 3.

This college admission table is an example of a mixed entry table. The condition entries for the first two conditions use phrases which represent an extended entry type table. The remaining entries, for the third condition and all the action entries, are of the limited entry type. All entries across a row must be of the same type, either limited entry or extended entry. The "Don't Care" entries indicate that a particular condition can be ignored, or it does not matter or pertain to the rule. Thus, a "Don't Care" answer, represented by the blank, is equivalent to ignoring a particular condition. Or, stated in different terms, the answer to the condition with the blank response does not affect the rule so that it doesn't matter in the overall consideration. Most decision tables will contain "Don't Care" entries, otherwise the tables would be unmanageable in size. A decision table with eight conditions would require a total of 256 rules to express all possible combinations if there were no blank entries. The ELSE rule illustrated in Figure 3, permits the collection of all the cases that do not meet the conditions specified by Rules 1, 2, or 3. This rule provides a considerable saving in expressing the various combinations permitted in the table.

The general considerations about decision tables and their representation can be summarized as follows:

1. All the questions that should be asked or conditions to be tested are found in the condition stub.
2. All the types of actions to be taken are found in the action stub.
3. The answers to the questions or the conditions to be tested for a given procedure are

<table>
<thead>
<tr>
<th>Presidential Eligibility</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age 35 or over</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Natural born citizen</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td></td>
</tr>
<tr>
<td>Resident of U. S. for 14 years</td>
<td>Y</td>
<td>N</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mark eligible for President</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mark ineligible for President</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Presidential Eligibility

or "it doesn't matter" situation regarding a particular condition. Further explanation of the use of the blank in an entry will be shown in the next example.

The right part, or entry section, of a decision table is divided by vertical lines into columns called rules, with the numbers at the top of the column identifying the rule number. Each rule includes both a condition part and an action portion, thus connecting one to the other. The interpretation of a rule, using Rule 1 in Figure 2 is as follows: If a person is 35 years old or more, and a natural born citizen, and a resident of the United States for at least 14 years, then that individual is eligible for the office of the President of the United States. At any condition where the individual fails to qualify, indicated by N, the result specifies that the person is ineligible for the office. Everything written in the narrative form in the Constitution is neatly laid out in this table, which permits a quick and easy check of an individual's eligibility.
found in the condition entry and constitute the condition portion of a rule. 
4. All the permissible actions for the procedure are found in the action entry and constitute the action portion of a rule. 
5. Rules set apart by vertical lines that define columns are defined by the correspondence between sets of conditions and courses of actions.

An example will be given to illustrate the use of a decision table with specific subject matter. Consider the case of an algebra teacher who is teaching the concept and evaluation of quadratic equations using the quadratic formula. The decision table in Figure 4 indicates the part of the formula that separates the evaluation of the given expression into rational, irrational, or imaginary roots. It is true that each case can be solved by using the quadratic formula, but simplified evaluation can be accomplished by the use of factoring. This breakdown not only uses more than one method, but shows the student where and when to apply different types of solution strategies. The table will now be explained in terms of decision table concepts. The situation should be analyzed in terms of the conditions and actions involved in the activity. When these have been elaborated the relationship between these conditions and actions should be set up in the form of rules.

The first condition stated in the table concerns the value of the expression b^2-4ac, the discriminant, which in the quadratic formula is the quantity inside the square root symbol. For positive values it is helpful to check another possibility (condition 2) to see if the number is the exact square of a number. In this case the easiest solution can be obtained by factoring the original equation. If it is not the square of a number, the roots or solutions of the equation will contain radical signs and the exact values of the solution can only be approximated. Rules 1 and 2 cover the possibilities discussed so far. Rule 3 provides a special circumstance for the situation when the value of the discriminant is zero, and this situation yields two equal roots, which can be found easily by the factoring method. When the discriminant is negative, the resulting roots are imaginary and can only be found by using the formula. The first condition listed in the first row across the table is an example of the extended entry form of entries. Any suitable expression or words may be used to specify what is needed. The second condition uses the Yes - No type entries of the limited entry form. For Rules 3 and 4 the answer to condition 2 does not affect them, no entry is made in the corresponding columns. The required action for each rule is indicated by the entry X to specify what action should be performed.

As an aid to teachers who would plan to use decision tables in connection with their educational program development, the following steps are

---

**Figure 3. College Admission**

<table>
<thead>
<tr>
<th>College Admission</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPA</td>
<td>3.0 or better</td>
<td>between 2.5 &amp; 3.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAT score</td>
<td>800 or better</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First in H. 5. Class</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Admit to college</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Send sorry notice</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4. Quadratic Formula**

<table>
<thead>
<tr>
<th>Quadratic Formula</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>b^2-4ac is</td>
<td>&gt;0</td>
<td>=0</td>
<td>&lt;0</td>
<td></td>
</tr>
<tr>
<td>Is b^2-4ac the square of a number?</td>
<td>Y</td>
<td>N</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluate by factoring</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluate by formula</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Evaluate imaginary roots by formula</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

---
listed for decision table preparation.

1. Identify the problem to be studied.
2. Obtain or develop a statement of the process or procedure that describes the technique.
3. Pick out from this statement the conditions that must be met and place them in the condition stub.
4. Pick out from this statement all the actions that must be taken and place them in the action stub.
5. Develop the rules that prescribe the actions required for each possible combination of conditions. This information is specified in the entry portion of the table.
6. Check to determine that the table is complete and the rules are not contradictory.

Several comments are appropriate in connection with this development process. For some applications there may be no written set of procedures that give an indication of what should be done. This deficiency may be corrected by interviewing the people involved in the activity to develop the needed written procedure. Once the statement has been prepared all the conditions and actions that are contained in the procedure can be selected and listed in the stub portion of the decision table. Setting up the relationship of the conditions and actions through the rules will follow the concept of: if this set of conditions holds, then these are the actions to be taken. The final step of checking the accuracy of the table can be handled by some computer programs that will expand the table to its maximum size for a fixed number of rules, then reduce the rules to eliminate all redundancies. In the development of the table the teacher may find that it is getting too large. If this is the case, sections of the process can be placed in separate tables and the tables can be linked through an action statement at the appropriate point. This technique helps to keep the tables at a manageable level.

Computer processors for decision tables have been available for some time. In recent years where there has been any activity at all with decision tables, the emphasis has been to shift the processing activity from the batch-controlled environment to one that can be handled through input at a terminal. The programs that will not only check the accuracy of the table and execute it, will also permit entry of the table information through the terminal and guide the preparation of the table itself. The biggest problem that the computer programmer faces is the integration of decision tables with the procedures that have been coded in a programming language. The language of implementation of the decision table processor may be different from that used for other parts of the computer instructional program. The problem may be corrected by letting the operating system control the change between languages or by writing both parts in the same computer language.

Due to the varied makeup of different computers, a computer program will not run on two computers with different internal characteristics. Even though processors exist for common computer techniques, the translation of material on one computer to a second computer depends either on a translation program to allow the computer to perform the change or on processors on different computers that can handle common input, such as a decision table. The exchange of information between computers cannot be accomplished without the specific computer programs and processors. By using the decision table processors that are currently available on different computers, the process of transferring instructional material or computer data in decision table format from one computer to another can be considerably simplified.
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ELECTRONIC PUBLISHING IN INSTRUCTION:
NEW CHALLENGE FOR THE EDUCATIONAL
COMPUTER CENTER MANAGER
Charles A. Morrissey, Executive V.P.
Time Share Corporation

Some of you may recall the experience of the young sociology graduate who traveled to Egypt to study the changing status of the wife in Egyptian family life. One status symbol was particularly significant, that of having the wife walk behind the camel while the husband rode.

The sociologist discussed this trait with many of the men and suggested that the woman's role was more important and should be recognized.

Not long after these discussions she was watching one large group making their way into the desert and noted that all the women were walking in front. Feeling she had stimulated a significant change in the culture of this tribe she asked one leader, "Don't you feel that this recognition of women is deserved?"

"No," he replied.

"Why are you having the women walk in front?"

"Land mines," he replied.

My recent experience has shown that managers of educational computer centers are facing a similar transition - from a traditional role of supplying generally standard administrative needs to the educational user to a new era - that of managing instructional software and other multi-media. This new area which I, and many other students of this new area, call "electronic publishing" is loaded with land mines.

For the purpose of our discussion today electronic publishing is defined as "the delivery of instructional material through electronic devices in a format familiar to student and faculty". As in any new technology this nomenclature may change. Other identities currently suggested are "coursework" and "academic computing."

Because most of these new materials also integrate other new electronic technologies I feel "electronic publishing" is a more accurate descriptor.

Since I feel the computer will be a common denominator to most electronic publishing techniques in education, I think it is important to summarize the history of the use of the computer in instruction.

HISTORY

While computers were used in many university courses as early as the late 1950s and 1960s, the emphasis at that time was teaching about the computer, i.e., programming languages; configurations and some limited applications. Introduction of the use of the computer in courses such as accounting, engineering and mathematics soon followed since the computer was establishing itself as an economical and useful tool in these functions.

However, the concept of extending the use of the computer directly to the classroom for on-demand, conversational, interactive usage was a product on the 1964-1966 era. Led by the National Science Foundation project at Dartmouth College and Project MAC at MIT, awareness of computer power; ease of use; and some limited programs in classroom teaching began to spread.

As in most other pioneer developments a small group of people, who believed in the future of this new-found teaching device, invested not only unlimited hours but millions of dollars in extending this utility concept to the educational field.

These developments took many forms.

(a) Computer service companies installed communication networks to facilitate educational institutions "dialing in" to a computer;

(b) Hardware vendors introduced computers designed specifically for "time-sharing";

(c) Easy to learn computer languages such as BASIC; FOCAL; TELCOMP; QUIKTRAN; and many others emerged with strong arguments for the value of each;

(d) Portable terminals were developed; and finally

(e) Various funding sources such as the National Science Foundation provided grants to
evaluate and promote this new tool.

Competition to deliver services and equipment to this market was very intense for such a fledgling area. In the period from 1968 to 1970 a typical high school or college in New Jersey, for example, could have acquired "on-line" computer power from at least ten different sources. Competition, on the other hand, was very geographically concentrated in the Northeast; California and in some random areas where instructional computer pioneers set up camp to offer their wares. Many areas of the country had no resources available.

It is important to recognize that during this period since the early 1960s, of course, computer usage for educational administration programs continues. In some districts these administrative computers are also used for orienting students in a business or technical programming language such as COBOL or FORTRAN and some faculty members have their students writing programs for a course in business or math. At the same time very thorough curriculums have been developed for students bound for a career in the computer field. In these uses the student usually brings his program to the computer center on some predetermined schedule.

It is impossible to fully document the fascinating and rapidly changing history of educational time-sharing, but there are many fine articles and texts describing this history in detail.

The concentration of this paper, however, is directed at the role of the computer in the instructional process as it applies to basic disciplines such as mathematics, science, languages, arts, social science and business.

NEED FOR CLASSROOM MATERIALS

Conspicuous by its absence during the growth of time-sharing in the classroom was the availability of supportive text materials - particularly student and teacher manuals; curriculum objectives; and test programs. Studies by the Conference Board of the Mathematical Sciences (1) and HumRRO (2) have highlighted not only the lack of such material, but emphasized that its continual absence would inhibit an efficient or educationally sound use of the computer in the classroom. On the other hand, the emergence of these materials will stimulate the growth of the computer in instruction far beyond expectation.

It is important to examine at this point a framework of how the computer is used in instruction today (see Exhibit A). I have grouped this usage into five major headings:

(a) Computer managed instruction;
(b) Data base retrieval;
(c) Computer assisted instruction;
(d) Computer literacy;
(e) Multi-media management;

Let me define my categories:

(a) Computer Managed Instruction: This category includes those areas of instruction which use the computer in a more traditional format by keeping track of student progress; scoring student responses and branching to a prescribed lesson; comparing class and school building performance; and other record keeping and report generating duties usually required of the classroom teacher. The computer does not teach the student by showing the correct answer; proper formula; correct spelling, etc. Examples of computer managed instruction are shown in Exhibits B and C.

(b) Data Base Retrieval: This area of computer usage is designed to provide the student or teacher with a vast array of information which can be searched through key words or number coded characteristics. One area, for example, would be to provide the student doing research on a famous author with all of the references available in the school library; another to provide a teacher with all of the films in the school media center which discusses a particular topic; another to provide the student and guidance counselor with all of the characteristics on post secondary education and occupational titles. This area will also experience further growth in the distribution of data bases providing compatible reference data on certain tests by grade level; age; and other criteria necessary to measure school performance. A data base retrieval example is shown in Exhibit D.

(c) Computer Assisted Instruction: This area utilizes the computer to react in a purely teaching mode to the students input. These programs can be constructed by the teacher to cover a particular part of the course such as Hewlett-Packard's Instructional Dialogue Facility; or prewritten by an author in basic courses such as chemistry where most responses can be predicted. An example of this application is shown in Exhibit E.

(d) Computer Literacy: This area is well defined by the previously mentioned study done by the Committee on Computer Education of the Conference Board of the Mathematical Science. Their definition states that a computer literacy course should:

"(a) Give the student enough understanding about the way the computer works to allow him to understand what computers can and cannot do. Wherever possible, this should involve at least a minimum of direct interaction with a computer, primarily (at this level) through the
use of appropriately pre-programmed application packages.

(b) Include a wide sampling of the ways in which computers are used in our society, with non-numeric as well as numeric applications. The impact of these various uses on the individual should be made clear.

(c) Introduce the notion of an algorithm, and its representation by flow charts; where time allows and as equipment becomes available, discuss the manner in which algorithms are represented by programs and the way in which programs are executed by machines". (1)

Many of the computer programs stored for instructional purposes today are designed to familiarize the student with how the computer may be used in a particular subject. These are model programs providing the student with some basis to write his own. (See Exhibit F)

(e) Multi-Media Management Index: This application is relatively new, but growing quickly as new multi-media techniques emerge. In this case the computer "script" with the student can make reference to supporting "off-line" materials such as video lectures on the topic the student is having a problem with in his computer dialogue. These off-line devices can be cassettes, film strips, sound responders, television sets or a combination of these elements. The computer terminal can be designed to actually actuate these devices. These same devices may also be used to retain certain output data and re-played for the teacher who wants to scan the students interaction with the system.

Let me acknowledge at this point my five groupings and definitions represent my own experience and analysis. The field we are discussing today is moving so quickly that there had been little formal research or agreement on these areas. My purpose here is to provide one structure which hopefully is convenient for education computer center managers to use in planning for their own department and working with school faculty, administrators and school boards.

THE EMERGENCE OF TEXT MATERIALS

Many factors have contributed to the establishment of this important area:

(a) Some classroom teachers prepared materials on a local level for use within their school district maintaining the interest level of the computer in instruction.

(b) Two very significant projects funded by NSF - Huntington (I and II) and Project Solo not only "exported" their materials to interested districts, but delivered a framework, or example, for other authors to follow.

(c) Costs of instructional computing started to decline as volume production was introduced.

(d) The number of "computer literate" faculty at the secondary school has increased significantly, and sufficient access and time to develop programs has been made available in many school districts.

(e) The number of new faculty who have been exposed to computing in the classroom not only in college, but in their high school days, is increasing rapidly.

(f) The number of sound instructional programs appearing in new areas such as chemistry and foreign languages has stimulated teachers to evaluate the use of these materials.

(g) Finally, and perhaps the most important factor, educational publishers have recognized not only an opportunity in this expanding market, but find some pressure to defend their text adoptions by providing computer related materials.

The exact penetration of classroom computing at the K-12 level is a very difficult figure, but we estimate that in the fall of 1974 over 1,000 instructional computer systems were providing service at the K-12 level for approximately 2,000 on-line access ports. These instructional computers range from providing one to over 60 simultaneous ports. In New Jersey, for example, we estimate that there are about 200 on-line ports used daily.

MANAGING THE INNOVATION

As I look at this continuing maturity and growth of the computer in instruction from my many visits and experiences over the past few years, one important element is of key concern. To insure economical and educationally sound growth there is a serious need for clearly defined authority and responsibility for its management. As I stated at the beginning of this paper I think the educational computer center manager will emerge as the individual whom most school districts will look to for this leadership and direction.

There are many reasons for this opinion:

(a) Understanding of computer technology, particularly the interface of peripherals, will be a critical skill needed in this function. For example, new student terminals using voice response and home television are being announced and field tested.

(b) The traditional batch processing records management function is already using remote data collection devices and
printers. It is a small step to capture this data in the teaching process itself using mark sense readers; cassettes; or time sharing terminals directly.

(c) The managing function must be independent of any one discipline to insure equal sharing of the computer facility among buildings; grade levels; and subjects. Already many instructional computer facilities are dominated by usage for "college bound" curriculums.

(c) The important ingredient, the computer software, or program, to support the instructional program must be evaluated by computer personnel to assure its operation on their equipment. This decision cannot be left to faculty.

(e) As more publishers and hardware vendors introduce new products the school district must provide a clearinghouse as an evaluation process for the various sales forces calling on the school district.

(f) School district budgets will require a broader management role for its current staff as it faces criticism of growing overhead ratios. This factor will make it difficult to have a separate manager for this area.

(2) In those districts apparently succeeding in integrating electronic publishing the educational computer center manager has taken charge. In many cases he is stimulating orientation workshops in instructional computing entrenching his identity with this new area.

In closing my comments I would like to describe some new objectives which the educational computer center manager must meet to insure his success in this new role:

(a) He must develop an acceptance by fellow faculty members that he understands the "realities" of the classroom - that innovation is not easy particularly with new, sophisticated hardware.

(b) He must insure that electronic and computer terminology should be avoided in introducing new programs to the students and faculty. Make it simple and clear.

(c) He should insure that the faculty understands the purpose of these devices is to enhance the teaching process and not to replace it.

(d) He must understand that not all faculty or students will utilize new technologies immediately.

(e) He must insure that decisions have been made and techniques installed to insure privacy of student and faculty information in these new systems.

(f) He must understand that if there is limited time for teacher training many misunderstandings will arise.

(g) He should establish a continuing evaluating method of new programs through his own professional associations such as NAUCAL.

Most of us here today are aware of the rate of change in our industry. It will be a major failure on our parts unless we can translate electronic publishing into useful purposes. In our case this purpose must be to enhance the teaching process by extending these techniques for better, faster and more economical instructional methods. I think it will be your job to make it happen.
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Printouts from Time Share Corporation's Guidance Information System.
**WATER POLLUTION STUDY**

**INSTRUCTIONS (1=YES, 0=NO)**

**IN THIS STUDY YOU CAN SPECIFY THE FOLLOWING CHARACTERISTICS:**

A. THE KIND OF BODY OF WATER:
   1. LAKE/POND
   2. LAKE
   3. SLOW-MOVING RIVER
   4. FAST-MOVING RIVER

B. THE WATER TEMPERATURE IN DEGREES FAHRENHEIT

C. THE KIND OF WASTE DUMPED INTO THE WATERT:
   1. INDUSTRIAL
   2. SPAWF

D. THE TYPE OF WASTE, IN PARTS PER MILLION (PPM)/DAY.

E. THE TYPE OF TREATMENT OF THE WASTES:
   1. PRIMARY (SETTLEMENT OF PASSAGE THROUGH PUMP SCREW TO REMOVE MALLEBLE SOLIDS)
   2. SECONDARY (SAND FILTERS ON THE ACTIVATED SLUDGE METHOD TO REMOVE DISSOLVED AND COLLOIDAL ORGANIC MATTER)

**-------**

**WATER CONDITIONS**

- **TEMPERATURE**
- **KIND OF WASTE**
- **TREATMENT**

**DO YOU WANT A (MAP/1), A TABLE(2), OR BOTH(3)?**

**IF YES, THE FISH DIE IN 72, BECAUSE**

**THE OXYGEN CONTENT OF THE WATER DROPED BELOW 5 PPM.**

<table>
<thead>
<tr>
<th>M</th>
<th>0.3</th>
<th>OXYGEN SCALE</th>
<th>0.6</th>
<th>OXYGEN SCALE</th>
<th>0.9</th>
<th>OXYGEN SCALE</th>
<th>1.2</th>
<th>OXYGEN SCALE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td>0</td>
<td></td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**THE WASTF CONTENT AND OXYGEN CONTENT WILL REMAIN AT THESE LEVELS UNTIL ONE OF THE VARIABLES CHANGES.**

**ANOHER RUN (1=YES, 0=NO)?**

Source: Huntington Project
I have been asked to briefly discuss some of my experiences in preparing the ten books of readings I have compiled. I took that invitation to mean, describe the steps involved in compiling a book of readings. However, before I describe the "how to" aspect, I feel I should say something about why I started doing books of readings in the first place.

**What Purpose Is Served By Readings**

In some of the computer courses I was teaching in 1967 and 1968, I was assigning chapters for the students to read and then I was lecturing to the students on the material from those same chapters. This repetition, while of some educational value, tended to make those courses rather boring and certainly was not making effective use of the students' time nor efforts.

To help broaden the courses and to introduce an element of currentness in them, I began assigning outside articles for the students to read. This not only put a strain on the students' time and on the library facility, but also on me as I constantly had to find new articles for them to review.

Next, in order to minimize the time being wasted by the students in searching out the assigned articles, and to spare the library all the problems associated with many students needing the same articles at the same time, I put together a group of twenty or thirty pertinent articles and had them reproduced for the students' use. This re-presentation of the same, old articles, was quickly overcome by the students' and library's problems, but created new ones for me. The reproduction cost of twenty or thirty articles for twenty or thirty students was considerable, in fact so considerable it was never repeated. Also it was illegal.

The prohibition of reproducing the articles, caused me to consider compiling a book of computer readings. I already had a good start on compiling a set of readings, but having already gone through the very long and time-consuming process of having had a book published (Computer Selection), I was reluctant to go that route again. Especially, with a book of readings, which was necessary in part by a need to present current information which was missing in the prime textbook, because they had to go through the long and time-consuming publication process. Therefore, I started searching for a publisher who would talk in terms of a six month or less publication time. Believe me there are few. Finally, I got together with College Readings, Inc. (P.O. Box 22553, Arlington, Virginia 22202), my current publisher, and that problem was solved. It now takes less than three months from the time I submit the complete set of material until the finished text is printed and ready for distribution.

Having found a way around the long delays involved in most book publications, I once again started to concentrate on compiling that first book of readings - the steps of which I will be discussing in just a moment.

But first, let me skip forward a few years and discuss some more of my own experience to show additional reasons why someone may be interested in using a book of computer readings. The year is now 1969, I had already compiled my first two books of readings (An Introduction to Computer Systems and Management and Computer Systems) and I was now asked to teach a programming course. I was appalled by what I found. The programming course that I was to teach was the only software course being given the students. The course was designed to teach the students how to program a given machine, and then to give them familiarity with programming concepts. But in no way did it even begin to make the students aware of the larger, more important, world of computer software, i.e., compilers, operating systems, application programs, etc. Therefore, I started compiling a book on Software for Computer Systems. That text is an example of a book which was compiled to serve a very different purpose than the assigned textbook - namely to go into areas not even intended to be covered by the prime text. But yet it was a supplement to the prime text.

Another example of the compilation and use of a book of readings, is illustrated by my text
Analysis, Design and Selection of Computer Systems. This text was designed in part to serve as a replacement for my Computer Selection book, rather than go through the time consuming process of rewriting it. I wrote some chapters of that text as articles and, along with other articles, put them into my compilation on the subject. Thus, that compilation is being used in many courses as the only text - if the emphasis is on selection. In this case the compilation is the only text available on the subject. The vehicle of a book of readings was used rather than a normal authored text because it could be published much more quickly.

Thus, from my own experience, I have attempted to show three uses of books of readings: 1) to supplement and bring currentness to an existing course; 2) to broaden (by bringing a full new area of coverage - as in the software cases); and 3) to use as a prime text in areas not covered, or not covered as well, by other texts.

Having now seen how and why compilations might be used, let me return to telling you something of what is involved in compiling a book of readings.

Steps In Compiling A Readings Book

First, if you are compiling the book as a means of making a small fortune, forget it. Like up collecting empty soda bottles or picking grapes, you will stand a better chance of making your fortune.

Second, now that you do not need to worry about sharing your fortune, seek out a co-compiler. You will need help for her to broaden your scope and to share the work.

Third, determine the need for the book you have in mind. In my case, since I was into readings books already, I did my doctoral dissertation on "Computer Selection: College Offerings and Industry's Requirements". In doing I surveyed more than 2000 colleges and universities to determine what data processing courses they were offering. I also surveyed more than 1600 companies to determine what they were seeking in the way of data processing education. As a result of these surveys an interesting fact developed. Industry was very interested in having the prospective employee familiar with various applications of computer systems, but the colleges were not offering many courses which fit that. One of the reasons the courses were not being offered by the colleges was that there was no suitable text. Needless to say, I attempted to take care of that situation with a text entitled, "Applications of Computer Systems". That text was compiled as a supplemental text for use in an introductory course.

Fourth, a determination needs to be made as to the interdependence of the text. Is it primarily intended as a supplemental text or as a primary text?

Fifth, some attempt must be made to determine the market potential for the text. You may feel there is a crying need for a text on "Data Security". But if the book were prepared as a textbook, would there be sufficient demand to warrant its publication.

Sixth, outline the subject areas that should be covered. One thing to remember in any such outline is to make it broader than your own needs would dictate. Not everybody will see the needs as you do, some areas you may consider trivial will be sought by others, while they are skipping over areas you consider critical. A book, particularly a book of readings, needs to be broad in coverage.

Seventh, seek out a publisher. I recommend College Readings Inc., who specializes in readings books, but there are others. Check to see how long it will take to publish the book once you supply all the materials.

Eighth, start selecting articles that cover the subject areas you want covered. In my selection of articles I stress "currentness" right along with "content". If the article is not current, but it has good content, I have a tendency to assume that its content will be picked up in some recently authored text, and therefore I will continue searching for current articles with good content.

Ninth, search out some of the less common publications.

Tenth, start preparing, or having prepared, some special articles for the areas you want covered, but for which you could not find any good or current articles. The more specialized your subject areas, the more likely, you'll have to author some of the articles. These authored articles tend to take a long time to produce and clean up.

Eleventh, start obtaining permission to use the articles you have selected, and do not count on any article until you have secured the necessary permission to use it. Permission will frequently be denied because the author is using the material in a book he is preparing himself. Sometimes the publisher or author will ask a fee so outrageous that you can not afford to use the article. (I have had several requests for $500.00 to $1000.00 per article - and I use from forty to fifty articles per book.)

Twelfth, now at a point in time much later than you ever believed possible it takes a long time to write, or have written, articles and a long time for some permissions to come through, especially when you have to track down some of the authors, take the articles for which you have received permissions and the articles you wrote, or had written, and see what kind of book you are ending up with.

Thirteenth, if the restructured book is still worth publishing, deliver it and the permissions to use all the articles to the publisher.
Fourteenth, stand to review the page proofs of the text and use them to prepare an index for the book.

Fifteenth, publication of the text, be very humble in accepting any praise you may receive for having compiled a book of readings. It is necessary to maintain the humble attitude because in the majority of the cases in which you receive the praise, the next sentence will probably be "But why did you, or did you not, include the articles: . . . ."; and if that does not make you feel humble, just wait until you receive your first congratulations followed by a "But then it is only a compilation of other people's work".

Books compiled by Joslin for College Readings Inc.,
USE OF COMPUTERS FOR INSTRUCTION
IN THE PHILADELPHIA SCHOOLS

SYLVIA CHARP, DIRECTOR
SCHOOL DISTRICT OF PHILADELPHIA

PANELISTS:

Sylvia Charp, School District of Philadelphia
Henry Altschuler, School District of Philadelphia
Richard D'Orazio, School District of Philadelphia

The School District has been involved with the use of computers for instruction for the past ten years. Many programs have been initiated during the period. These programs cover the areas of computer-assisted, computer-managed instruction, and problem-solving. The panelists will discuss their experiences and offer suggestions to other schools considering use of the computer.
In the mid-sixties Oregon had no large and comprehensive educational data processing system. In 1966 a government planning grant initiated the project which was to become Oregon Total Information System; in May, 1968, OTIS began providing data processing services from its central location in Eugene, Oregon, primarily to schools in the surrounding county (Lane).

Today OTIS has become a successful, completely user funded cooperative of school districts administered by the Lane County Intermediate Education District (IED). The Lane IED Superintendent is Dr. William C. Jones; OTIS' Director is Robert L. Dusenberry. OTIS serves disparate school systems (elementary, secondary, some community colleges) and educational agencies throughout Oregon with administrative and instructional services.

OTIS' systems are designed for its users; its services are utilized efficiently and creatively by school personnel, using terminals at their own buildings, without the necessity of any more data processing knowledge than that which they can get from manuals supplied by OTIS. Clerks and business officers input and update information to their files in the financial accounting, payroll, personnel and inventory systems, and reports are generated from their input. Students are enrolled, graded, and scheduled by OTIS; attendance reports are run from terminal input, and inquiry capabilities make the information in individual files always immediately available.

OTIS' on-line Query System allows the user to create his own reports; using a query manual of statements he can search files and extract pertinent facts and so adapt reports to conform to his specifications. Students can learn BASIC, a programming language, write their own programs, store them and rerun them as often as they wish. Instructional media center personnel can use a terminal transaction to book materials, and the booking is immediately confirmed for the requested date, or if it is not available, the user is informed of the next date it will be.

Through the teleprocessing network schools can access the IBM S/360 model 50 with Ampex add-on fast core, which holds administrative services files, or the two Hewlett-Packard 2000F computers used for instructional services, and can be switched from one machine to another by the

*The General Education Management System (GEMS), an OTIS software system, is a system of integrated data files with two sets of control tables and a set of generalized processing programs. GEMS makes it possible for each user to define and maintain only the data storage and processing that he requires and to change his definitions as his needs for information change.

OTIS SERVICES - Administrative

Have OTIS' services grown and become increasingly sophisticated because increasing user needs have made it necessary, or has usage of the system grown because new and more comprehensive services have become available? An unanswerable question. Perhaps OTIS' success is due to the great need recognized by Oregon school personnel for a large data processing system, or perhaps OTIS' success is due in large part to its creative staff members, who have developed original software and many modifications to existing software during the establishment and expansion of OTIS' many services.

The emphasis of OTIS' first year of operation (1968-69) was on Student Services. Some software had been developed by Lane Intermediate Education District personnel, some from vendors. The three main working systems were testing, enrollment, and mark reporting. The attendance system, totally developed at OTIS, was in its formative stages, and the completed system was debugged and usable by 1971.

Educational Coordinates' (EC) scheduling system and the Student Scheduling System (3S) are both used at OTIS. In 1968 OTIS gathered data and sent it to EC for input; in 1969 OTIS acquired EC's library of software and could do all the scheduling in-house. A loader program from IBM started the 3S system, which has been modified extensively. OTIS staff developed an arena scheduling system which was implemented in 1971. As scheduling needs have changed so have systems. In the last five years there has been a dramatic move away from structured, standard scheduling, and OTIS has modified its systems to allow for a large variance in scheduling applications.

*See Computervision, July 31, 1974, pages S11-S12, for a more complete discussion on OTIS software modifications to the GTE IS1101.
By the end of 1972 the Student Services system was functional and completely implemented. The systems have since evolved to allow great flexibility in types of output. Student body rosters or mailing labels, for example, can be printed alpha by grade, by teacher, by sex, etc. Labels for tenth grade boys or a list of ninth grade members of the band can be generated easily.

The Query System has been under development since 1968. The original system, conceived by an IBM analyst, was slow and inflexible, with little choice in sort order. Priority was given to increasing the speed of the system, finding means of developing the most useable sorted output, and allowing the user to specify what sort order he wished. As data becomes large, the sort order is more important; a non-alphabetical list of all boys in a 1000 student school would have been unwieldy and probably unusable. This year, 1974-75, the Query System is dependable, efficient, and on-line. The user can enter his query via terminal and will get his report back on the terminal the same day, sometimes almost immediately.

A new system at OTIS is a automated record keeping system developed to accommodate Oregon's high school graduation requirements. The State Department of Education has directed that certain requirements be met by students in Oregon schools: In order to graduate from high school a student must prove minimum survival level competencies in three general areas - personal development, social responsibility and vocational education. "Minimum survival level competencies" have been described by an Oregon educator as "what you have to know in order not to be taken too badly or too often.

Since each district develops and evaluates its own competency levels, the record keeping system has had to be extremely flexible to allow for large individual user needs. The system offers individual district options on definitions of competencies, multiple-check status of competencies, types of input, and types of reports. This year three districts of varying sizes and problems are piloting the system.

**Business Services** provided access to a payroll and a fiscal system its first year (1968), and to an inventory system, which was used by only four districts.

Payroll information was input by batch processing at the computer center (now it is completely on-line; i.e., district clerks input all the information needed from their own terminals), and processing of both payroll and fiscal report runs was set up on demand rather than on a schedule. Processing was slow, and OTIS staff members spent many extra hours keeping the system running smoothly. In the 1974-75 school year 56 districts use the system, and nightly processing runs are scheduled. In 1969, on occasion, one job could take fourteen hours. Now the total run (processing for 56 districts) will take 1/2 to 1 1/2 hours to process.

The Business Services systems have been completely designed by OTIS staff members in conjunction with users. This year services include fiscal, payroll, personnel, inventory and cafeteria inventory accounting systems, which produce over 50 different kinds of reports. Query capabilities are also available.

The newest application is the processing system developed to accommodate Handbook II (revised), an accounting system established by the federal government for school districts. All schools must use the new system by the 1976-77 school year, and the OTIS system is now 90% complete.

In 1972-73 a pilot district used the Handbook II (revised) accounting system, and with modifications OTIS' processing system is now used in seven districts, with thirty expected on in 1975-76. All OTIS Business Services user districts will be ready to use Handbook II (revised) in 1976-77.

**OTIS SERVICES - Instructional**

In 1969 OTIS instituted an instructional computing system called RAX (Remote Access Computing System). Users could access it for only two hours, on Tuesday and Thursday, from 5-7 p.m., when teleprocessing was down, because it needed to take over the whole IBM 360 system to work. Few terminals used the system, and it was not very successful in terms of convenience, so in 1971 ITF (Interactive Terminal Facility) was begun. It could be run during the day and offered problem solving and a method of teaching programming to students. However, the ITF system caused problems: It often interfered with teleprocessing and brought the system down, and the turnaround time was extremely slow. There were few canned programs available, and users found the system too limited and unreliable.

In 1972 OTIS acquired an HP 2000F computer for instructional use, and a GTE IS1101 to provide interface between the IBM system and the HP. Thus administrative services users can also use the instructional system from the same terminal. The system has 32 ports available for use 24 hours per day, and users pay $3.00 per terminal hour for its use. This fall OTIS has acquired another HP 2000F with option 205 to accommodate increased instructional use. OTIS' instructional computing system serves 42 districts, who used approximately 30,000 terminal hours last year.

Instructional Services currently available include the Computer Related Instruction System (CRIS), the Occupational Information Access System (OIAS) and the OTIS Automated Library System (OALS). CRIS and OIAS use the Hewlett-Packards, OALS uses the IBM GEMS system.

OALS' booking and scheduling system, a service contracted by the Lane IED - Instructional Media Center (IMC), and available to Lane County teachers, students and librarians, schedules over 12,000 discrete print and non-print items for use in schools. The system is on-line and produces operation and usage reports as needed.

The non-print evaluation system is also used in Lane County. Teachers preview and code evaluations of IMC materials in areas of their specialty, and evaluation reports are available for the IED to use in the decision-making process concerning acquisition.
tions. A report can be sent to schools which lists items recommended as useful in different areas, as well as those deemed not useful. Pricing figures and vendors' names are listed.

The book catalog system, used by several county IED's, manipulates input of bibliographic data, subject headings, annotative information and call numbers to make book catalogs, replacing much of the labor of manual card catalog systems.

Literature searches of current educational reports, monographs and journal entries, called ERIC searches, are available to users through the OALS system. OTIS processes nearly 100 searches each month.

CRIS provides instructional computing for all areas of a school's curriculum. CRIS users access over 400 canned programs, such as drill and practice in math, reading and language arts, simulations and games. The system offers problem solving in BASIC for students to learn programming. Computer assisted instruction (CAI) in reading, mathematics and language arts on the elementary level is being piloted this year at Blossum Gulch Elementary School in Coos Bay and plans are underway for a program at Chemawa Indian School.

Software from the Computer Curriculum Corporation (CCC) is used for CAI at the elementary school. Eight terminals at Blossum Gulch are connected to OTIS, and a reading project began this fall. 100 students per day use the system.

CAI is an "exchange of information between computer and student" according to CCC literature. It is aimed at students with a low level of performance; the curriculum for each student "will be at a level appropriate to his achievement in each learning area" so each student has the opportunity to learn at his own level and his own speed. The program provides remedial assistance in the form of progressive drill and practice.

There are advantages to this type of reading and language arts program for remedial students. There is no discipline involved, no teacher disapproval, no necessity to perform for others, and wrong answers won't hurt. The student will have nothing to lose, and it might even be fun.

Chemawa Indian School, an alternative school administered under the Bureau of Indian Affairs, is planning a large program in computer assisted instruction in reading and language arts to begin March 1975. Chemawa is an off-reservation boarding school for dropouts and students expelled from other schools, located in Salem, Oregon, with students from Oregon, Washington, Idaho and Alaska. Counseling and vocational training are emphasized, and students are given a chance to acquire skills they have missed in the formal educational environment.

Chemawa students have not performed well in reading and language arts examinations; according to Chemawa administration, causes for this include lack of time for sufficient individualized instruction and low student motivation caused by past educational experiences. CAI will give individual drill every day, and will be an entirely different educational experience for the students. The project will involve the use of 32 terminals, another HP 2000 at OTIS, and students will use CAI during the day and evening.

OIAS is a computerized vocational counseling program. Through a questionnaire a student answers questions and states preferences, then possible occupations are presented which correspond to the personality profile suggested by the questionnaire results. Detailed information on each occupation is produced upon demand. One can ask for a job abstract, which describes job duties, working conditions, salary range, turnover rates, qualifications for the job, employment prospects and other pertinent facts. Qualitative information is included in this job abstract; for example, the job description for college teacher states that one must have the ability to work with abstract concepts, have self-discipline and good judgment.

Through the INFO files one can also get a bibliography of occupational books, find out how people prepare for the occupation, get a list of courses, degrees and schools for an education or training program, compare the services and costs of schools and get the names of people for personal discussion about the occupations.

The vocational counseling program is jointly administered by OTIS and the Career Information System, an interagency consortium providing vocational information, located at the University of Oregon. OIAS use is expanding. The Oregon State Correctional Institution and Oregon State Penitentiary now offer the system for their inmates. Lane County data processing personnel are currently working on software to accommodate OIAS on their network. The county organization plans to be able to switch on to the vocational counseling system and use it for jails and social service agencies.

OTIS has grown and changed considerably since 1968. Its charges have lowered from $8.80 per student for complete administrative services to $7.00. The student base of user districts and educational agencies has raised from 65,000 to 150,000, from 28 school districts to 72. OTIS is financially stable and operationally sophisticated, and its services become constantly more varied and complex.

To offer complex services, one must balance them with a sophisticated data base - an education process is continually necessary to train new district or school employees and explain new services, so they can be efficiently and productively used. To facilitate this balance OTIS has a knowledgeable field service staff and a system of data processing coordinators.

Cooperation and communication between users and OTIS are important, to keep misunderstandings down and user operations running smoothly. The data processing coordinators work as liaison between districts and OTIS. Each district's coordinator...
assists in training of users and communication of district desires and needs. Coordinators meet periodically to discuss problems, new services and procedure.

OTIS' field service staff, each person an expert in a specific service and with a general working knowledge of all services, is a direct communication line between user and OTIS. When a school comes on the OTIS data processing system a representative of each service area shows him how and why the system works. When districts need help, or hire new personnel, field service staff people are ready to smooth the way.

Users from fourteen counties in Oregon are served by OTIS through over 200 terminals. Representatives from county and district educational organizations throughout the state make up OTIS' Advisory Committee, which is consulted on important policy matters and system development.

In terms of upgrading quality and furthering equality of education, OTIS' impact on Oregon school systems has been great. Clerical duties are minimized at school and district level; educators have more time for students, and students have access to instructional computing systems. A district with 200 students can get the same types of reports and information as a large district, with more students and a larger tax base. Only a few districts could afford to provide the services OTIS can provide; through the on-line teleprocessing system all school districts have an equal opportunity to avail themselves of data processing and instructional services.

**OTIS HARDWARE**

**Computers**
1 IBM S/360 model 30 with Ampex add-on fast core
1 GTE IS1101 Computer
2 2000F Hewlett-Packard Computers

**Input/Output Devices**
4 2400 Series Magnetic Tape Units
2 2314 Direct Access Storage Facilities
1 2321 Data Cell Drive, Model 1
1 2540 Card Read Punch
1 1403 Printer, Model N1
3 Double Density Disk Drives

Jill Van't Roer
Oregon Total Information System
354 East 40th
Eugene, Oregon 97405
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NEW JERSEY'S SYSTEM FOR BRINGING DATA ELEMENTS AND ITEMS UNDER CONTROL
Dr. R. Kay Maloney
Graduate School of Library Service
Rutgers University

The New Jersey State Department of Education (SDE) has a problem -- a data control problem. In 1862, reports from Town Superintendents to the State Superintendent of Public Instruction in New Jersey contained only 26 items. In 1973, an inventory of the data items collected by SDE revealed that the total was in the neighborhood of 26,000 items, an average increase of well over 2,000 new items per decade. If SDE files were to record information from the 600 school districts and 2,400 schools in the state and if this data were retained for a minimum of three years, the volume of data stored would be over 15,000,000 items from school districts and 60,000,000 from local schools, for a total of more than 75,000,000 items per year -- just under a quarter of a billion data items for the three-year period. Furthermore, these figures apply only to data collected from the elementary and secondary schools in New Jersey.

The New Jersey State Department of Education has a second problem -- a legislative problem. During the first half of calendar 1974, SDE was asked to comment on more than 100 pieces of proposed legislation; it was also asked to submit estimates of what the legislation would cost if enacted for at least two succeeding years. Since legislation is proposed by persons from many backgrounds, the bills frequently use words and definitions that would not be considered standard terminology by educators. However, if a bill becomes law, the words or terms therein must be used as stipulated, regardless of whether educators accept the terminology as standard in their field.

The impact of these two problem areas on data collection, processing, and retrieval is enormous. On the one hand, we must deal with storage and control of vast files of statistical data. On the other hand, the data store must be accessible to educators and legislators alike through terminology that communicates the same meaning to both groups of users. It is rather obvious that a system for control of educational data is necessary to resolve these problems.

Whenever large files of information must be stored and manipulated it is reasonable to examine the potential of computer technology to create the files and to access the information. SDE has access to a state-wide computer network that can be used to maintain a central file of educational data. Furthermore, a 1973 survey of New Jersey's 600 public school districts shows that 208 districts, serving nearly 70 percent of the total school population in the state, use some form of automatic data processing equipment to process their records. Well over half of these districts own or lease their equipment.

It is apparent that local educational units are already using automatic data processing in an effort to cope with increased data reporting requirements. Unless SDE coordinates data control by providing a state-wide system, it is likely that independent local systems will proliferate, without concern for compatibility with other systems in operation in the state or nation.

We have established that the New Jersey State Department of Education is responsible for collecting extensive data from New Jersey schools for use at both the federal and state levels. Since the collection of this data originates from a number of departments within SDE, unless a specific effort is made either (1) to coordinate all data gathering through one office, or (2) for each department to confer with every other one before data is collected, unnecessary duplication of information and effort is inevitable. In addition, if no standardized terminology is available for use in collecting data, differing terminology between forms and different interpretations of what information is to be recorded affect the consistency and therefore the reliability of data actually collected. Not only is the validity of evaluating or comparing such data called into question but the communication of information under such conditions is unreliable.

It would not be sufficient for SDE's purposes merely to "clean up" the data collecting process and its resultant data. It is equally important to improve and to expand the access to the data collected. At present, access to data gathered is limited primarily to those who collect it -- not because of a desire to restrict access to the information, but because of the lack of a central system for storage and retrieval of the data. It is especially difficult for those persons responsible for providing the data in the first place.

---

to retrieve data of interest to them. This problem is not unique to New Jersey. A recent issue of ERIC's *Interchange* indicates the extent of concern for expanded access to educational information:

> The teacher in the rural school must be provided the same retrieval opportunity as the professor of a large university. A superintendent in a district must have the same access to ERIC as the graduate student laboring on his Ph.D. dissertation. A major thrust to provide for these needs must soon surface on a national level -- or a kingdom may someday be lost for lack of a nail. 2

SDE recognizes the need for an educational data control system: (1) to facilitate efficient storage and expanded retrieval of data collected; (2) to reduce to a minimum the collection of duplicate data; (3) to improve the precision with which data is requested and therefore the reliability of the data itself.

In order to meet these objectives it was decided: (1) to plan a computer-based system for storage and retrieval of educational data, with an on-line, multiple terminal capability both for recording data into the system and for retrieving data from the system; (2) to develop a standardized terminology, comparable to the extent reasonable with professional and national trends, for collection, storage, and retrieval of the data; (3) to provide an indexing structure that will serve as an organizational framework of reference for both storage and retrieval of the actual data.

Thus DEIC -- New Jersey's system for bringing educational data Elements and Items under Control -- was born.

A project of this scope requires expertise from a variety of disciplines -- education, information science, computer technology. The research component of DEIC reflects these backgrounds. As financial resources for the project became available, SDE approached the Rutgers University Graduate School of Library Service with a research grant proposal that would fund the first phase of development of an indexing structure and a standardized vocabulary. In October 1974, the research team was in full operation with the following personnel: Dr. R. Kay Maloney, Project Director, with research experience in subject analysis and computer-based information systems; Kay McGinty, full-time research associate, with experience in social science research; Irving Gaydos, Assistant Director, Office of Research Information, and liaison to the DEIC Project for SDE; Barbara Smye, candidate for the Ed.J. at Rutgers, serving an educational internship on the project.

Our methodology really follows a progression that evolves naturally when one takes the time to examine fully the objectives of the DEIC Project. First, we must identify what data is actually being collected. Next we must organize that data for storage. Finally, we must index the data so it can be retrieved at a later date.

Identifying the data collected necessitates our securing copies of every form being distributed by each of the departments of SDE that is to be incorporated into the data base. (There are approximately 450 forms, though this is a constantly changing component of the system.) It is then necessary to identify every single request for data on each of these forms and call these unit of information a data item. The key-word indexing approach was used to create a working file of the data items appearing on SDE forms. Even from this rough data base we have been able to identify a 25 percent rate of exact duplication of data items. (It should be kept in mind that some duplication is necessary and desirable.) Although we do not have precise statistical data as yet as to the extent of synonymous but not exactly worded data items, it is our feeling that another 10 percent may fall into this category.

Developing a viable indexing structure that will serve as an organizational framework for the system requires one to take a hard look at exactly what information might be needed in the future and thus must be stored. The data item is not sufficient. Thus far we have isolated six pieces of information for each data item that we consider essential to be stored in the system: (1) a description, in our standardized terminology, of the data item requested; (2) the statistic (the "answer") collected; (3) the geographic and/or school unit giving the data; (4) the time span that the statistic collected represents; (5) identification of the form on which the data item appears; (6) the collecting agency within SDE. Other information necessary for system operation is also included, but is not germane to this discussion.

Crucial to the whole project is the development of a standardized terminology, for it determines how data items will be described both at the point of storing data in the system and at the point of accessing the information in the system. The DEIC Project Team feels that it is particularly important that any terminology used in the system reflects professional acceptance and is compatible with other educational information systems. This is not an easy goal for many reasons, one of which is the lack of agreement among professional sources. Nor is it a finite goal. Terminology is always in a state of change, and the need for a system that can accept continual updating has been a major consideration in the designing of this data system. We have decided to base our standardized terminology and working definitions on the U.S.O.E. handbook series, with reference to the ERIC Thesaurus, NCHE 'Management Information Systems Program Technical Reports, and Good's Dictionary of Education. For example, any financial statistics collected by SDE have been examined to see if terms defined in the federal handbook on finance and accounting (Handbook II) can be used to index the data items. The other sources mentioned are checked if there is confusion among terms or if there is a need to extend the concept. We work with blocks of subject-related data items, so that the standardized terminology will reflect subject relation-
ships among terms within a subject area and so that clarification of scope or context can be provided as needed.

The product of this phase of the DEIC Project will be a thesaurus. One part of the thesaurus will display in outline form for various subject areas the scope, context, and interrelationships of all those terms that can be used to retrieve data on a particular subject. It will also indicate the codes to be used to retrieve the data desired. Part Two will be an alphabetical index of standardized search terms and synonymous terms that will direct the user to the appropriate place in the outline. The thesaurus will also include guidelines as to how the thesaurus is to be used (1) to enter data into the system, and (2) to search the system for specific information.

We already have segments of proposed terminology in first draft, and are entering a pre-test stage of the research, where we are applying our terminology and indexing system to a sample of forms distributed by SDE. We anticipate that reworking the vocabulary and debugging the system will be a lengthy and frustrating process. However, we are approaching it on a segment-by-segment basis; after one segment is tested and revised, the corresponding data can be entered into the system for immediate use. This process will also constitute the revising and updating procedure necessary to maintain a current and valid file of information.

What problems have we encountered? We've been plagued with all the usual challenges of creating standardized terminology -- synonym control, multiple meanings for single words, choosing from among several terms expressing the same concept, changing terminology. In addition, the data base itself has contributed its share of unique posers. Context is particularly troublesome. Removing the data item from the comfortable nest provided by the form often produces a baby bird with an identity crisis. Not only can it not "fly" alone, you can't even be sure whether you are observing a grounded sparrow or wren. For this reason we try to provide context by recording such supplemental information as collection agency, coverage dates, and even additional subject information in the indexing terminology used to describe the data item.

Persons creating the forms tend to ask for information in phraseology they think the person filling out the form will understand. As a result, two conditions arise. The naraesology used on the form may express the need for information in circuitous rather than the straightforward terms used to record the data into the system. A very simple example of this is a frequent request for "the number of students in a given program." With the possible exception of the name of the program, not a single word in that data item is significant for indexing purposes. Fortunately we can recognize quite easily the concept behind the request -- enrollment (it's not so simple in other instances). The fact remains, however, that the phrasing in the data item cannot be used for indexing purposes.

This is compounded when different forms may ask for similar information in different phraseology. For example, Form C may ask for total enrollment in the district's junior high school (incidentally, persons supplying this data from systems on 8-4, 6-2-4, and 6-3-3 plans may interpret this request differently), Form D may ask for the number of students in seventh and eighth grades within the system, while Form E may ask for projected enrollment in the first two years of high school in the district two years hence. All may be wanting essentially the same information.

For many good, and some not so good, reasons forms frequently become obsolete or are replaced with revised forms at SDE. A major concern of DEIC is file maintenance -- adding new data and reflecting that addition in the standardized terminology of the system, and deleting obsolete information and terminology from the system. As part of the revision component of the system, we intend to follow essentially the same procedure as is being used to develop the thesaurus. Rather than working with subject blocks, however, we plan to revise on a form-by-form basis; our file organization is flexible enough to provide for both subject and form approach. Our retrieval code is an open-ended one, so that additions to it do not require recoding of materials already in the system.

We see many contributions that DEIC can make to educational data control in New Jersey. We have already mentioned that standardizing terminology used in data collection and retrieval should result in more precision in filling out forms and therefore should provide more reliable data. In addition, the resulting thesaurus will be useful as a guide to filling out forms and accessing the data base efficiently and accurately.

Furthermore, the project will facilitate the creation of a computerized data base, accessible by any personnel authorized to examine the data. By coordinating the SDE data collection efforts within the framework of professional and national efforts, teachers at the local level and federal educational administrators alike can work with minimal additional instruction in the state or national educational information systems that are or may become available.

Finally, the vehicle used for data collection will be directly affected. In the future, phraseology used in requesting information should reflect the standardized terminology. As duplicate and synonymous requests are identified, there should be a corresponding reduction in the number of forms, items included on various forms. It is reasonable to expect that frequently "new" information needed by SDE would already be stored and thus retrievable from the system, eliminating the need for creating a new form to collect the information. A logical, though long-term, benefit of this project is computerized preparation of data-collection forms used by SDE. When direct computer access becomes available at the local level, there is the potential for directly requesting and entering data through the system as needed, thereby eliminating entirely the handling of forms.
In 1972 a year-long study was undertaken by the New York State Education Department to plan for the development of a statewide information system based on existing education manpower statistical data. The study, supported by a U.S. Office of Education grant, was conducted by the Department's Information Center on Education. The results of this year-long effort have been compiled in a planning document entitled A Plan for the Development of a Comprehensive Educational Manpower Information System for New York State. The EMIS is designed to encompass historical, contemporary and future data on educational manpower (EM) including public school classroom teachers, pupil personnel services specialists, and supervisory and administrative personnel. It contains data on individuals who have been certified in New York State since 1970 or who have been employed in New York State public schools during the same time span. EMIS is designed to provide precise and timely information in the following areas:

1) the existing educational manpower in public elementary and secondary schools;

2) the potential pool of educational manpower produced by teacher training institutions;

3) the potential pool of educational manpower included in the teacher certification files who are not presently employed in a school system;

4) the turnover rates of educational manpower in all sectors of the public elementary and secondary education system.

The system will serve as a base for the planning and development of professional education manpower training programs in the colleges and universities of New York State. These institutions produce three-quarters of the State's professional educational personnel.

Rationale for the EMIS

As recently as 1966 the Nation was faced with a shortage of certified teachers. The Senate Committee on Labor and Public Welfare and the House Committee on Education and Labor issued reports stating that in 1960 the Nation was faced with an unprecedented shortage of almost 170,000 qualified teachers. (Zerfoss & Shapiro, 1973). Since that time, however, record numbers of teachers have graduated from colleges and universities and many school districts now report a substantial surplus of applicants for teaching positions. The National Education Association annual report on the supply and demand for teachers clearly shows that since 1970 the supply of teachers has exceeded the demand. Several reasons appear to explain this rather sudden change in the supply and demand situation. They include: (1) a sharp increase in the number of college graduates at the end of the 1960's; (2) a slowdown in the growth of the school age population; and (3) a tightening of fiscal constraints in many school districts. The New York State picture of the teacher oversupply situation is reflective of the situation at the National level.

It has become increasingly evident that manpower planning in the area of educational personnel production and utilization in New York State must be brought under systematic control. The key to solving this problem is the development of a statistically-based information system which can routinely generate data reflecting such central factors as (1) the rate of production of EM by institution and area of certification and (2) the rate of employment and utilization of EM. The EMIS will serve as a readily available base of information whose components have been identified by potential users as necessary for sound educational manpower planning.

Development of the EMIS

Two pragmatic principles were adopted in guiding the development phase of the EMIS. They were (1) potential users of the information should help define policy issues and, in turn, the type of information to be generated by the system and (2) existing data sources should be used as the base for system development. In line with these principles, the first developmental
task was the identification of key policy issues relating to efficient and systematic production and utilization of professional educational manpower. The identification of policy issues then led to the identification of required statistical information which would bear directly on the resolution of these issues and serve user needs. Next, relevant data sources contained in presently operating systems, both within and outside the New York State Education Department, were identified. A match was then made between these systems and the data requirements identified earlier to determine what replacements, new sources of information (or modifications of existing sources) would be required to adequately address pertinent EM policy issues.

The policy issue identification phase of the study was undertaken by conducting in-depth interviews with individuals in various sectors of the state's educational system, including the State Education Department, private and public colleges and universities, local school districts, education planning groups and National and State teacher affiliated groups. The major thrust in identifying manpower policy issues was to find areas in which there are gaps in existing information and where lack of communication exists among various sectors of the education establishment, thereby hampering efficient EM planning. A content analysis of the interview data surfaced a set of significant issues and information needs. The most critical issues were those related to the need for an information base that would interrelate data on characteristics of manpower produced by the colleges and universities and the employment of such manpower in the public elementary and secondary schools of New York State. It was determined that such a comprehensive picture would increase the likelihood of communication between groups and serve as a basis for more efficient EM program planning.

The results of the first phase of the study also indicated that unit record data on individuals would be required as the primary data source in the system. A survey was conducted to identify the current or potential availability of such information. Three sources of unit record information were identified which could serve as a data base for the EMIS. They are (1) the Basic Educational Data System (BEDS); (2) Teacher Certification Records (TCR); and (3) New York State Teacher Retirement System Files (TRS).

Basic Educational Data System (BEDS)--BEDS, which has been operational since 1967, is a computerized system operated by the New York State Education Department. The personnel file of the system identifies an individual's academic record and professional experience within the public school system. Each unit record contains a series of demographic and professional characteristics and the assignments that each staff member performs. BEDS then serves as the base for identifying the past and existing public school professional EM pool employed in the State.

Teacher Certification Records (TCR)--The Education Department maintains a manually operated filing system on all individuals to whom professional education certificates have been issued. Demographic and professional characteristics for each individual are compatible with data contained in the BEDS personnel file. In order to incorporate this data source into the EMIS, it was necessary to convert the manual system to a computer file and to create and install a system by which new records would be made a part of the system on an ongoing basis. The initial data conversion effort involved approximately 105,000 years of clerical staff handling in excess of 320,000 records, accounting for all certificates issued in New York State since 1970. The second procedure involved implementing a new administrative procedure in the Department's Division of Teacher Certification.

Computer programs have been written which merge the BEDS files with the TCR files. This new combined data base, which contains information dating back to 1970, can produce information which shows the relationships between Program output and school district utilization at the district, county, region and State levels. Information can be sorted on any single data element contained in the system or any combination thereof.

New York State Teacher Retirement System Files (TRS)--This computerized system, which is independent of the Education Department, has a membership composed of the majority of professional personnel who are presently employed in or who have retired from service in the public elementary and secondary schools in New York State, excluding New York City. It has a total membership of 216,500 individuals. New York City operates its own retirement system.

The master file of the TRS is partitioned into an active and retired file. Individuals upon retirement or death are removed from the active file when they leave active service. If the individual returns to active school service on any basis, he is again placed on the active file. Status changes for personnel such as retirement, death or reentry into service are periodically updated on the computer file. All retirees are identifiable by name, social security number, date of retirement, and school district from which they retired. The same type of information can be generated from the New York City Teachers Retirement System.

The data elements contained in this system are compatible with BEDS and TCR files. The TRS can provide unit record data on the rate at which professional personnel are leaving the field as active members of the public education field thereby providing a more accurate picture of the potential pool of certified EM who are not employed. This will require negotiations between the Education Department and the Teacher Retirement System.
Utilit of the EMIS

Output from the EMIS can serve many sectors of the New York State Education community in terms of more efficient EM planning. At the State level, trends in the supply and utilization of specific types of EM on a statewide and regional basis will highlight present and anticipated areas of EM growth, contraction and stability. At the local school district level, superintendents will be provided with timely information for locating appropriate EM to fill vacancies or newly created positions. They will also have information available on general trends in EM availability and needs in their region and in the State.

Guidance counselors in both secondary schools and colleges will be able to provide students with relevant and up-to-date career information dealing with trends in the growth, stability, and decline of EM employment. Colleges and universities will be able to plan more accurately for the creation, expansion, contraction, or elimination of programs dealing with the production of EM.

Another important application of EMIS will be to provide a statistical base for generating more reliable forecasts of future demand for all categories of certified EM. The projections can be computed on the basis of such factors as certification field, geographic region, type of training institution, type of district or any other data element within the system. The system is designed to be flexible in terms of output format. A combination of general statistical outputs on a statewide and regional basis will meet most planning information needs. When necessary, special reports will be generated on a request basis.

The EMIS is designed to provide relevant education manpower planning data to more adequately address problems of supply and demand in the present and in the future.

A data flow outline for the complete system is shown in Figure 1. A listing of the data elements contained in the system is shown in Figure 2.
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Figure 2
MAJOR DATA ELEMENTS CONTAINED IN THE EMIS

<table>
<thead>
<tr>
<th>Bureau of Educational Data Systems</th>
<th>Teacher Certification Records</th>
<th>Teacher Retirement System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Name</td>
<td>Name</td>
</tr>
<tr>
<td>Social Security Number</td>
<td>Social Security Number</td>
<td>Social Security Number</td>
</tr>
<tr>
<td>Date of Birth</td>
<td>Date of Birth</td>
<td>Date of Birth</td>
</tr>
<tr>
<td>Sex</td>
<td>Sex</td>
<td>Sex</td>
</tr>
<tr>
<td>Marital Status</td>
<td>For Each Certificate</td>
<td>Work Status</td>
</tr>
<tr>
<td>Degree Status</td>
<td>College (Name and County of Location)</td>
<td>Active</td>
</tr>
<tr>
<td>Occupation in Prior Year (nature and location)</td>
<td>Certification Area</td>
<td>Retired</td>
</tr>
<tr>
<td>Tenure Status</td>
<td>Year of Certification</td>
<td>School District</td>
</tr>
<tr>
<td>Educational Experience</td>
<td>Type of Certificate</td>
<td></td>
</tr>
<tr>
<td>Certification Status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Professional Field Assignments</td>
<td></td>
<td></td>
</tr>
<tr>
<td>School District of Employment</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Introduction

A great deal of attention has recently been devoted to the subject of generalized data base management systems (4,6). This interest has occurred in parallel with the emergence of computer based management information systems (2). These systems are the backbone of reporting systems in government and industry which provide information for management decisions with the necessary flexibility, adequacy, and frequency.

Proper file structure, selection and evaluation are of the utmost importance in view of this ever-growing data retrieval and reporting demand. A data structure must permit a direct representation of the complex relationships which exist among the entities of a business enterprise and permit many different logical orderings to be defined instead of the single ordering implied in a hierarchical structure.

The purpose of this paper is to discuss the successful design of a payroll-personnel system which provides many of the above attributes while at the same time being implemented on a small core computer with a limited number of peripheral storage devices. This data base management system uses a unique file structure which allows extreme flexibility in file manipulation and retrieval. This unique system has actually been implemented for a medium size school district.

The Problem

There is a real and recurring need in educational administration to be able to interrogate a data base by selecting or extracting some part or combination of elements. For example, how many fourth grade teachers have masters degrees and are partially supported by Title III funds, or what is the average salary of a tenured teacher? The unit costs of schools, programs, and functional areas are all of importance to decision making processes in educational administration.

Since the predominant costs of a public school district are personnel salaries, the area of payroll-personnel systems offers the greatest payoff in terms of providing meaningful cost analysis and cost benefit data.

Personnel file structures in public education tend to be rather straightforward since the teacher population of a school district is constant during the school year. Some categories of the classified staff tend to move in and out of employment but this is a rather minor turnover. The problem arises in the payroll file structure since the funding of a public school district tends to be rather complex.

The average public school district's funding depends on a multiplicity of sources of funds including local taxes, state subsidies, and a variety of federal programs. Personnel within a school district may be paid from several sources and detailed accounts must be kept of the allocation of funds from each source. Thus, if an employee's salary is drawn from more than one fund, a detailed payroll record must be kept for each fund. The problem is further complicated when his salary is charged against several accounts within a fund.

The Solution

One obvious solution would be to construct a payroll-personnel record for each employee so that current and year-to-date payroll information can be carried in each record for each possible fund and account. Unfortunately, the employee whose salary must be allocated against more than one fund is an exception rather than a rule. This method of attack would lead to an excessive record length for most employees. Another solution used by many school districts is to generate a separate payroll record for each fund. This results in a great deal of duplicate information since each record usually contains employee name, address, social security number, number of dependents, and other items common to all records for a particular employee.
The solution used in this investigation is to carry a master record for each employee which contains all of these common elements plus the multiplicity of information required for employee personnel records on a random access file. By using the coding structure outlined below, this master record is then linked into one or more payroll records. One of these records is generated for each fund from which the employee's salary is drawn. All employees have a master record and one payroll record in the file as shown in Figure 1. The exception has a master personnel record and two or more payroll records.

One additional problem can be handled with ease using this file structure. This is the case where a salary is charged against two or more accounts within one fund. If each payroll record has an account number associated with it, each account within the same fund generates a separate payroll record for the employee. For example, if an employee's salary is drawn from general funds and ESEA funds, two payroll records are generated. An employee whose salary is drawn from DPPF funds and charged against librarian salaries and bus driver salaries would also have two payroll records, one for each account within the DPPF funds.

This inverted file structure allows a great deal of flexibility in file content. For example, it is often necessary to carry a particular type of information for one classification of employee which will never be required for another employee type. For certificated school employees, it is often necessary to maintain, in machine-processable form, certification data, classroom assignment data, and the number of semester hours completed. This information would not be required for classified employees. If room were left in the master record for all of this information, the file length would be exorbitant in length. Likewise, it might be necessary to carry a job skills inventory, training information or civil service examination data for classified personnel. By using the same coding structure used to link the payroll records into the employee master record, it is possible to carry a multiplicity of specialized supplemental records containing a large variety of information.

The coding structure required for this file organization is suitable for random access purposes. Each employee's master record contains, as a primary key, his identification number. The detail payroll record is as its key a combination of this identification number, a fund number, and an indicator telling how many accounts within the fund his salary is charged against. As shown in Figure 2, the employee master record contains, in addition to his identification number, up to six fund identifiers in a sub-record. Each field within this sub-record contains, as shown in Figure 2, a fund number plus an account indicator.

The fund and account indicator are then combined with the employee identification number to generate the key for each of his payroll records. By using a dummy fund number, it is also possible to store and retrieve miscellaneous information in a dummy payroll record. Using an index sequential file and keeping all records the same length, it is possible to access the file several different ways. The employee identification number can be used as an accession key to retrieve all payroll information related to a particular employee. The fund number can be used as the sequential accession key to retrieve all records related to a particular fund. By retrieving all payroll records and then sorting by account number, it is possible to easily generate account distribution reports.

Conclusion

The personnel-payroll data base management system outlined in this report offers the flexibility and adequacy required for implementation of useful and powerful systems on a small core computer with a limited number of peripheral storage devices. In particular, this system has been installed on a 32K IBM 360 model 30 with two disk drives and two tape drives using COBOL as the source language. The file structure and additional data elements and records can be added as user requirements change. The system allows direct representation of the complex relationships which must be analyzed for effective administration of a payroll-personnel system in educational administration.
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The conference theme "New Worlds of Educational Data Systems" may be an exciting headline to the novice or the outsider looking in. But the serious business administrator who has invested years of design in his current office systems may not be cheered to hear of bold new approaches to educational data systems. New worlds can be seriously threatening.

The theme before us this hour may therefore be of major significance. Interactive business systems, now operational, could impact your life or office systems during the next five years.

The contemplation of such change is disturbing—maybe unwelcome. It represents a new style of processing and could unsettle established conventions in the future.

Whether you read "Business Week" or "Computer World," you are probably aware that terminals are here to stay. Four years ago they cost $5,000 each. Some now cost $1,200. They weighed (typically) 70 pounds in 1970. Today this one (DIGILOG) weighs 9 pounds and goes easily in a brief case. You can take it home and attach one wire to the rabbit ears of your TV set which serves as a screen.

About two million terminals (all types) are installed around the world. The companies which make them are tooled to supply them like telephones for the next 5 years. Each office and home is a potential buyer. In 1973-74, two new terminals were introduced each week.

Till now, terminals had little to do with your office automation. The mature needs of a school administrator had nothing in common with the superficial services which terminals typically provide.

Here are some common uses of terminals:

<table>
<thead>
<tr>
<th>1. ONLINE UPDATING</th>
<th>AIRLINE RESERVATIONS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. DATA BROADCASTING</td>
<td>AIRLINE FLIGHT SCHEDULES</td>
</tr>
<tr>
<td>3. MESSAGE SWITCHING</td>
<td>WESTERN UNION TELEGRAM SERVICES.</td>
</tr>
<tr>
<td>4. DATA ENTRY</td>
<td>ONLINE KEYPUNCH REPLACEMENT. KEYPUNCHING ONTO CASSETTE, TAPE, OR DISK.</td>
</tr>
<tr>
<td>5. INQUIRY - RESPONSE</td>
<td>EXECUTIVE VIEWING OF FINANCIAL DATA.</td>
</tr>
<tr>
<td>6. R.J.E.</td>
<td>EXTENDS COMPUTER ROOM TO ANOTHER PLACE. PROCEDURES SAME AS IN COMPUTER ROOM.</td>
</tr>
</tbody>
</table>

None of the terminal uses above are complete business systems sufficient to drive the full data requirements of an active school system. An interactive business system will be a combination of several of the above, plus much more.

As an illustration we will detail a student record-keeping system. Please observe that the illustration could be payroll, budget, inventory, attendance, or any other business system. But by using the student record-keeping system, you can relate your current system to the one shown here.
<table>
<thead>
<tr>
<th>OASIS</th>
<th>ATTENDANCE ENTRY AND UPDATE PROGRAMS (A1-A9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>02</td>
<td>Entry of Daily Attendance</td>
</tr>
<tr>
<td>04</td>
<td>Print Daily Attendance List</td>
</tr>
<tr>
<td>05</td>
<td>View Individual Attendance</td>
</tr>
<tr>
<td>06</td>
<td>Attendance Officers List</td>
</tr>
<tr>
<td>07</td>
<td>Change Attendance Data</td>
</tr>
<tr>
<td>08</td>
<td>Change Enrollment Code</td>
</tr>
<tr>
<td>09</td>
<td>Change Status Data</td>
</tr>
<tr>
<td>10</td>
<td>Correct Single Status &amp; Attendance</td>
</tr>
<tr>
<td>16</td>
<td>ATTENDANCE IN-HOUSE PROGRAMS (B1-B9)</td>
</tr>
<tr>
<td>20</td>
<td>Change Student Facts</td>
</tr>
<tr>
<td>27</td>
<td>View Course Cross-Reference Keys</td>
</tr>
<tr>
<td>28</td>
<td>View Cross-Reference Keys</td>
</tr>
<tr>
<td>30</td>
<td>REPORT CARD PACKAGE (30-60)</td>
</tr>
<tr>
<td>31</td>
<td>Batch Grade Entry</td>
</tr>
<tr>
<td>32</td>
<td>Grade Entry to Student Records</td>
</tr>
<tr>
<td>33</td>
<td>Check for Missing Grades in Master File</td>
</tr>
<tr>
<td>34</td>
<td>Calculate Grades + Attendance for Report Cards</td>
</tr>
<tr>
<td>35</td>
<td>Print Report Cards</td>
</tr>
<tr>
<td>36</td>
<td>Print Incompletes + Failures by teachers</td>
</tr>
<tr>
<td>37</td>
<td>Print Incompletes + Failures by Students</td>
</tr>
<tr>
<td>38</td>
<td>Print High + Regular Honor Rolls</td>
</tr>
<tr>
<td>39</td>
<td>Print Grade Distribution</td>
</tr>
<tr>
<td>40</td>
<td>Print Class Grades Entered</td>
</tr>
<tr>
<td>41</td>
<td>Write Grades to Student Records</td>
</tr>
<tr>
<td>41</td>
<td>BUILD HISTORY FILE</td>
</tr>
<tr>
<td>42</td>
<td>MODIFY HISTORY FILE</td>
</tr>
<tr>
<td>43</td>
<td>VIEW HISTORY FILE</td>
</tr>
<tr>
<td>44</td>
<td>BUILD/PRINT TEACHER SCHEDULES</td>
</tr>
<tr>
<td>45</td>
<td>CREATE STUDENT SCHEDULES</td>
</tr>
<tr>
<td>46</td>
<td>PRINT STUDENT SCHEDULE CARDS (BEGINNING SCHOOL YEAR)</td>
</tr>
<tr>
<td>47</td>
<td>INITIALIZATION PROGRAMS (41-50)</td>
</tr>
<tr>
<td>48</td>
<td>BUILD MASTER COURSE FILE</td>
</tr>
<tr>
<td>49</td>
<td>MODIFY MASTER COURSE FILE</td>
</tr>
<tr>
<td>50</td>
<td>VIEW YEAR STUDENT REQUESTS FOR COURSES</td>
</tr>
<tr>
<td>51</td>
<td>BUILD/PRINT TEACHER SCHEDULES</td>
</tr>
<tr>
<td>52</td>
<td>CREATE NEXT YEAR'S MASTER STUDENT FILE</td>
</tr>
<tr>
<td>53</td>
<td>PRINT STUDENT SCHEDULE CARDS (BEGINNING SCHOOL YEAR)</td>
</tr>
<tr>
<td>54</td>
<td>REPORT PROGRAMS (51-69)</td>
</tr>
<tr>
<td>55</td>
<td>TOTAL STUDENTS IN EACH GRADE</td>
</tr>
<tr>
<td>56</td>
<td>DISTRICT STATISTICS</td>
</tr>
<tr>
<td>57</td>
<td>CREDIT LIST BY GRADE</td>
</tr>
<tr>
<td>58</td>
<td>CREDIT LIST BY CREDITS</td>
</tr>
<tr>
<td>59</td>
<td>CREDIT LIST BY STUDENTS</td>
</tr>
<tr>
<td>60</td>
<td>PRINT COM/DEF BY GRADE (AUDIT)</td>
</tr>
<tr>
<td>61</td>
<td>LIST DEFICIENCIES FOR STUDENTS</td>
</tr>
<tr>
<td>62</td>
<td>FORMATTED PRINT OF STUDENTS</td>
</tr>
<tr>
<td>63</td>
<td>LIST FAILURES WITHOUT DEFICIENCIES</td>
</tr>
<tr>
<td>64</td>
<td>CREDIT/DEF REPORT</td>
</tr>
<tr>
<td>65</td>
<td>STUDENT ID LISTING</td>
</tr>
<tr>
<td>66</td>
<td>PRINT CLASS LIST BY TEACHERS</td>
</tr>
<tr>
<td>67</td>
<td>PRINT END-OF-YEAR LABELS</td>
</tr>
<tr>
<td>68</td>
<td>PRINT TOTAL + PRINT STUDENT BY COURSES</td>
</tr>
<tr>
<td>69</td>
<td>CONTROL RECORD MAINTENANCE PROGRAMS (80-89)</td>
</tr>
<tr>
<td>70</td>
<td>TEST AND REORG PROGRAMS (90-99)</td>
</tr>
<tr>
<td>71</td>
<td>ADJUST ANY DATA ELEMENT</td>
</tr>
<tr>
<td>72</td>
<td>CREATE TEST FILE INDIV. STU. OR COURSES</td>
</tr>
<tr>
<td>73</td>
<td>CREATE TEST FILE</td>
</tr>
<tr>
<td>74</td>
<td>DELETE RECORDS</td>
</tr>
<tr>
<td>75</td>
<td>REORG STUDENT MASTER FILE</td>
</tr>
</tbody>
</table>
Assume that a terminal is in the office next to you and that one clerk or secretary has been trained to type the few lines required.

From the list of tasks we will choose number 2. The tasks are all the functions which can be performed by the package. (See Exhibit 2.)

When task 2 is requested, a small program loads to perform the function of receiving new students who are just entering school. Each task is 4 to 8 thousand characters in length (very small).

Task 2 says:

At first the terminal is a data entry device. But when the NAME is entered it becomes a file searcher, rejecting your entry if the name is already on the file. On significant data it echoes back the data for verification—but does not require double typing for verification; only the letter y for "yes" is typed.

What is an Interactive Business System? A system in which every needed procedure of an application is available on a terminal in the local office.

If you select task 20 or 30 or 64, you will be eliciting your own scholastic reports. The report programs may ask, "Do you want this report on the terminal or the high-speed printer? Do you desire single or double spacing? How many copies do you desire? Sorted by bus number or homeroom?"

Upon receiving these controlling facts, the file is scanned by the program, and the report is generated automatically. No one at the Computer Center is called or involved in the run.
Exhibit 3 diagrams an Interactive Business System. It is a new world of simplicity. Cones are sorts, merges, batch updates, transaction-proof lists, etc.

Terminals in school offices or the data center.

Please lay this diagram, mentally, over your current applications. It can fit any of them. The terminal can ask payroll questions (What task? Add new employees, change wages, print W-2 forms, etc.) or school questions (What task? Drop courses, change attendance, print report cards, etc.)

Note that when the record is sent to disk for storage, it is already placed in key sequence (master alpha sorting is done) and that all necessary cross-reference keys are built at that time. One second later all varieties of reports can be generated. Thus, no merging or sorting is ever required.

ARCHITECTURE FOR INTERACTIVE BUSINESS SYSTEMS

(Small reports can be received on the user's terminal when desired. Other reports are directed to the high-speed printer. No card punch is required.)

What hardware permits this to be done? Most medium-size machines have common facilities which encourage this type of system, but not many application designers have utilized them. Diagrammed above is the UNIVAC 70/46 which hosted the first development of these systems.

Its remarkable operating system made the software development easy. VMOS (Virtual Memory Operating System) encourages online implementations. Note that it has no card punch. As a medium-size machine, it commonly supports 30 terminals, all of which may be running various Interactive Business Systems.
Reaching to the key question, my address in a sentence asks, "Who benefits in the new world of Interactive Business Systems?"

Several benefits can be identified.

1. The Local Business Office

1. Your office might benefit from the disarm-simplicity.

As businessmen, you have probably looked askance upon DP operations in general, saying secretly, "Is it really necessary for people to be dashing in and out of the machine room--as if a-flying? Why so complex? Are all the awaited message, proof lists, cylinder allocations, etc. really required?

In truth, batch systems are difficult to simplify. You can't do it with fewer than 12 separate steps, each of which awaits the completion of the one before.

But in the new world described here, your local office staff will run the application after two or three days training in the task numbers and what they do.

2. Your local office might benefit from the superior control as well.

Rather than dramatize those occasions when you felt that data processing was controlling your office, when you wished you were in charge of the data events--rather than surprise, let me describe a few (of many) instances where local office control is evident.

The College Registrar

The College Registrar has terminals in his office. Frequently he needs to know seat status or enrollment facts, or student lists. Without central operations being involved, he requests his reports when he wants them through his terminal. Since they are often bulky, he generally directs them to the high-speed printer and picks them up during lunch hour. All dropping or adding of courses is done on his terminal. Since the file is always up to date and always sorted, any desired report will reflect current status as of one second ago.

Attendance

A high school clerk types in the names of the absentees. Then, on a typewriter terminal they take task A2. It tells them to insert a ditto stencil, after which it prints the absentee list alphabetically and separated by grades. They do it morning and afternoon. The number of consecutive absences is listed for each person. The list is in all teacher mail boxes by 9:30 or 10:00 each day. The Computer Center is not involved in the operation at all. The monthly attendance registers result from task C1 with equal ease.

Discover the new world of simplicity and local control, available in your local office.

11. The Computer Operations Area Also Benefits

If a school superintendent visits the Center and says, "I think I'd like to try your system," after some conversation regarding the requirements, the following procedure would set it up in about three minutes:

1. LOGON. 2. Execute the SIPO package. 3. Enter the control facts. 4. Begin to enter students.

If at your site it takes two or three days to set up a new customer, this is justifiable--You may have truck and cylinder allocations to calculate, various file formatting strategies to anticipate, sorting procedures to define, etc.

However, the procedure below is so simple, so free of operator intervention, and so automatic, that you could do it yourself.

A visiting school superintendent thinks he would like to carry his school records on a machine. Ask your system administrator to join an account using the name of his city. While he is present, LOGON to the account named T11-1. Next, that account prints the list of data files exist under this account.
EXEC SIPO
% C P500 LOADING.

"WARNING"
NO DATA FILE EXISTS.
ATTEMPTING TO ESTABLISH A NEW CUSTOMER?
YES
ENTER PASSWORD:PASS153
NEW DATA FILE BEING ESTABLISHED.

ENTER OFFICIAL NAME OF CUSTOMER GROUP.
THIS NAME WILL APPEAR ON ALL REPORTS.
CENTRAL SCHOOL DISTRICT
ENTER STATE CODE FOR CENTRAL SCHOOL DISTRICT:0137

READY TO RECEIVE SCHOOL NAMES WITHIN THE DISTRICT. ENTER ONE AT A TIME.
SCHOOL 01: VETERANS MIDDLE SCHOOL
STATE CODE FOR THIS SCHOOL:3945
SCHOOL 02: HARMONY MIDDLE SCHOOL
STATE CODE:3946
SCHOOL 03: CENTRAL REGIONAL HIGH SCHOOL
STATE CODE:3947
SCHOOL 04: STOP
FILES ARE INITIALIZED.
USE TASK 02 TO ADD STUDENTS
***SIPO SYSTEM***
WHAT TASK?: STOP
NORMAL HALT.

With Interactive Systems there is no JCL. No control card decks. No program patching or recompiling. Freed from heavy operations effort, the center can concentrate on customer training, etc.

The benefit being described here is reduced activity in the machine room. If the computer can set up the system, why not let it do it? No one in operations needs to be called. Audit trails on the console show that it was done, but no one stood by to make it happen.

Since the file is maintained in the major sort sequence and the other sorts are maintained in the cross-reference keys, any report can be printed at any time.

With the superintendent still there, you can begin to enter a few students just to show him. If you recall, we reviewed as task 2.

In the world of Interactive Business Systems, those who automate other people's offices will automate their own shop as well. Modern operating systems encourage it and Interactive Business Systems make it happen.
III. The Costs are Better Than You Might Think

There is a general impression that the flashy terminals, phone lines and central machine are far more costly than a local batch shop. Most such beliefs are based on throwbacks to 1970 analyses. Four years later, such paleolithic findings are misleading. This low cost terminal did not exist four years ago! Four years ago the central hardware was twice as costly to purchase as it is today. (Get the price on a UNIVAC 50/60V or an IBM 370/145.)

Not everyone knows about economy of scale. Three dozen eggs are cheaper than one, we know. But where in life is "cheaper by the dozen" most magnified? Not in selling three Brooklyn Bridges; not in the World Trade Center, but in the computer market. It is not a trick of pricing, but a fact of electronics. You can move ten characters around for a penny in a small computer. You can move 10,000 characters for a penny in a larger one. In this one you can move about 10,000 characters for a penny. The really big and fast machines will reach a million characters/second.

<table>
<thead>
<tr>
<th>ECONOMY OF SCALE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
</tr>
<tr>
<td>1. 100 Char/Penny</td>
</tr>
<tr>
<td>2. 1,000 Char/Penny</td>
</tr>
<tr>
<td>3. 10,000 Char/Penny</td>
</tr>
<tr>
<td>Medium</td>
</tr>
<tr>
<td>4. 100,000 Char/Penny</td>
</tr>
<tr>
<td>5. 1,000,000 Char/Penny</td>
</tr>
<tr>
<td>Large</td>
</tr>
<tr>
<td>6. 10,000,000 Char/Penny</td>
</tr>
</tbody>
</table>

If you come from a small batch shop, you may be in the ten or 100 characters/penny class.

Similarly, the economy of personnel is surprising. Since the activities in the machine room are automated, the computer center staff will be more oriented to system development than to the brush fires of operations. Here is a comparison.

A few people will debate that Exhibit 7 omits some of the steps in the batch process. None are omitted on the interactive side, however. On batch side some of the steps take five minutes; others take half an hour.

The batch procedures are mostly a manual sequence of events within the computer shop. Eleven human events compared to two translates into improved use of human skills on the interactive side. People are freed to perform customer relations or improved system design. The personnel costs can be significantly lower per throughput volume on the interactive side because the machine is doing more of the work. They who automate other people's offices should automate their shops internally as well.
In this address I have attempted to show the benefits of Interactive Business Systems as experienced in the local offices, the computer center, and in the cost effectiveness.

Is it a fad? Have systems like these any permanence in the evolution of business systems? Ponder this question as you shortly move to other sessions to witness other similar systems.

My personal opinion is that man as an information processing creature is moving in a known direction. Inherent in the invention of the alphabet was the eventual discovery of the printing press. And the printing press was certain to create information overload. With more words and paper tumbling upon us than we can read or file, electronics was destined to relieve this very human need.

But online audio systems have been accepted by every teenager and housewife, the telephone being a global network for exchanging audio data.

Without conscious theorizing, most people can make the obvious assumption: "My character data should be as easily manipulatable on some telephone-like device as my vocal data." (See Exhibit 8.)

Terminals and Interactive Business Systems represent a firm step down the path of our information instincts. Exhibit 8 details these instincts and summarizes at the bottom my belief in the increasingly broad acceptance of Interactive Systems.

In summary then, the assertion is: Interactive Business Systems are not extensions of earlier business processing techniques, but are a new world of wholly new services not previously available, awaiting your discovery.

**INFORMATION INSTINCTS**

1. All data assembled in my lifetime should be available instantly. In my business, all company history should be available instantly.

2. All information in all libraries of the world should be available instantly upon request like a wristwatch or wallet.

3. Information should be thoughtlessly rearrangeable, whether alphabetic, numeric, phonetic-oral, visual-graphic, motion-kinesthetic, etc.

4. I want to manipulate data free of charge. In the information age, with incessant demands for information reports, this is a necessary freedom or birthright. It should not be vended on the basis of wealth or social class.

5. Few if any rules should govern the use of information systems. Like the TV or phone, I don't want to know how it works. With no more than 5 knobs, let me use it.

The public demand for information services is too unconscious and frantic; the trend too well established to imagine a future disenchantment with these ideals.
INTRODUCTION

School districts make enrollment projections for the short range purpose of planning for next year, which includes allocating staff and students to buildings. Whether to build or to close facilities requires long range enrollment projections covering a five, ten or twenty year period.

Generally, the best predictor of next year's enrollment is the trend of the last few years enrollment. The cohort survival ratio technique is appropriate to use if the recent trends affecting enrollment can be assumed to continue. Some of these trends that must remain stable are in-out migration, parochial school attendance, dropout rate and the construction (or demolition) of housing units. Note that the trend is what needs to remain stable or predictable; the data can represent a continuing increase, decrease or even an abrupt change if anticipated.

Enrollment projections based on the last few years enrollment should not be continued more than a few years into the future, five at the very most, unless your school district is very stable.

In order to project the entering kindergarten or first grade, either a family file must be maintained, a guestimate of four or five year olds must be done, or a roundup for eligible children should be held. If projections on the entering grade are done for three or five years into the future, then data on two year olds or newborns needs to be gathered. This data should also be gathered on the projection date (i.e., September 15th).

School districts make enrollment projections for September 15th, then data on enrollment should be gathered on September 15th of each year.

LONG RANGE ENROLLMENT PROJECTIONS

Assuming relatively stable trends that allow using past enrollment to predict future enrollment, the cohort survival ratio technique can be used. The basic data necessary is the enrollment for the past few years. This data should be gathered for whatever date the enrollment projections are intended. If it is necessary to project enrollment for September 15th, then data on enrollment should be gathered on September 15th of each year.
COHORT SURVIVAL RATIO TECHNIQUE

The following data (from figure 2) is used to illustrate the calculations necessary in utilizing the cohort survival ratio method.

GRADE 3
604 606 571 590 552

0.9752 1.0149 1.0053 0.9915
GRADE 4
598 589 615 574 585

A survival ratio is, for example, the number of students in the 1968-69 grade 4 divided by the number of students in the 1967-68 grade 3. Sometimes, the survival ratios are expressed as percentages (0.9752 would be the -2.48% as shown on figure 2).

A survival ratio can be calculated as a simple average or utilizing a weighted average. Using weights of 1, 2, 3, and 4 to emphasize the most recent data:

\[
\frac{1 \times 0.9752 + 2 \times 1.0149 + 3 \times 1.0053 + 4 \times 0.9915}{1 + 2 + 3 + 4} = 0.9987
\]

This future survival ratio calculated for each age or grade level is held constant and used to project the enrollments for the next five years. (A 1971-72 grade 3 enrollment of 552 multiplied by the grade 3 to grade 4 future survival ratio of 0.9987 would yield 551 for the projected 1972-73 grade 4 enrollment).

REPORTS

An ENROLLMENT PROJECTION report (figure 1) should show the last few years of census and enrollment data and the next few years of projections. This enables the reader to identify the recent trends and heuristically confirm the extrapolation of those trends in the projections.

A YEAR TO YEAR CHANGE report (figure 2) includes the percent changes in an age or grade level from one year to the next (the top percentage, i.e., the 1967-68 to 1968-69 age 0 change from 686 to 649 was a decline of 5.3%) as well as the percent changes that occur as a class ages (the bottom percentage, i.e., age 0 to age 1 the next year changes from 686 to 688 for an increase of 0.2%). These percentages give a feel for trends and the magnitude of change over a period of time.

A HYPOTHETICAL SCHOOL DISTRICT

This hypothetical school district based on data from 1967 through 1971.

ACTUAL VS PROJECTED ENROLLMENTS FOR 1973

<table>
<thead>
<tr>
<th>AGE</th>
<th>ACTUAL ENROLL</th>
<th>PROJECTED ENROLL</th>
<th>% ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>689</td>
<td>639</td>
<td>-7.79</td>
</tr>
<tr>
<td>1</td>
<td>649</td>
<td>593</td>
<td>-8.42</td>
</tr>
<tr>
<td>2</td>
<td>615</td>
<td>562</td>
<td>-8.42</td>
</tr>
<tr>
<td>3</td>
<td>574</td>
<td>526</td>
<td>-8.42</td>
</tr>
<tr>
<td>4</td>
<td>538</td>
<td>488</td>
<td>-8.42</td>
</tr>
<tr>
<td>5</td>
<td>503</td>
<td>456</td>
<td>-8.42</td>
</tr>
<tr>
<td>6</td>
<td>473</td>
<td>429</td>
<td>-8.42</td>
</tr>
<tr>
<td>7</td>
<td>445</td>
<td>398</td>
<td>-8.42</td>
</tr>
<tr>
<td>8</td>
<td>418</td>
<td>377</td>
<td>-8.42</td>
</tr>
<tr>
<td>9</td>
<td>394</td>
<td>356</td>
<td>-8.42</td>
</tr>
<tr>
<td>10</td>
<td>372</td>
<td>337</td>
<td>-8.42</td>
</tr>
<tr>
<td>11</td>
<td>351</td>
<td>317</td>
<td>-8.42</td>
</tr>
<tr>
<td>12</td>
<td>332</td>
<td>299</td>
<td>-8.42</td>
</tr>
</tbody>
</table>

Figure 2

Figure 3
A COMPARISON report (figure 3) is useful to illustrate the past accuracy of whatever method is used. Projections made for some past year are compared with the actual enrollment for that year and the differences are noted. Comparison reports for a number of past years can be convincing either that the enrollment projection method seems to be applicable to the school district or that it should not be used.

Various GRAPHS which show the enrollment by levels (i.e., elementary, junior high, total, etc.) can also show the public school enrollment compared to the total number of children residing in the district (figure 4). A chart can also follow a particular class through school and portray in or out migration and parochial school attendance patterns (figure 5).

LONG RANGE ENROLLMENT PROJECTIONS

Current trends which can change drastically within just a few years time make long range projections very risky. The factors affecting school district enrollments need to be identified and followed.

A DWELLING YIELD study identifies the average number of adults, children or students that each type of dwelling unit (i.e., single family home, 2 BR apartment, mobile home, etc.) presently holds. These ratios can be used to project the yield from any new construction or construction made probable by zoning changes. If each single family home presently yields 1.6 children ages 5 to 16, then 100 similar new homes would have approximately 160 children ages 5 to 16.

A POPULATION TREE is a graphic device to show the age and sex structure of a school district. Areas in different stages of development have characteristic shapes such as the new suburb filled with young families and small children (figure 6) and a mature suburb with declining enrollment (figure 7). Population trees for each dwelling type or sub area of a school district are useful.
Information about socio-economic characteristics such as birth rates and family size help in projecting enrollment. Applying birth rates to the number of women of child-bearing age or family size to the number of young marrieds will yield some estimates, although these ratios are currently in a very unstable situation.

A children to population ratio can sometimes be used to project a peak enrollment or the bottom of a decline. Many new communities have a 1:2 ratio of children to total population, but twenty years later this ratio may be 1:4 (Figure 8). If total population projections are available and a ratio can be derived from older communities, a projected child population can be roughly estimated.

A hypothetical school district:

<table>
<thead>
<tr>
<th>TOTAL POPULATION</th>
<th>AGES 0-16</th>
<th>AGES 0-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>50,000</td>
<td>40,000</td>
<td>30,000</td>
</tr>
<tr>
<td>40,000</td>
<td>30,000</td>
<td>20,000</td>
</tr>
<tr>
<td>30,000</td>
<td>20,000</td>
<td>10,000</td>
</tr>
<tr>
<td>20,000</td>
<td>10,000</td>
<td></td>
</tr>
<tr>
<td>10,000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 8

Migration patterns can be followed to analyze enrollment trends. For example, an identifiable out-migration of families living in apartments whose oldest child is in the lower elementary grades should support a high preschool population in apartments not having an effect on the enrollment in upper elementary grades or secondary schools. A knowledge of the amount of in or out migration will help to assess the impact that easy or tight mortgage money would have on the school district enrollment. Moves within the district need to be separated so in and out migration rates are not inflated.

The impact of freeways, retail businesses or industrial centers can result in the opening of new areas for population growth or cause a drop as dwelling units are removed during construction.

Information systems for enrollment projections

Enrollment projections are generally made by analyzing data from reports that are generated year after year at the same time of the year. The information system should contain the data items necessary for the reports and the capability of retrieving the data to generate the reports.

A student file should contain each student's birthdate, school, grade level, entry, withdrawal and reentry codes and dates and a reference to the student's family.

The family file should have the parent's birthyears, other children in the family and their birthdates, the total number of children, the month and year the family moved into their present dwelling as well as when they moved into the school district, the previous residence, the new residence (when leaving the school district) and a reference to the current residence.

The residence file should have the dwelling type, the sub area of the school district, the year of construction, and possibly turnover indicators such as the number of families that have lived in that residence, the year each moved in and out, and the birthyears of the occupants.

Data base items for enrollment projections

Student
- School
- Grade
- Birthdate
- Entry, withdrawal and reentry codes and dates

Family
- No. of children
- Birthdate of each child
- Public and nonpublic school attendance pattern
- Birthyear of head of house and spouse
- No/yr moved into school district
- No/yr moved into present dwelling
- Previous residence
- New residence - when leaving school district

Residence
- No. of families
- For each family that has lived in the dwelling year moved in
- Year moved out
- Birthyears of all family members
- Sub area of the district
- Dwelling type
- Year constructed

Sub Areas

The district sub areas should be well conceived and not changed unless subdivided. Do not use elementary school areas since these boundaries are subject to change, especially when a school is closed or a new school constructed.
Enrollment projections for elementary schools within a school district are generally difficult due to the small numbers and the fluctuating boundaries. In some cases, it is possible to group sub areas with similar characteristics - even if not contiguous - and determine indicators such as dwelling yields, survival ratios, etc, for the group of sub areas. Then these indicators can be applied to the data in each sub area. Finally the projections for the sub areas that comprise the particular area of interest can be aggregated to arrive at projections for schools within the school district. If school boundaries change, it is only necessary to combine different sub areas to determine the appropriate enrollment projections.

If this method of grouping sub areas to determine indicators, applying the indicators to individual sub areas, aggregating to arrive at enrollment projection - for school areas, municipalities, etc. is utilized, then the sub areas need to be small and quite homogeneous with respect to the indicators used. A sub area should be five to ten square blocks, 100 to 200 single family homes, or possibly an apartment complex.

DISTRICT AND SUB AREA ANNUAL REPORTS

Many reports should be generated for each sub area and for the district each year and saved for future reference. The basic information is population by age and sex; students by grade; number of dwellings by type; dwelling yields showing the population by age and dwelling type, and students by grade and dwelling type; migration studies containing number of families, population and student counts by head of house, age and year moved in as well as year moved out, and the extent of in district migration.

Data and reports from other sources should be included. The Federal Census is an excellent source of socio economic data. Zoning changes and construction starts should be monitored. Non public school attendance should be documented. Area birth rates and migration indicators such as availability of mortgage money can be gathered.

CONCLUSION

Accurate enrollment projections require good data, analysis and luck. The basic indicators are past enrollment trends, migration, birth rates and dwelling yields. As long as these indicators behave and/or remain predictable, good enrollment projections are possible. Other data collection and analysis is necessary to keep tabs on the indicators. Consistent data collection and reporting permits variations in the trends to be identified early. Appropriate analysis is then used to translate these changes into revised enrollment projections.
COMPUTER-AUGMENTED TEACHER TRAINING:
AN UNDERGRADUATE PROGRAM IN MATHEMATICS TEACHER EDUCATION
by
Portia C. Elliott and Howard A. Peelle
University of Massachusetts

INTRODUCTION:

"Eventually, programming itself will become more important even than mathematics in early education." -- Martin Minsky (13)

The preceding quotation suggests a dramatic departure from the proverbial three R's in elementary education and prophesies the inclusion of a powerful "P"-programming-in the curriculum of tomorrow. Programming is not to be confused with programmed instruction (PI) or narrowly construed uses of computer-assisted instruction (CAI) which places students in passive, almost docile roles by giving them pre-packaged programs with preordained answers and prescribed paths to those answers. Rather, programming (in an education context) involves students actively directing the computer to solve problems or to create original projects. Programming is fundamentally a learner-centered activity-one which allows the learner to take increasing responsibility for his own educational destiny.

Recently, other computer scientists and educators have envisioned programming in the elementary school classroom. Dwyer (4), Luhmann (11), 'Silner (12), Papert (14), and Peelle (16), all have advocated student-controlled computing and non-exploitative uses of computer technology in education. Papert's (14 in.) view of an ideal relationship between student and computer is particularly refreshing:

...technology is used not in the form of machines for processing children, but as something the child himself will learn to manipulate, to extend, to apply to projects, thereby gaining a greater and more articulate mastery of the world; a sense of power or unbridled knowledge and a self-confidently realistic image of himself as an intellectual agent.

"Many of the activities and concepts involved in programming a computer are, indeed, important to learn. The notions of "bug" and "debugging"; of algorithms (procedures) and sub-procedures; of iteration and recursion; and of feedback and heuristics are intellectually "powerful ideas" to borrow again from Papert. We are ideas we rely upon every day--perhaps unconsciously--to process information from the world we perceive and to make decisions, plan, think, etc. In brief, these ideas are important tools which can serve as building blocks for further cognitive development.

The question then arises: "What about teachers and their development?" What knowledge and what skills should teachers have when computer programming is accepted in elementary schools? The answer is not found in the simplistic suggestion: "Take a computer course." "Font (so-called) computer courses are not designed with applications for teaching in mind. And yet, if concepts of programming are valuable cognitive tools for students to have, are they not for their teachers as well?

Unfortunately, teacher training in computer usage has been mostly neglected. In their report, "Factors Inhibiting the Uses of Computers in Education," Anastasio and Moraan (1) cited lack of adequate teacher training programs as a major deterrent to computer use in schools. The Conference Board of the Mathematical Sciences' report (2) listed the following as one of their recommendations:

We recommend...the development of a variety of programs for the training of teachers and of teachers of teachers of high school courses involving computers.

But, teachers themselves are notorious for resisting innovation. They seem to harbor a lot of myths and fears about technology--particularly about computers. For some teachers, the computer is seen as a vulgar intrusion into their private domain--the classroom--and threatens their very jobs; for others, computers are wonder-machines which "can do anything" or (worse yet) are "smarter than people"; and for many, there is a deep reluctance to use sophisticated
equipment—usually expressed as "No thank you . . . I might break something" in order to avoid exhibiting ignorance. These fears and myths are, of course, largely based on misunderstandings or lack of understanding about computers.

So, the problem for teacher education remains: How should we train teachers who will be exposed to computers and programming? Granted, not all teachers can teach programming effectively; some may become expert in other aspects of computer usage, such as curriculum development. But at a minimum, teachers need to be able to convey the importance of knowing about computers and be able to arrange computing environments which foster the development of competent learners.

COMPUTER-AUGMENTED TEACHER TRAINING--AN OVERVIEW

A new teacher education program has been inaugurated at the University of Massachusetts' School of Education under the title: "Computer-Augmented Teacher Training" (abbreviated CATT). CATT is an undergraduate program designed to train prospective teachers of mathematics.

The primary goal of the CATT program is to develop teachers' competencies, utilizing the computer where and when it augments their training. Three sub-goals of teaching competency are identified as follows:

1. Developing Cognitive Competencies

Development of competence in mathematics content areas (what to teach); and development of competence in methods of effective teaching (how to teach).

2. Developing Affective Competencies

Development of self-concept (confidence in teaching) expression and management of emotions (self-control).

3. Developing Social Consciousness

Learning the advantages and limitations of technology (what computers can and cannot do); understanding man-machine interaction (computer literacy); awareness of critical issues in a technological society.

COGNITIVE COMPETENCE: KNOWING WHAT TO TEACH AND HOW TO TEACH

In order to strengthen teachers' cognitive competencies, the CATT program offers training in both content and methodology; this is, prospective teachers are taught what to teach and how to teach. Trainees develop their understanding of mathematics as they are re-introduced to fundamental mathematical concepts via a programming language. (See "Learning Mathematics Via A Programming Language" below.) Trainees also become acquainted with pedagogical strategies for teaching mathematics effectively, emphasizing use of computer technology and programming paradigms. (See "Teaching Mathematics Via A Programming Language" below.)

Learning Mathematics Via A Programming Language

Based on the idea that "a good way to learn something is to teach it," teachers-in-training in the CATT program "teach" the computer. That is, they learn mathematics by communicating their newly assimilated knowledge to a computer, using A Programming Language.

The role of the computer is like that of a "model student." The computer responds only to explicit instructions; it does exactly what it is told (even if that is different from what one thought one told it); once it is "taught" something (like a rule), it does not forget or distort it and can apply it accurately upon command; and it is (usually) ready to accept more instruction, tirelessly and obediently.

Thomas Kurtz (10) and the Dartmouth Secondary School Project staff are proponents of this "computer-as-omni" approach for high school students:

"Because we had to teach an ignorant machine, we were forced to break the process down into pieces, arrange these pieces in the proper order, and present them to our pupil machine and see if our instructions were presented in a logical, foolproof way that it could follow. Before we made the effort to teach this pupil, we were forced to clearly understand the problem ourselves."

The approach applies equally well to teacher training.

Teaching Mathematics Via A Programming Language

In this aspect of their training, prospective teachers become acquainted with strategies for teaching mathematics effectively. This includes the pedagogy of using the computer directly in the teaching process. Not only do these teachers learn about computer use and its application in mathematics, but also they are shown how computer programming, in particular, can be used as a means for teaching mathematics.

"Why use computer programming in training teachers? Because certain processes intrinsic to programming a computer are analogous to some powerful methods of teaching. For instance, only by programming can prospective teachers learn to control the computer and "debug" programs (eliminate errors). Just as a teacher must learn how
to handle academic and disciplinary "bugs" in the classroom, she/he can find strategies which work for "debugging" computer programs.

In the role of "model student" (described earlier), the computer allows one to do some "practice teaching"—with no detriment to real students! The teacher treats the computer as a simulated student—-with potential for developing its innate abilities—and many observe the effects of different teaching approaches.

A variety of pedagogical strategies to the prospective teacher. The strategies are actually a set of heuristics which teachers can use to facilitate student learning activities. For example, they might:

- Use "interactive" materials
- Encourage articulation of thinking processes
- Encourage articulation of emotional reactions
- Allow increasing learner control
- Change pedagogical strategies

**AFFECTIVE COMPETENCE: SELF-CONTROL AND CONFIDENCE IN TEACHING**

In order to develop the affective competencies of teachers, they are placed in active learning environments—environments in which both success and failure are likely to occur. (This is characteristic of the type of environment in which they will be eventually teaching.) That is, by actively dealing with their own emotional reactions to success and failure, prospective teachers can improve their self-control and develop confidence in their teaching ability.

Once a aim, the programming paradigm holds. "I'm a teacher-in-training writes a program, it either works properly or it doesn't. Success or failure is easily recognized. By contrast, in human affairs, success and failure are often ambiguous and difficult to identify. When a program is the object of attention, there can be joy in seeing that "it works!"; or, of course, there can be frustration caused by irrepressible "bugs". But, in either case, an emotional reaction is elicited; and that reaction is explicit and focused—but not at another person—making it easier to deal with.

Learning to manage one's emotional reactions can be facilitated by the presence of a computer. When a programmer is successful, she/he has a medium available for automatically and proudly displaying results. When a programmer is not successful, she/he can debug the program in private consultation with the computer and work through the accompanying emotional stress without any additional social embarrassment. The motivation for dealing with failure constructively is strong—-for things will certain-ly not get any better unless you do something about it. After all, the computer cannot fix your program!

**SOCIAL AWARENESS: COMPUTER LITERACY**

In order for teachers to become more aware of the extensive commitment our society has made to technology, the CATT program is designed to develop their social awareness. Cognitive and affective teaching competencies are not enough. Teachers need to know about the advantages and limitations of advanced technology—in particular, what computers can and cannot do.

Developing such a "computer literacy" is important if a teacher is to effectively deal with problems of a technologically- oriented society. Several studies of computer use in education have cited computer literacy as a high priority. According to the CATT program, prospective teachers need special skills, such as ability to:

- Identify cases when technology is used as a shield behind which decision-makers hide, e.g., "The computer gave us this answer" (school busing route);
- Critically analyze curriculum materials for negative racial or sexist overtones, particularly computer-based curriculum;
- Debunk myths (e.g., computer omnipotence) and assuage fears (e.g., "The computers are after our jobs").

These skills translate back to commuter literacy. For, as Alvin Toffler (17) put it: "Tomorrow's schools must . . . teach not merely data, but ways to manipulate it. The computer is man's most powerful and versatile tool for manipulating data. Indeed, it is a supreme symbol manipulating instructions at speeds measured in nanoseconds, which far exceed man's own capabilities.8

But, the major reason for including commuter literacy as a significant component of a teacher education program is not so that teachers (or anyone else) will compete with computers. Rather, teachers should be at the forefront, charged with the responsibility for teaching computer literacy (along with other essential literacies). They themselves must, therefore, learn how and why computers are used. Specifically, this involves:

- Knowledge of computers (what a computer is; how a computer works; etc.);
- Knowledge of computing (information processing; algorithms, etc.);
- Knowledge of applications (what computer
CONCLUSION

In summary, the CATT program described here has several distinguishing features which make it unique in teacher training. First, the computer—and A Programming Language in particular—play a central role in the development of prospective mathematics teachers. Second, modern technology is interwoven with traditional teaching approaches and content is blended with methods to make a palatable mixture for teacher trainees. Finally, the program stresses development of cognitive, affective and social competencies in prospective teachers to ensure that future learners will have teachers who are more knowledgeable, more sensitive, and more humane.

NOTES

1 Some preliminary research efforts have attempted to connect Piaget's developmental theories to the learning of programming concepts. See dissertations by Michael Folk, "Influences of Developmental Level on a Child's Ability to Learn Concepts of Computer Programming," (Syracuse University), 1972; and Joyce Statz, "The Development of Computer Programming Concepts and Problem-Solving Abilities," 1973, (Syracuse University).

2 For further explanation of this point, see Bork (3) and Poole (15).

3 While this program is open to prospective teachers of mathematics at all levels—elementary, intermediate, and secondary—it is described here only in terms of elementary mathematics teacher training. (A complete description may be obtained from the authors.)

4 APL (A Programming Language) is a general-purpose interactive computer programming language developed by Kenneth Iverson (7) and supported by IBM. Originally conceived as a unifying mathematical notation, APL is a language with simple rules and yet offers a user great computational power and flexibility. APL has been applied successfully in fields such as business, scientific research, and education. (See Iverson (9).)

5 If a computer is not available, the activity of "dry" programming is still valuable for cognitive development. See Iverson (9) for a description of using A Programming Language as a notation for clarifying concepts and procedures.

6 These are "heuristics" in the sense that they are not guaranteed to work for all students at all times. See Dwyer (4) for a broader description of "Heuristics for Using Computers to Enrich Education."

7 See, for example, Begle (2).

8 In the area of pattern recognition, however, the computer does not fare as well, comparatively. A major area of research in artificial intelligence is devoted to what humans regard as relatively simple tasks of pattern recognition, such as distinguishing between (script) letters of the alphabet.
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Many college and public school teachers have, within the last few years, found that the traditional lecture and test method of instruction does not meet the needs of their students for adequate mastery of course materials and interest in course content. This has led to a search for new instructional methods and has resulted in the implementation of open classrooms, independent study, modularized instruction, performance or competency based instruction, and other non-traditional methods. A necessary ingredient for the success of several of these methods is an effective testing program which incorporates the development and administration of test items and the analysis of results. Several people across the country have recently started to use the computer for help in the testing process because of its storage capacity, ability to manipulate large data bases, and analytical capabilities. Most test-related uses of the computer have been oriented toward test scoring and the development and evaluation of large pools of items. For example, tests might be printed by the computer and copied for the students who respond using mark sense forms. These forms are fed into the computer with item identification information and the resulting data may be stored and used for later analyses. An excellent review of several computer assisted test construction projects is provided in the March, 1973 issue of Educational Technology.

Origins of the Computer Assisted Testing Project

At the University of Delaware, several faculty in the College of Education have developed courses that are partially or completely designed to permit independent study. They were especially concerned with ways of permitting students to demonstrate mastery of each curriculum module or unit. It was believed that the learning process could be improved by permitting a student more than one attempt at a criterion test, but this would require several different copies of a test for each unit. To solve this problem, the faculty turned to the computer.

In 1969 a computer program was developed by Teresa Green to generate randomly parallel tests with a specified number of questions from a large pool of test questions. Test questions were randomly selected so that any item might appear on any copy of the test, but the same item would not appear more than once on a particular test. A blank was provided for the student to enter his response to each question, and a separate strip of the output was reserved for the answers. This answer strip could be separated from the printout containing the questions before the test was given to the student. An instructor could then compare the strip with the student responses and easily grade the test. The randomization of the questions made it possible for a student to take a test two or three times with a low probability of seeing a question repeated. Note that each student had his own copy of the test printout; tests did not need to be reproduced in the usual way.

The basis of this competency-based modular learning process was carefully specified behavioral objectives to guide a student's study of assigned reading materials. A student's grade depended upon the number of points he accumulated for his work. The tests were criterion-referenced in that a pre-specified minimum score had to be achieved before credit could be granted for the unit. Clearly, it was advantageous to permit a student to take more than one test on a unit to insure that he had reached an acceptable level of competence.

Based on our experience, the paper and pencil tests have worked reasonably well but they have several disadvantages. Several hundred tests must be generated periodically and carried to the testing location. Answer strips must be separated from the questions. Someone must always be present to distribute and score the tests and periodically file them. With large numbers of tests and students these tasks are time-consuming, arduous, and likely to result in errors.

As with all paper and pencil tests, students have the opportunity to view all questions at once and may obtain aid from one question in answering another. The students, of course, may see this as an advantage, but it may lead to large differences in test difficulty so that any given test may not provide a true indication of a student's knowledge. This is especially true if several items refer to one concept. For the courses that have been developed thus far, this problem has not been especially noticeable, but the potential for difficulty exists.

When test items are used repeatedly, it is desirable to obtain item analysis data for the
evaluation of the items. In this way, items that are especially easy or difficult or which are confusing or misleading can be detected and rewritten as necessary. With paper and pencil tests, troublesome items can be detected through discussions with students, but the psychometric properties of the items cannot be determined because the random nature and the large number of tests makes the application of item analysis techniques quite difficult.

The Computer Assisted Testing Program

A solution to several of the problems with paper and pencil tests, and the next logical step in the testing program, was the development of an administration process in which the computer administers the test directly to the student. An additional reason for taking this step was the desire to introduce education students to computers before they encounter computer facilities in schools in which they will soon teach. Finally, this was seen as an important step toward the establishment of a comprehensive computer assisted instruction and computer managed instruction program which would meet a critical need within the College.

Three cathode ray tube (CRT) terminals were ordered and programming was initiated in December, 1972. The first students took tests via the terminals in April, 1973. Initially, the program was very simple, but extensive improvements have been made, three more terminals have been obtained, and, recently, upwards of 200 tests a day have been administered.

The six terminals are presently connected via 300 baud acoustic couplers to a general purpose Burroughs 67000 computer that handles all the University's computing. The testing center is open 50 hours a week and is staffed by one full time proctor and several part time student proctors, who provide assistance to 800 or so students taking the independent study courses currently on the system. Shortly after the start of a term the students generally know what to do, thus freeing the proctors for additional duties such as data tabulation and maintenance of student files. To provide a backup in the event of occasional computer down time or when the student load becomes too great, paper and pencil tests are available and are administered and scored by the proctors when required.

In our system the students' interaction with the terminal was designed to be as simple as possible. All student responses are set up as formatted input, the student answers each question as it is asked. By faculty request, feedback is provided after each response, and a student continues to respond until he selects the correct answer. A comment option is provided that permits the student to store a narrative comment for each test. Feedback can be modified or eliminated from the testing process if desired.

The data base contains identification, item response, response latency, and comment information for each test administered. Several options for generating student records are available. Both student-oriented and item-oriented outputs are provided, and several parameters may be manipulated to select on different attributes in the file. This student records system provides a powerful means of analyzing item responses and improving the item pools.

A new addition to the program is an automatic records-keeping routine that automatically stores a student's score in a separate file. Thus, all scores for all tests are directly addressable for each student. The file is dumped periodically to permit students to review their progress and to insure accuracy of the results. By the end of the semester this file provides a complete record of each student's performance. A special utility routine permits the addition of scores from the paper and pencil tests to this student scores file.

Student and Faculty Attitudes toward CAT

Student attitudes toward the use of computers for testing and instruction have been assessed with a 59-item questionnaire (1) for several terms. Attitude information has also been gained through the use of course attitude surveys and through discussion with the students. In addition, performance data for one course have been analysed.

In contrast to normal uses of attitude surveys, we administered the form both before and after testing and were able to assess changes in attitude. The pre-testing results indicate that students have a slightly positive attitude toward the use of computers for testing and instruction, but are concerned about the mechanical aspects such as the ease of operating a terminal.

The first major use of the attitude questionnaire was during the spring semester of 1974. This turned out to be a period of numerous problems and problem solving activities for our programming staff and the Computing Center staff. System crashes and program difficulties occurred more often than were desirable. Consequently, it was not surprising to find a decrease in positive attitude toward computer uses for testing and instruction. However, on the Likert-type items, the means of the responses were typically rather close to the neutral point which, under the circumstances, indicates that the average student will accept the use of computers for testing even if he encounters occasional computer problems. Furthermore, student attitudes were more positive toward the mechanical aspects of the operation; students found the terminal operation easier than anticipated.

(1) This questionnaire is an extensive revision of one developed by Bob Brown at the Pennsylvania State University (Brown, 1966).
Despite the difficulties encountered by the students, an independent course evaluation conducted by the instructor of a psychology course (for which 400 students were taking tests via the terminals) indicated that students strongly preferred the testing by terminals to the more traditional testing process, and they thought they learned more than in a "traditional" course. They viewed the computer quizzes as a very valuable aspect of the course. Almost all students in all courses gave high marks to the opportunity to work at their own pace, knowing the results after each question, and being able to take more than one test. As might be expected, there were some students who intensely disliked the use of terminals or were afraid to use them, no matter what the environment.

During the fall of 1974, the computer and programs worked quite well; the environment was about as good as it will get. A mid-term questionnaire was administered to 130 students. Nineteen percent reported they were afraid to use the terminal or hated to use it. However, thirty percent enjoyed using it. 32 percent didn't mind using it, three percent had no opinion, and 16 percent preferred not to use the terminal. Most of the negative group seemed to be concerned about seeing the whole test and being able to go back and change answers. However, questionnaire results indicated that this problem decreased with increasing terminal use.

Typically, on course evaluation questionnaires that permit students to specify most liked and most disliked features of the course, the use of terminals is mentioned about equally in both categories. This seems to be independent of the ability of the student, his total attitude toward the course, and the testing environment.

The analysis of scores for quizzes taken by the same students on terminals and hard copy indicates that there is no marked difference in performance. It appears that the use of terminals makes little difference even though some students feel that it does.

Faculty have made extensive use of the item analyses provided at the end of each term. Corrections, additions, and deletions to the test question file may be easily made using the time-sharing editor. Faculty who have incorporated the CAT process into their courses have been quite satisfied and have continued to add units and/or questions to their files.

Discussion and Summary

The computer-assisted testing model that has been developed has several advantages and some disadvantages for all participating. From the student's point of view, the advantages of this approach are:

1. The self-pacing capability allows students to work through the course at whatever rate suits them.
2. The provision of immediate feedback makes the testing activity a learning as well as an evaluation experience.
3. The multiple testing opportunities provided for each instructional unit permit most students to achieve most of the unit objectives. Anxiety levels are typically lower than for traditional tests; usually, the whole grade does not ride on one or two tests.
4. The independent study format relieves the student of the task of listening to lectures on content he already knows or could easily learn on his own.

Some of the disadvantages, from the students' viewpoint, relate to the instructional materials used and/or the lack of alternative ways of demonstrating achievement of unit objectives. The self-pacing feature allows students to procrastinate so that there are always a few students who attempt to take all the tests during the last week of class.

From the instructor's point of view, CAT confers at least four advantages:

1. The level of student achievement is very high. Comprehensive pre- and post measures taken over several semesters have indicated that this method is superior to the standard lecture approach used previously.
2. The role of the instructor who uses the independent study approach changes considerably. The bulk of his time is now spent in developing and revising curricular materials (both instructional and measurement materials) and tutoring students who experience difficulty with specific concepts or techniques. The latter activity provides a great deal of useful guidance for the curriculum development phase of his work.
3. If desired, supplementary activities which facilitate transfer of training and the enrichment of student learning can be added on. Such activities may include lectures, field trips, short term internships, research projects, etc. The point is that the CAT model, with independent study, frees the instructor of many highly routinized functions associated with more conventional approaches and allows him to engage in more innovative and profitable activities.
4. The independent study CAT model allows the instructor to turn an entire course into an ongoing research laboratory in which he can study, in a very controlled fashion, the interrelationships which exist among CAT system variables, content variables, and student variables. The opportunity to do quality and productive instructional research is an invaluable aspect of this approach.

At present, three possible problem areas associated with CAT can be identified:

1. System reliability is of utmost importance. The implementation of the sophisticated CAT system on a large multipurpose computer attempting to satisfy the diverse and demanding user community resulted at times in an intolerable number of system failures. Clearly, reliability is a necessary condition for the success of any CAT implementation. Fortunately, most of the problems seem to have been worked out and we feel justified in expanding our activity as additional resources become available.
2. The security of the test item bank is of continuing concern. The CAT approach requires a higher level of security but, by its very nature, it is a very difficult system in which to maintain
security. At present, security is maintained by a maze of user and project numbers, through using the item file in packed form, and through using special keys on the CRT keyboard to permit access to the testing program.

(3) Resource allocation is a continuing problem. Once the success of such a system has been demonstrated, demand grows. The problem is further complicated by different production modes and research demands on the testing. The resolution to this problem depends heavily on the prospects for acquiring additional resources and/or reordering the priorities of the academic units involved.

As mentioned above, outstanding opportunities are afforded by the CAT process for conducting several kinds of research. A few areas for research are related to the following:

(1) Testing time is always at a premium. In CAT courses, students spend a great deal of time testing. Therefore, testing efficiency is of great concern. How can the maximum amount of information regarding student achievement be obtained in the least amount of test time? A number of researchers are currently working on this problem. Some potential answers may lie in sequential (or tailored) testing, in the application of Bayesian techniques to item selection and analysis, and possibly in the use of confidence measures.

(2) The effects of variables such as type of feedback, spacing of testing opportunities, size and nature of the item banks, setting of mastery cut points, etc., on student learning and attitudes have yet to be systematically studied.

(3) At this time, we know very little about the ways in which students use the CAT system. A catalogue of such strategies, an evaluation of their relative effectiveness, and the determination of whether or not they can be successfully used by others is clearly appropriate and important at this time.

Computer assisted testing has unquestionably expanded the repertoire of instructional strategies available to faculty. However, the full range of the effect of such strategies on student learning and attitude toward course content have yet to be assessed. CAT appears to have great potential; a systematic exploration of its usefulness is now in order.
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Each day, the Admissions Office receives new applicants, whose applications are processed and recorded on the system. Their information is then printed on a computer-generated label, which is distributed to the Registrar's Office. The Registrar issues an 'acceptance' letter to the prospective student, informing them of their acceptance into the college. The new student's information is then added to the Student Information System (SIS), and their records are updated accordingly.

The Admissions Office also receives correspondence from prospective students, which is processed and recorded on the system. Each letter is assigned a unique identifier, and the letter is flagged as 'unread'. Once the letter is processed, the information is entered into the system, and the letter is flagged as 'read'. The system allows the Admissions Office to easily retrieve and update information on any student at the request of the Registrar's Office.
is that we are able to periodically request a letter which indicates to the student the credentials necessary to complete his admissions requirements. Multiple copies of the ASR are run so that faculty and departmental offices on each campus are aware of the current status of each applicant.

**REGISTRATION**

Several months prior to registration, we decide on the number of time permits that we wish to have for each period on each campus. This is determined by projected enrollment and equal distribution of the flow of students for the three-day registration period. The first day we register returning students only and the last two days we register new students. We do separate by registration from night registration, stressing that those who will be attending day classes, register during the day, and those who will be attending at night, register at night.

After the student is admitted to the college, the advisor's program operates a machine-aided registration center, informing the student that he is approved to the college and that he should go to his advisor's office. As previously mentioned, the student becomes aware of entry in the Admissions Status Report.

The advisor card has the student's name and grade, a number of section numbers and space for written data to be written. The student visits one of the first day registration centers, which is located at the registrar's office. As previously mentioned, the student becomes aware of entry in the Admissions Status Report.

The advisor card for the student's name and grade, a number of section numbers, and space for written data to be written. The student visits one of the first day registration centers, which is located at the registrar's office. The student is instructed where to report and is given a space to each department listed on the advisor card and a number to each course, section number, and room, and gives departmental approval. The faculty member records this information on the advisor card from a report generated by the course master called the Enrollment Status Report.

Prior to a registration period, this Enrollment Status Report is distributed to each department and copied on to sectioning tables. The Enrollment Status Report is similar to the course master, but contains information in the same order as is on our advisor card. It has the course, department, number, title, the unique section number with the suffix letter, time, days, rooms, instructor, enrollment maximum, and difference. These last three columns always allow us to know how many are enrolled, maximum allocation for the course, and how many seats in class remain. After sectioning the student, the faculty member will simply tally a one (1) to the right of the difference column by hand in order to keep up with how many have signed up for that particular course. We have a great deal of flexibility by using this report in registration to new students. It is accurate information, which can be used by this report at any time.

The student goes to each department listed on his advisor card until he has completed his schedule. Afterward, he proceeds to station "A" for residence checks. He then proceeds to station "B", which is manned by four keypunch operators who keypunch the schedule card and duplicate other cards for his packet. They will look only at the necessary columns. One column is the student's name and grade, a number of section numbers, and space for written data to be written. The student visits one of the first day registration centers, which is located at the registrar's office. The student is instructed where to report and is given a space to each department listed on the advisor card and a number to each course, section number, and room, and gives departmental approval. The faculty member records this information on the advisor card from a report generated by the course master called the Enrollment Status Report.

After completing the residence checks, the student proceeds to station "C", which is manned by four keypunch operators who keypunch the schedule card and duplicate other cards for his packet. They will look only at the necessary columns. One column is the student's name and grade, a number of section numbers, and space for written data to be written. The student visits one of the first day registration centers, which is located at the registrar's office. The student is instructed where to report and is given a space to each department listed on the advisor card and a number to each course, section number, and room, and gives departmental approval. The faculty member records this information on the advisor card from a report generated by the course master called the Enrollment Status Report.

When registering, the student must present his advisor card and time permit at the admitting door. At station "D", a faculty member makes certain the student is registering at his appointment, and if so, allows him to enter.

At station "E", returning students are given a copy of their permanent record at Tarrant County Junior College. This copy lists all courses taken, the grade earned, the grade point average, etc.

After being counseled, the student knows what courses he should take and enters the sectioning rooms, station "F", which have signs listing the departments on the outer doors. He goes to the appropriate department tables and requests what courses he wants and the desired time. The faculty member records the course, section number, days, time, building and room, and gives departmental approval. The faculty member records this information on the advisor card from a report generated by the course master called the Enrollment Status Report.

Prior to a registration period, this Enrollment Status Report is distributed to each department and copied on to sectioning tables. The Enrollment Status Report is similar to the course master, but contains information in the same order as is on our advisor card. It has the course, department, number, title, the unique section number with the suffix letter, time, days, rooms, instructor, enrollment maximum, and difference. These last three columns always allow us to know how many are enrolled, maximum allocation for the course, and how many seats in class remain. After sectioning the student, the faculty member will simply tally a one (1) to the right of the difference column by hand in order to keep up with how many have signed up for that particular course. We have a great deal of flexibility by using this report in registration to new students. It is accurate information, which can be used by this report at any time.
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At station "E", returning students are given a copy of their permanent record at Tarrant County Junior College. This copy lists all courses taken, the grade earned, the grade point average, etc.

After being counseled, the student knows what courses he should take and enters the sectioning rooms, station "F", which have signs listing the departments on the outer doors. He goes to the appropriate department tables and requests what courses he wants and the desired time. The faculty member records the course, section number, days, time, building and room, and gives departmental approval. The faculty member records this information on the advisor card from a report generated by the course master called the Enrollment Status Report.

Prior to a registration period, this Enrollment Status Report is distributed to each department and copied on to sectioning tables. The Enrollment Status Report is similar to the course master, but contains information in the same order as is on our advisor card. It has the course, department, number, title, the unique section number with the suffix letter, time, days, rooms, instructor, enrollment maximum, and difference. These last three columns always allow us to know how many are enrolled, maximum allocation for the course, and how many seats in class remain. After sectioning the student, the faculty member will simply tally a one (1) to the right of the difference column by hand in order to keep up with how many have signed up for that particular course. We have a great deal of flexibility by using this report in registration to new students. It is accurate information, which can be used by this report at any time.

The student goes to each department listed on his advisor card until he has completed his schedule. Afterward, he proceeds to station "A" for residence checks. He then proceeds to station "B", which is manned by four keypunch operators who keypunch the schedule card and duplicate other cards for his packet. They will look only at the necessary columns. One column is the student's name and grade, a number of section numbers, and space for written data to be written. The student visits one of the first day registration centers, which is located at the registrar's office. The student is instructed where to report and is given a space to each department listed on the advisor card and a number to each course, section number, and room, and gives departmental approval. The faculty member records this information on the advisor card from a report generated by the course master called the Enrollment Status Report.
At station "II", which is directly across from the computer center, the student waits for his computer schedule. In the fall semester, when everyone has to receive a new I.D. card, chances are this process will be taking place.

Schedules are printed, separated, and sent over to station "III", where workers call out the names on each schedule until all have been distributed. No one is allowed to leave without a schedule. When the student receives his schedule, he is asked to check it against the advisor's card. If correct, students sign the back of the advisor card. If there is a conflict or error on the schedule printout, the student reports to station "III" for correction. After corrections are keypunched on a duplicate copy of the schedule, the student receives his corrected schedule. The corrected schedules are keypunched on a duplicate copy and sent to station "I" where they are processed.

In the fall semester, when everyone has to receive a new I.D. card, the process is exactly the same as we have just described. If a student is in a "killed" class, he does not have to wait in line because the college feels obligated to assist him in getting a valid schedule.

Additionally, students are allowed to change their schedule, but must have a numbered permit representing their reserved place in line in order to be admitted to the add-drop area. This permit is distributed from the Registrar's Office and is returned to the Registrar's Office when the semester is over. Students involved are handled in a greatly reduced add-drop period.
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Students who cannot finish their registration process on the first day may come back at another time. It is an appreciated service to the students involved.

After entering, the student fills out a handwritten form and a copy of his printed schedule is pulled. A Counselor will direct the student to the course desired by entering it on the right side of the form. The Counselor gives the student the average form, a copy of his schedule with the number of the add-drop area, and directs the student to the student's departmental desk to add any courses he desires.

The following contains a number of departments. Faculty members can handle the activity for their particular division. The faculty areas are more or less 150 Enrollment Status Report pages for the particular courses in each department in their division, and they direct the student by calling him in the enrollment status report as well as writing him a slip or a card. This system is used in the add-drop area.
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GRAZE REPORTING, PERMANENT RECORD, AND INSTITUTIONAL REPORTS

To record midterm and final grades, we distribute grade sheets (a listing of all students in each class) to the faculty. The instructor writes the grade on the grade sheet, and returns them all to the Registrar’s Office. The grades are then updated on the CRT’s by the secretaries in the Registrar’s Office. Four copies of each current student’s permanent record card are printed. The first or original copy is microfilmed and placed in student’s file jacket and used to run transcript requests. The other copies are marked with a phantom design, “For student use only”, and are distributed to the Registrar’s Office, Counseling Office, and to the student who receives it as his semester grade report. Transcripts can be mailed on request the next working day, after grades have been turned in.

Additional reports which are run from the student master file and the course master file are: student course load, concurrent enrollees in each class, audit students, building and room utilization, Coordinating Board reports 001 and 303, Full-Time Equivalency, add-drop analysis, grade analysis, probation-suspension reports, students’ major, honor reports, enrollment statistics during registration, a statistical analysis, excess hours report, Student Profile Report, rotational-technical report, and fee audit report.

In summary, the major advantages of the system are as follows:
1. Punch input compared favorably to the pull card method when considering accuracy.
2. Flexibility in updating the course master file.
3. Fast turn-around time in processing schedules, class rolls and reports.
4. Registration is continued to a three-day period.
5. Students receive a machine printed copy of their schedule.
6. Students spend very little time in the complete registration process.
7. One-way flow in only one building for the complete process.
8. Every student has an accurate schedule with no conflicts or omissions.
9. System is adaptable and compatible with the add-drop process.
10. The system is simple to implement and control.
11. All fees have been accurately collected.
12. Only one card is used to generate the student schedule and none are used to generate class rolls.
13. All of the faculty are not required to assist in registration for the full three-day period.
14. Our add-drop transactions represent less than 10% of our total head count.
15. We can stay with this system through our expected large enrollment increases in the future.

All colleges have their own admissions, registration, and reporting systems and all do what they feel is best for them. We don’t propose that any college change to what we are doing. We are convinced, however, that in our particular situation, the system discussed in this paper does what we want done the easiest, quickest, most accurate way. We will continue to make improvements and refinements as needed and as circumstances allow.

Glossary of Terms

ASR (Admission Status Report) – listing of all applicants for a specific semester which also includes items necessary to complete their file
AAR (Admission Action Report) – listing of all applicants for a specific semester who have turned in all items required for admission
CRT (Cathode Ray Tube) – IBM Video Terminal Display
Course Master – listing of all courses offered for a specific semester on a specific campus.

This file is essential in our control of registration and student records.

ESR (Enrollment Status Report) – report generated from the course master used in registration as a control of classes. A new printout is run after each registration period.

FTE (Full-Time Equivalency Enrollment Report) – report that shows accurate data of registration, number of students enrolled, full-time, part-time, day, night, etc.

Coordinating Board Reports – required by the State of Texas for funding and statistical information.
Registration Flow Chart

Lower Floor

Upper Floor
The proliferation of computer and computing technology in the past ten years has had an effect on nearly all academic disciplines. Certainly, athletics and related programs are no exception. The utilization of computing services as well as the number of applications supporting athletics is low when compared to more traditional computer-related activities (e.g., engineering, science, etc.); however, very much on the increase.

The indoctrination of students in high school and college to computers and their technology has resulted in orienting people of all disciplines to the merits of computing. This, coupled with the increasing availability of hardware, has provided the opportunity to apply the valuable resource of automation to support athletics. National expenditure of professional athletics and the inherent referential implications in the media to the pros use of computers have also served as catalysts to many people responsible for athletic programs to investigate the computer's potential for their situations.

The use of computers by athletics and their related activities is a very recent phenomenon. However, attempts were made as early as the late 1950s to integrate computing into sports. A baseball team tried replacing the manager concept of running their team with rotating head coaches. They also used the computer to solve such problems as which relief pitcher to call in a certain situation, and probably which candidate for head coach should be next in line when the incumbent failed to yield a winner. They had several problems among which were: (a) the lack of ball players, (b) the attitude that players should play the game without the interference of computers, and (c) the lack of credibility concerning the information furnished by the computer.

Several other experiments were tried through the early and mid 1960s. Most were indeed exploratory in nature, and required a high level of computer sophistication on the part of the user such that few, if any, were announced as successful. The introduction and ultimate availability of third generation computers, their terminal capabilities, and more usable high level languages brought a whole new base from which to apply computing to athletics and sports. Today, such things as conversational terminals, special purpose mini-computers, availability of data base technology, the potential of medium-large scale central processing units, and breadth of knowledge in the application of computing have served to provide sports and athletics with some many unique and creative systems.

Certainly one of the more common uses for the computer in support of sports and athletics is the processing of administrative data. Accounting, budgeting, and other business type functions are assisted by data processing systems both for professional and amateur programs. Such things as computerized season's ticket files and lists are often used when the number of tickets involved is very large. Most of the systems in operation that perform such functions as listed above are indirectly supportive of the athletic programs. The main theme of this paper will however, deal with applications of more direct support for athletic contests and athletes through the use of computing.

Research efforts assisted by computer modeling and testing have had a very significant impact on various sports programs. A recent television special dealing with football injuries devoted a large portion of time to the portrayal of study efforts aimed at improving the design of the football helmet. Several major universities were involved and explained their research techniques which involved a great deal of modeling and impact study analysis via computer. Should these studies result in a safer helmet, as it appears they will, the impact on the football player will be very direct and beneficial.

Another example of beneficial research that could lead to improved performance was done by Professor James B. Vernon, associate professor of mechanical engineering at the University of Southern California. Professor Vernon has designed and built a pole-vaulting pole with a bend in it. He used the computer to help solve the very complex energy problems involving the motion of the vaulter, energy in the pole, etc. Optimizing on his theory and using a proper bent pole design and vaulting technique, Professor Vernon predicts the theoretical possibility of a 28' foot vault.

Contests have been directly affected by the use of computers in many ways. Conferences have

---

scheduled their officials via computer, and used the same systems to evaluate their performance. Several specific examples of computer driven scoring and display devices have been publicized recently. A couple of years ago an IBM 1130 was mounted in a van and made the professional golf tour. The side of the van served as the scoreboard and the computer took care of keeping the scoreboard up to date as the scores for each hole came in. Certainly one of the most modern score/message boards in sports today is at the Harry S. Truman complex in Kansas City. Joe Garagola of NBC did one of his specials on the operation of the baseball scoreboard and anyone watching had to be impressed.

The professionals are not the only ones to use computers to assist in contests regulation and scoring. Lakeville Junior High, Lakeville, Minnesota, used its interactive computer on the TIPS (Total Information Education Systems) network for such a purpose. They set pairing by weight, grade, and school for a wrestling tournament of nine teams and 150 wrestlers. Not only did the automation of the pairing process save time, it was far more equitable in its scheduling and matching of the wrestlers. Also, the 32nd Annual NCAA National Gymnastics Championship held at Pennsylvania State University used an interactive terminal system to tabulate the scores for its 43 participating institutions, 180 performers, and 5,000 individual scores.

The intricacies of the gymnastics scoring processes were all coded into the main computer, so team and individual scores and totals were brought up to date immediately upon entry. This allowed officials, coaches, and others to gain current status reports upon demand throughout the session.

Professional football is probably one of the most prolific users of computer systems in sports today. Nearly all of the pro teams use computerized scouting reports to assist them in selecting players in the draft. Player scouting is by no means the limit of pro-football's computer assistance. Opponent's tendencies on offense and defense as well as studying one's own tendencies are among the many applied uses of the computer in game planning. A more thorough explanation of the basic procedures and its uses will be covered later in this paper.

Many other examples could be listed from nearly all competitive sports in which the computer is used in one form or another. Specifics on many of these applications are kept very confidential by the teams using them. The advantage of a team knowing the specific breakdown of scouting data used against them would undoubtedly be a valuable asset. Having been closely involved with the development of two systems used directly to support athletics, it's very clear that such systems can be very valuable to a sports program. The description of these two systems follows:

Athletic Injury Report System

The use of the computer to break down data on athletic injuries is a natural. The process is a reasonably mundane task and very time consuming if attempted manually. However, the computer can and will perform this analysis with extreme accuracy and speed. The training staff no longer will need to spend many hours of manual processing to produce reports of their activities. These manual reports, at best, just scratched the surface of providing useful information. The use of the computer in the analysis process will allow a greater number of data items to be considered and yet require less personnel time to break down.

The procedure used at Northern Illinois University the past several years and adopted in modified form for the 1973 year by seven universities in the Mid-American Conference is based on the collection of injury data through the use of an optical mark sense (OMR) system. (Figure 1) This sheet is used in the training room and data is collected for each athlete requiring the trainer's attention. Specific data items are collected about the injury and its treatment. These two items are the athlete's social security number and the injury number which is merely a sequence number denoting how many injuries the player has had requiring visits to the training room. Each of these elements is required on both sides of the sheet to insure the mechanical process of matching the information on the two sides of the collection sheet into a single machine processable record.

From looking at the sheet, it is obvious that the process of recording the data is not an insignificant task. And, indeed, a good bit of the time formerly spent on reducing injury data manually can now be used in recording the data on the OMR sheet. There are probably several justifications and rationalizations for reinvesting this time. First of all, the sheet has the capability of recording a significantly larger number of data items than are usually recorded under a manual system. The more data collected, obviously the more in depth analysis available on injuries and their treatments. The time spent coding the OMR sheets can be spread through the entire season; whereas, the manual compilation of an injury report at the end of the season would concentrate a great deal of time within a few days or weeks. Also, after using the OMR sheets for several weeks the process of recording on them becomes increasingly faster and easier.

Analysis of the injury data requires several steps. These steps are:

1. Processing of completed forms through the OMR reading device and converting data to computer processible form.

2. The execution of several computer programs which match the two sides of the injury form's data produced in the previous step.

---


and the creation of a single computerized record for each injury sheet.

(1) One or more computer runs to analyze the records produced through a generalized statistical package.

Specifically, X.B.I.C. uses a highspeed 100 orr mark sense reader with a magnetic tape unit to record the data in machine readable form. A utility program sort is used to order the records for each side of the sheet on social security and injury number order. A COBRA program is then run to combine the records for each side of the sheet and will produce an error report for sheets which do not have matching sides.

The Statistical Package for the Social Sciences (SPSS) is then used to break the data into usable information. SPSS is very convenient to use in that very little computer expertise is involved in its use. With 2-3 hours of training most anyone can learn enough about SPSS to set up the control cards for the analysis required.

The ability of SPSS to combine data elements in cross-tabulating is just one of the uses for breaking down the injury data. An example report available might be a cross-tabulation of football player's positions by conditions at the concurrence of the injury. (Figure 2)

It will now be possible although the programs are not yet written, to save a complete injury file for each competition year. Then an individual injury profile can be produced for each athlete at the end of his eligibility showing each injury and treatment from his first practice through his last game. This will be of invaluable value in assisting the trainer to advise professional scouts about a player, and in planning for prevention of injuries.

In addition, it is entirely conceivable that the availability of this data can lead to some very significant research into the study and prevention of athletic injuries. Should the collection and synthesis of this data help in reducing the quantity and severity of athletic injuries, any at all, it will have been worth the investment of time and energy involved in its implementation and operation.

---

Football Scouting System

In the fall of 1989 the football coaching staff at Northern Illinois University (NIU) used an edged punched card system for scouting their opponents. After having spent some 40-100 man-hours per week to break down scouting data, they decided there had to be a better way. The coach responsible for coordination of scouting came to the NIU computer center and asked for help. In studying the problem it was discovered that computerized scouting systems existed at other institutions. However, the decision was made to design a new system since those in existence were either unavailable or unusable.

---

Figure 1

Figure 4
The design of the scouting system was based on a thorough set of specifications for the data to be collected and reports required. The list of data elements to be used was finalized and a general purpose scouting data collection form created. (Figure 3) This form serves as both the data collection device for the scout and as an input document to a keypunch operator.

Programming of the system was done in the IBM FORTRAN IV. The program contains three distinct sections. These sections are: for storage allocation and definition; the reading, editing, and storing of data; and report generation.

Storage allocation and definition initializes the descriptor information and allocates data storage and work space in the program. The next section reads the data cards, edits the data, and stores the valid data in the space allocated by the previous part of the program. The reports are then generated and printed. The reports generated are as follows:

1. Chronological List of Offensive Plays
2. Summary of Running Plays by Play Type
3. Summary of Running Plays Into and Away from Strength
4. Summary of Pass Plays Into and Away from Strength
5. Summary of Plays by Backfield Alignment
6. Summary of Tendencies from the Hash Marks (Figure 4)
7. Summary of Plays by Line and Backfield Formation Combination
8. Summary of Plays by Down and Distance
9. Summary of Running Plays Through Each Hole
10. Summary of Pass Plays to Each Receiving Zone
11. Summary of Each Principal Player's Play
12. Summary of Offensive Plays by Field Position
13. Summary of Backfield in Motion Plays
14. Chronological List of Defensive Plays
15. Summary of Defensive Success Against Running Plays Through Each Hole
16. Summary of Defensive Success Against Pass Plays to Each Receiving Zone
17. Summary of Defensive Alignments by Field Position

The computerized football scouting system requires human judgment and interpretation in analyzing reports produced. The operation of the system provides for scouting data to be reduced into a much finer breakdown than the manual method within the time constraints involved. The coaching staff found their time investment in breaking down computerized scouting reports to be between 10% and 20% of what it was with the previously used edged punched cards. The computer runs take about 10 cpu seconds per game on an IBM 360/67. The VIP system would probably require minor modifications to match the naming conventions of another coaching staff, but would be usable to another team with similar report requirements.

In summary, it is certainly clear that computers are now an integral part of athletics. There are certainly more applications than have been referenced in this paper. Just as certainly, the creativity of computer people, coaches, administrators, and athletes will lead to many more useful applications for the computer in the future to help play the game.
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IMPROVEMENT OF SCHOOL DESIGN THROUGH THE SIMULATION OF EDUCATIONAL ACTIVITIES

William S. Bregar
The Pennsylvania State University

1. Introduction

This paper will describe research into the nature of the design of educational facilities and the development of a computer simulation system to test problems in educational floor plan layouts. Such a system can be used by school designers to evaluate and improve school floor plans.

The implementation of the system involved 1) the design and implementation of a procedure for determining those characteristics of a school program which affect or are affected by the physical constraints of a school building, 2) incorporation of those characteristics into a model which could be applied by a simulation program to a proposed floor plan, and 3) the development of computer programs which could successfully simulate educational activities on the proposed floor plan and provide feedback to the designer as to the sufficiency of its design. The focus of this study was on elementary school facilities.

2. Design Problems in Education

"The design of school must be consistent with the type of instruction systems carried on" (Engelhardt, 1970). The evolution of teaching methodology has historically been accompanied by changing school structures to accommodate them. The one-room schoolhouse of the nineteenth century has been transformed to the egg-crate construction of the first half of the twentieth century and finally to the open-plan schoolhouses of the past decade. The egg-crate design came about as a response to the requirement of absolute independence between grade levels, the open-plan in response to the attempt to abolish grade level differences and open lines of communication among teachers and students (Leu, 1965).

Although general changes in architecture have come about with educational innovation, the relationship between the detailed aspects of an educational program and the instructional space has not always kept pace with such changes.

In fact, it is not clear that the relationship between emerging elementary educational methodologies and the use of elementary school space is very well known. An examination of award winning schools in 1969 (Nation's Schools, 1968) showed a range of from 54.2 to 112.3 square feet per student with costs ranging from $10.80 to $33.84 per square foot. Instructional space ranged from 40% to 80% of the total facility. The majority of these schools were of an open plan design however, the educational program to have been implemented was not specified.

Some attempts to analyze the prospective use of school space have been made in recent years. Engelhardt (1970), for example, considered the activities which would likely go on in a continuous progress open plan school, the factors to be considered in planning such a school, and the relationship between spaces, then prescribes space requirements to accommodate the program. Square feet for each kind of space is presented, however, the method of determining these requirements is not described.

Banghart and others at Florida State University (Banghart, et al., 1970) describe a model for defining space needs in high schools utilizing a building block approach. Each basic unit (student module) is defined as the "space and resources required to maintain a student in a given activity at a particular time." Space needs are determined by simulating schedules of activities based on previously compiled information on student requests for activities, duration of the activities, and the number of activities requested per student.

Apker (1970) using available seating as his spatial denominator simulated a high school with modular scheduling, given an architect's plan for a proposed high school. Utilizing the Generalized Academic Scheduling Program, (Murphy, 1970), Apker showed that for projected enrollment of 1500 students, the number of classrooms was 21 more than were needed and that seating space for large group instruction was "under-estimated."

The Florida State University and Apker projects do provide some basis for analyzing floor plans as they apply to high schools. However, the problem of varying methodologies does not appear as a factor in their analyses of the use of space. That is, by assuming the traditional mode of education, space needs can be translated from seating requirements. These projects also had the advantage of being able to work with fixed regular schedules which would remain in effect for an academic term. Thus, while sufficient for high school environments, such techniques might not be adequate to analyze space needs under circumstances where schedules could change from day-to-day and where methodologies could affect the sizes and kinds of student groupings.

The research described herein took place in two stages. First, a method was devised to ascertain whether these were indeed differences in the use of instructional space by differing educational programs. Second, a verification of the first premise, a computer system was developed and provide summary information of their impact on a proposed floor plan design.
Although the emphasis in this paper is on the computer system, it should be mentioned that the first stage consisted of an observation of three elementary schools which operated under two different educational systems. Two could be characterized and a traditionally oriented school, the other was organized as a multunit school. Two main results were obtained from the observation data. One was that for the schools observed, group size varied significantly as a function of school program and activity, the other was that activity duration did not appear to vary significantly for these sectors (Bregar, 1974). This information would be utilized in the generation of schedules of activities for an elementary school program.

The data collected during the observation phase was reduced to provide information to the simulation program about schedules and characteristics of activities for a given methodology (in this case traditional or multunit).

3. System Design

A system of computer programs was written which could simulate activities on a proposed school floor plan. The model employed was stochastic and discrete and was based on the data collected during the observation phase. The overall system design for the simulation is shown in Figure 1. The type of specifications are digitized and processed into a hierarchical structure representing the space/subspace relationship found in observed institutional space. Included in the specifications are the inventories of furniture and equipment for each space.

Observed data are compiled into frequency tables called activity descriptors, which are used to generate certain physical characteristics of activities. The activities themselves are generated from a block schedule which is input to the simulator. The block schedule represents a school day which is typically divided into hour or half-hour blocks of time, up to two hours each, during which a major subject area is pursued. An example of the block schedule is shown in Table 1.

To complete the information necessary for a simulation run, parameters must be input which delineate the school environment to be simulated. Specifically, the parameters are: 1) school program type, 2) block length, or the length of the schedule, minute, 3) student enrollment, and 4) a designator declaring whether optimal or observed space figures should be used in computing space use.

The functional flowchart (Figure 2) portrays the simulation system. A preprocessing stage converts the inputs to an internal format consisting mainly of a hierarchical floor plan representation and a set of Activity Control Blocks (ACB's). The ACB's are created by a schedule generator which generates a set of subactivities for each activity in the block schedule. The ACB (Figure 3) contains all pertinent information about a subactivity such as its scheduled time and duration, the number of students assigned to it, furniture and equipment requirements, and total space requirements. When an activity is assigned to a space, its ACB is updated to reflect its location. Essentially, the schedule of subactivities allocates time from the block schedule and students from the available enrollment in such a way as to reflect grouping practices employed in the school program being simulated.

The simulation process itself uses a time-slice approach whereby time is initialized at the earliest time on the schedule and incremented by regular amounts (the mud lengths) until the end of the schedule is reached. At each interval, terminating activities return their resources and students to their respective eligibility pools. New activities are assigned particular students from the available student pool and characteristics are generated reflecting the information contained in the file of activity descriptors. These attributes are generated reflecting the information contained in the file of activity descriptors. These characteristics include: 1) the nature and equipment required, 2) space per student, 3) a distraction factor, and 4) a group type indicating specifying whether a group is working as a group or as individuals and whether the group is supervised or unsupervised.

When the new activities have been completely characterized, the program makes an assignment of activities to spaces in such a way as to find a reasonable fit between the activities and the spaces which are available for them. The problem of assigning activities to spaces is a particular instance of the linear programming assignment problem which is not solvable by normal methods because of the space/subspace relationship on the input floor plan. An algorithm which finds approximates to optimal solutions can be found in Bregar (1974).

Once activities are assigned to spaces, the ACB's of the new activities and those of process at the current time interval are scanned and space utilization figures are compiled. At the end of the simulated day, all of the space utilization figures plus other compiled information is output for analysis. The school designer can then modify his design, if appropriate, and restart the simulation.

Outputs of the program include the generated schedule of subactivities, their generated characteristics including furniture and equipment requirements, and a summary table which gives for each activity starting time in process.

1) the activity name
2) start and end time of the activity
3) number of students assigned to the activity (an optional listing of students by student numbers is also available)
4) area of space required by the activity
5) name of the space assigned to the activity
6) area of the space assigned
7) ratio of space utilized to space available for the activity.

Following the list of scheduled activities, the percentage of space in use of the total available institutional space is computed for each time step. At the end of the day, the percentage of use of each space in terms of its total time available is output.

The distraction factor is an indicator of the potential for an activity to distract an activity in an adjacent space with no intervening walls.

1. Although there has never been a single monolithic system which could be defined as a traditional methodology, there are certain characteristics which could be generally attributed to the concept. Among these are: 1) one teacher per class organization, 2) an age graded division of students, and 3) an emphasis on teacher-centered group instruction.

2. The multunit school concept is based on 1) a team of teachers administering one of several independent units in a school, 2) non-graded division of students, and 3) individual, one-to-one (student-teacher) small group and large group instruction emphasizing the student as an individual.

3. The program will currently accept multunit and traditional program designators.

4. Space use can be computed either by employing figures from the observation phase or by using a selection of derived optimal space feet per student estimates based on furniture and configuration combinations.
With these outputs a school designer can evaluate the way the spaces he has designed will likely be used. If he wishes, he can then adjust the floor plan, or any of the parameters to see their effects before deciding upon a final design.

4. Results

An example of how the program can be used is presented in this section. Figure 4 represents the floor plan of a pod from an open plan school which was observed during the observation phase of this project. The dotted and dashed lines depict observed subdivisions of the space in which activities were carried out. The space was designed for a maximum enrollment of 150 students under the multiunit program. The hierarchical relationship of spaces is evident in the figure. The area of the entire pod is 7025 sq ft and subspaces range from 41 to 1815 sq ft.

Assuming the floor plan configuration shown, the question could be asked, “How would this floor plan function if its enrollment were 200 instead of 150 students?”

To establish a benchmark, the simulation program was run so as to simulate the observed school with its observed enrollment on its own floor plan. The complete output which is given in (Begat, 1974) showed that the generated schedule of subactivities and their characteristics was representative of what had been observed. Increasing the enrollment by 1/3 resulted in an expected increase in the number of subactivities for each activity. There was a consequent general increase in both the number of spaces which were put into use as well as the number of modules for which a given space was occupied. This is evident from the space usage summaries shown in Table 2 and Table 3. However, many of the spaces were used less than 60% of time available — some of these, of course, were not available when their parent spaces or subspaces were occupied. Out of 117 scheduled subactivities only 13 were not assigned spaces. It should be noted that there were spaces available at these times, however, they were not considered usable by the assignment algorithm. With this in mind, the conclusion can be drawn that there is adequate space available for 200 students in the pod.

A second test run was made utilizing a 150 student enrollment but removing space C27 from a floor plan. (C27 has been shown on the benchmark run to be a lightly used space.) Results from second run indicated that the activities assigned to C27 could have been assigned to other available space with no other noticeable difference in the functioning of the school.

Space C27 had an area of 165 sq ft. At the cost of $20 per square foot, elimination of this space could have resulted in a savings of $3300 in the cost of the school.

5. Summary and Implications

A description of a system for simulating the activities of an elementary school operating under a particular educational program has been given. Through direct observation, a model for an educational program was prepared and computer programs were described which could apply a specified model to a proposed school floor plan. Results from the program can be used to evaluate the functionality of a floor plan, which, if necessary, can be revised and reevaluated before building a school which might not meet the needs of the proposed educational program to be implemented.
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Table 1
Sample Block Schedule

<table>
<thead>
<tr>
<th>Time</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:30</td>
<td>Language Arts Block</td>
</tr>
<tr>
<td>9:00</td>
<td>Physical Education Group 1</td>
</tr>
<tr>
<td>10:30</td>
<td>Math Block</td>
</tr>
<tr>
<td>11:30</td>
<td>Lunch Hour</td>
</tr>
<tr>
<td>12:30</td>
<td>Study Hall</td>
</tr>
<tr>
<td>12:30</td>
<td>Music Group</td>
</tr>
<tr>
<td>12:30</td>
<td>Physical Education Group</td>
</tr>
<tr>
<td>12:30</td>
<td>Art Group</td>
</tr>
<tr>
<td>1:00</td>
<td>Math Block</td>
</tr>
<tr>
<td>2:00</td>
<td>Recess</td>
</tr>
<tr>
<td>2:15</td>
<td>Language Arts Block</td>
</tr>
<tr>
<td>3:15</td>
<td>End of Day</td>
</tr>
</tbody>
</table>

*Entries in the second column represent activities which take place outside of the observed space but do not involve all the students. Those students which remain in the space continue the activities in column 1. When an activity in column 2 is completed, the group returns and continues the activity specified in column 1.*
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### Table 2
Summary of Space Use

<table>
<thead>
<tr>
<th></th>
<th>ROOM 'n LS'</th>
<th>ROOM 'n HS'</th>
<th>TOTAL LS</th>
<th>TOTAL HS</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>A2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>A3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>B1</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>B2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>C1</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>C2</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>C3</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>D1</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>D2</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>E1</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>E2</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>F1</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>F2</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>G1</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>G2</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>H1</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>H2</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>I1</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>I2</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>J1</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>J2</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>K1</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>K2</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>L1</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>L2</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>M1</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>M2</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>N1</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>N2</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>O1</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>O2</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>P1</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>P2</td>
<td>34</td>
<td>34</td>
<td>34</td>
<td>34</td>
</tr>
</tbody>
</table>

### Table 3
Summary of Space Use

<table>
<thead>
<tr>
<th></th>
<th>ROOM 'n LS'</th>
<th>ROOM 'n HS'</th>
<th>TOTAL LS</th>
<th>TOTAL HS</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>A2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>A3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>B1</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>B2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>C1</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>C2</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>C3</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>D1</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>D2</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>E1</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>E2</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>F1</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>F2</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>G1</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>G2</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>H1</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>H2</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>I1</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>I2</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>J1</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>J2</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>K1</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>K2</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>L1</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>L2</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>M1</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>M2</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>N1</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>N2</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>O1</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>O2</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>P1</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>P2</td>
<td>34</td>
<td>34</td>
<td>34</td>
<td>34</td>
</tr>
</tbody>
</table>

Notes:
Electronic media have given us new eyes and ears. With them we can see into new dimensions, toward new frontiers, the outer worlds of space and the inner worlds of thought and knowledge. In these explorations, computers are at first our tools. Quickly they become the key, the door, and much that lies beyond. We know the beginnings, but not the boundaries of these new worlds.

As educators we accept in varying degree two roles: that of explorer—discovering and teaching ourselves—and that of guide—sharing what we and others learn, forging new paths. The shock of our future/present is that neither role may be neglected. The frontier is too diverse and advances much too fast to be lost sight of. As guides we must teach what is known, and more importantly, what will be known.

Access to new worlds today is very uneven. It varies from place to place, depending much on hardware, software, and expertise. Different disciplines find themselves more or less suited to immediate computer use. More in the case of mathematical sciences, less in the data base sciences, humanities, and arts. The views given here originate in a fortunate place, the University of California at Irvine, and represent considerable experience in a most mathematical subject, physics. They are thought, nonetheless, to be quite general.

FINDING NEW WORLDS

"New Worlds" is the title of one Physics Computer Development Project proposal given support by the National Science Foundation last year. It aims at developing breakthrough subjects, graphic communications, and intelligent natural language interaction. Collectively, these elements become literal play worlds wherein subject knowledge can be represented, manipulated, and made into new conceptual experiences. The casualness, immediacy, and general accessibility of these worlds make complex and powerful ideas into toys for widespread use and experimentation. Teaching and concept testing in higher education can look to Piaget-like approaches. The strategies for doing this are based on firm successes with several existing educational programs.

Development of new conceptual worlds is perilous in its apparent over-choice. Computing can do many things—which should we support, given limited resources. For educators the temptation is to teach what we already know, to deal with new discovery later. Unfortunately all instructional development takes time, whether it is good or bad, useful or not. Schools lacking computers and/or specialized software readily view those as the critical barrier. Yet in places where all such things are available, the long haul of real development is clearly just begun.

Against today's slow development of effective teaching material, we have an explosive use of computers in subject research. As a medium, computers are transforming their subjects. In this situation, the impulse to use them to teach what is already known can guarantee instructional obsolescence. In physics, for example, many programs are being written to teach specialized analytic methods. Researchers, on the other hand, now make heavy use of more general numerical methods. These wait in the wings. Every expansion of computing that widens the use of existing educational programs invariably gives us the computing power to bring more relevant numerical methods into what we teach.

To survive very long, the new worlds we create on computers must be computer worlds. They must contain within them the unique computer methods which are most effectively changing the subject. To assure this, we should look to the computer breakthroughs, to areas in any discipline where old knowledge is encompassed and new knowledge is abundantly promised.

It may be possible to overdo in pursuing the future, of course. Today's view cannot be totally ignored. Colleagues and supporting agencies often look for immediate gains in processes they already understand. Good teachers have important things to say now, and the computer can be used to do it. We should seek good teaching everywhere. It is something else to ask computers to do it better, to revolutionize the way we teach. It is a good bet that for today's world the computer revolution may never come. Computers may never do what is done today more effectively, traditional subjects may always be taught in traditional ways. Pricing otherwise may be non-
productive and why bother. Every area that uses computers heavily for research does so for a reason, most often because there is no other way, there is no real competition. These are the new worlds, they already belong to the computer.

NEW WORLDS, WHAT WE MAY SEE

It is probably fair to say that no one has yet seen computer worlds as they will some to be seen. Arthur Clarke has called computers one of the great unanticipated inventions of history. None of our great dreamers in science fiction or elsewhere prepared us for computers. With all that has been written that is still the case. Our most absurd guesses find technical solutions almost as soon as we guess them. Computers talking, seeing, thinking—whether you concede that these things are happening now or will happen soon depends as much on your definitions of these words as on the facts of computer behavior. If you believe that simple animals can do these things, it is increasingly difficult to deny them in computers.

These issues need never be settled. However, they do relate to what we expect as the near and distant futures of computing. Our choice of what we will try to do now is very much limited by assumptions, our inherent perception of what computing is and what it can become. In a sense, the New World Organization detailed below is a clear product of today's thinking, a pragmatic acceptance of today's resources. It exists now. It is very different from C.A.I. because we think computers are and should be something very different.

We expect that real computer worlds will be based on uniquely electronic forms of interaction. They won't be like books or like lectures, movies or TV. The future will say, "like computers," or some other word and know the difference. We can only guess, but some guesses are better than others. First, they will be graphic to an extent undreamed of. To those who have developed educational interactions in both words and pictures this is obvious and assumed. Educational programs without graphics were infinitely resistible; with graphics the arguments are few and far between. For authors, the transition is irreversible.

More powerful than experience are certain facts of biology. Iconic perception, the recognition and processing of visual patterns, is orders of magnitude more efficient for humans than other sensory means of communications. Between the parallel processing of pictures and the serial processing of words, there seems no competition. Having both is, of course, very nice indeed. Computers and vision are fundamentally matched, they share the same physical realm and limitation—the speed of light.

A second and related guess is that new computer worlds will appear as they must appear to make humans comfortable. Apart from transient hardware limitations, design will be dominated by psychology, human engineering, and the limits of programming skills and imagination. It is already clear that the harsh, domineering, "do not fold, spindle or mutilate" image of early computers has nothing to do with computers per se. Like today's language limitations, the feel of the interaction is restricted by the willingness of programmers to put themselves out for the user. Somewhere they draw the line, making their own lives easier, often citing the logical growth that comes to users from knowing at least that much "computereze." Fortunately, computer science builds upon itself. More accommodating programmers react to the user's natural desires; until, we presume, those desires will become the dominant specification.

If we consider what users may want, we find few universal models for a comfortable, interesting, and reasonably predictable world that can match the computer's potential complexity. One obvious possibility is a world that looks like another human being, perhaps in the guise of teacher, guide, or playmate. This choice is particularly efficient, assuming that both parties are intelligent. Contexts and meanings can be understood. As between humans, we can have large areas of mutual assumption. The conventions learned since birth through continuous human interaction can be extended to machines, commanding very complex responses without new or specialized skills. Still the computer's graphic expressiveness can clearly exceed a human's, other real world analogies will be necessary. Possibly it will be the view from a car or airplane, through a TV set, or ultimately a hybrid environment with the computer behaving both as a physical situation and as a set of explicit or implicit personalities.

CREATING NEW WORLDS NOW

Suppose one takes these views, goals, and speculations seriously and attempts to pragmatically implement them. Presumably even a substantial approximation to such a world could have value and much can be learned just trying. A kind of "proto-world" of this type was written by the author several years ago with the guidance and assistance of Alfred Bork. The result was called MOTION and has become an important experience for many students at Irvine, involving 1,000-3,000 student sessions per month. The enormous success of a program "that you just talk to" led to other experimental programs, like QUANTUM, and the New World programs now under development.

We have chosen to begin work in several subject areas: physics, chemistry, mathematics, art, and potentially in physiology, biology, and social science. Within these areas of interest several worlds are being created, often sharing key resources. The dominant activity is extraction of new graphic knowledge from mathematical bases. New representations and simulations are developed from the application of physical laws, mathematical functions, transforms, and operators. Other major activities include symbol manipulation in chemical and mathematical equations, aesthetic and symmetry group analysis, and the self-generation of data bases. More precise specifications for the initial worlds are developing as work begins.
The basic structures for these worlds have already been developed in MOTION, QUANTUM, GRAPH and other programs. The remainder of this paper will look at the details of that particular New World approach.

NEW WORLDS, MICROSTRUCTURE

Irvine's New Worlds consist of many small pieces. Individually many of these might be recognized by a research programmer or an author of computer-assisted instruction (C.A.I.). The elements most responsible for generating new knowledge are those labeled facilities or resources. Picked for their power and generality, each of these contains (1) a data structure, (2) numerous data manipulating subroutines, and (3) an analysis scheme that recognizes the pertinent data in every request for that facility. For lack of a better name, we call this latter recognition scheme, the "local intelligence," since it often looks at context and assumes a great deal of information for each use of a particular resource. This is a vital function in making the program human and interactive. Characteristically, activities that involve computational units exceeding three to five seconds are shunned completely. This makes it possible to always do something. If the assumptions are inappropriate, users can then proceed to make themselves more explicit.

Facilities are inherently looping structures. They accept requests; they analyze them, setting subroutine and database parameters; they modify or display information; and then they loop back to the start for a new request.

The second distinct microelement produces dialog with an author. The techniques of branched programmed instruction are often used here. This discussion is typically short, detailing a particular topic or idea. It supplies definitions, examples, test questions, and other informative elements. With a few important differences, discussions look very much like short, traditional, C.A.I. lessons. They represent the formal intervention of guides or instructors into the otherwise free play between users and facilities.

Discussion elements are first written into new worlds to provide minimal instructions on the use of facilities. Feedback expands them to further ease the interaction. If resources are well chosen, they must lead many user-authors to new discovery or to powerful examples of known phenomena. Author experience in a given world can be fed back, laying out productive paths, and reflecting the importance of particular choices.

A unique element in New World dialog is the root program or central intelligence. It is most responsible for the personality or outward appearance of the program. Following the QUANTUM model, New Worlds begin with two simultaneous presences: a conversational guide, who talks with text and animated graphics, and a graphic viewport that treats the program as a global map. Flying into the globe uncovers progressively deeper content maps. Ultimately these descriptors give way to participation in the labeled process.

The root's primary task is to respond intelligently to any unanticipated user statement. Every such situation is considered a possible attempt by the users to change the subject or ask questions of their own. Anything the world can do or or say, it will do whenever asked.

The central intelligence is responsible for moving users to requested information or facilities and for maintaining an intelligent conversation. It does this in ways, independent of the subject. What it knows of the content comes from vocabularies supplied with each facility and discussion. It possesses short and long-term memories and uses these in conversational protocols. It can repeat things, go back. It can suggest new topics. Important points are remembered and suggested whenever the user appears undecided.

NEW WORLDS, MACROSTRUCTURE

A flexible, organic environment is needed to accommodate expanding resources and continuous feedback from many author-explorers. Typically the user is in immediate contact with only a small active portion of this world. The greatest bulk of any world can lie dormant until called. There are many hardware/software configurations that permit this. The active part may be a mini or a very intelligent terminal. It may be the in-core time slice of a larger timeshared computer. The dormant mass may be the single master copy stored on magnetic or video disc, locally or at some distant site. New Worlds develop information either about the user or for his future use or for modification and growth of the program itself. This requires volatile space, organized by program and by user.

Irvine's proto-worlds are written for a timeshared computer. Complete load modules exist on discs. Typically they are several hundred thousands of words long, combining DIALOG (graphic and language analysis macros) and FORTRAN (numeric routines). This mass is highly structured in an expandable set of overlays. At any given time the overlay pattern in memory is a small fraction of the total. We try to keep this ready component at 20-25K words or less. Larger partitions, while possible, usually face discrimination by systems of time and resource sharing. The overlays in memory furnish discussion, facilities, and a vocabulary for dealing with the present topic, they can also pull in related topics.

The central intelligence possesses a simple keyword set that it uses to detect complete changes in subject. To go further, it swaps (overlays) into memory the appropriate subject vocabulary. If it has repeated difficulty, it reorganizes itself to include the entire world vocabulary at the temporary loss of previous content.

The purpose of the vocabularies is to provide the central intelligence with descriptors of each topic and with simple keyword tests to sort out the most appropriate response to any input. Initially only simple sorting is needed. Computer dialog is seldom limited by its ability to understand user input, more by the willingness of authors to provide many responses.
Once the most appropriate topic has been brought into core, more detailed syntax analysis can be performed. In the case of very powerful facilities, analysis may involve parsing (compiling formulas into machine code) or elaborate symbol translations.

A BEGINNING

New Worlds create new educational opportunities using powerful methods unique to the computer. They are not merely computers assisting instruction nor instruction from computers. They are an interactive result, more than both and different from either. Their creation depends upon both cooperation and division of labor between educators, content specialists, and computer scientists.

Invariably our most successful developments differ markedly from what we began with. We expect that New Worlds will assume their own forms through use and feedback. Development is organic and evolutionary rather than the final fulfillment of some grand and predetermined plan. We start with seed worlds at Irvine. Potential world developers break off the subject free root and certain dialog facilities from existing programs. This structure is a complete dialog. It can talk to the author; it knows about dialog writing, but nothing about its future content. It embodies the experience and combined efforts of previous developers, but it can be changed in part or "in toto." It is just a beginning.
The Use of Computer Modulated Drawing in the Teaching of Art

Charles M. Williams
Computer Science Department
Virginia Polytechnic Institute and State University

The figures shown in this paper are examples of "Computer Modulated Drawings". They were derived from a single source drawing and were produced by software developed by Williams [1] to allow artists to use a computer as a tool in rendering their own work. The process uses a Visicon Automatic Digitizer [2] to convert a hardcopy drawing into digits which are then manipulated by graphic collation software [3,4] into data structures which isolate and mathematically describe the geometry of the various lines which compose it. These data structures may be used as a direct source of commands for a digital plotter. Modulation occurs when the mathematical descriptions themselves are dynamically perturbed at the time of plot generation.

The simplest form of modulated art is no modulation at all, and the results are a faithful pen and ink reproduction of the original drawing. Heavier modulation results in a work which retains the general holistic form of the original but which has been rendered in a completely different style. The process is totally automatic and rapid, requiring (for the figures shown) roughly two minutes for digitizing, four minutes for graphic collation (on an IBM 370/158) and twenty minutes for plotting. Graphic collation times are roughly linearly proportional to the amount of line data present, and plotting times vary with the complexity of modulation. The entire system is parameterized and does not require a knowledge of computer programming. Each type of modulation is coded by number, and the degree of perturbation is specified by such variables as amplitude and spatial frequency.

The value of computer modulated drawing to the teacher of art is derived from a capability for allowing a drawing to serve as a single and constant source of data for an indefinite number of variants to it. This permits the detailed and parameterized study of the visual effects achieved by varying line structure, line texture, pen stroking style, etc. in rendering truly constant subject material. Such renditions are not possible by hand, for subtle localized changes in style will inevitably be introduced by the human while redrawing subjective material.

In essence the computer modulated drawing process provides the art teacher with the facilities of a computer darkroom with which to study the effects of different drawing styles on various subject matter. The source data for these studies may be carefully chosen archival works or they may be spontaneously selected drawings from the class itself. The speed of the computer based process insures that results will rapidly be forthcoming even in the case of the most complex and tediously structured design patterns.

The times required by computer modulation are currently largely a function of plotter speeds. Consequently the substitution of a display scope for a mechanical plotter can yield faster, though perhaps visually degraded, results. The plotter, of course, can manually be controlled in its employment of ink color and pen widths. The same data may be repeatedly plotted to yield high quality results on differing grades of paper.

The computer modulation process was expressly designed to give the artist the benefits of a computer while allowing him to perform much of his work in his accustomed environment unfettered by the mechanical and electronic constraints often associated with machines. He prepares his work at his leisure using standard art supplies of his choice. When he has finished he secures his drawing to the surface of a drum which is mechanically rotated past an optical sensing mechanism which records black and white decisions based on the amount of light reflected from the document. Placement of the drawing on the drum requires roughly one half minute and needs no special mechanical aptitude. Digitization proceeds automatically and is completed in at most two minutes.
The digitizer output is fed to a computer which then creates the geometrically descriptive data structures. Modulation begins when the modulation parameters have been specified. The results are plotted mechanically on paper or electronically on the face of a cathode ray tube.

A typical hardware configuration may include a digitizer, incremental plotter, and display scope connected to a minicomputer which can communicate with a larger general purpose computer. The current graphic collation and modulated drawing software system resides in 160K bytes of IBM 370/158 memory but hopefully future systems will totally be resident within the minicomputer itself. It is envisioned that future systems will incorporate computer graphics facilities which will allow an artist to manipulate and modify his drawing interactively.

The art teacher can employ such equipment throughout his domain of expertise in attacking problems in drawing and, hence, in the photomechanical print (etching, lithograph, and silk screen). Beginning students can study the effects of style on rendering simple subjects, and advanced ones can selectively incorporate widely varying modulation techniques in creating arbitrarily complex works. The full power of computer graphics can be invoked to assure that pleasing localized effects on a drawing are not destroyed while others are being developed elsewhere.

In short the computer modulated drawing process provides the teacher of art with a new and exciting tool with which to work. The computer is involved in its appropriate domain of tedium, and the artist retains his dominance in creativity. Though the system is mechanical, the results need not have a mechanical appearance.
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Flower modulated by a beaded pattern created by a mosaic of small squares
Flower modulated by a "needle-point" technique involving gridding on a coarse mesh
Flower modulated by a Myers [5] box pattern consisting of overlapping deformed rectangles.
Flower modulated by a "woodcut" technique using 'hers box patterns of zero width
SUMMARY OF TICCIT PANEL

The first complete instructional use of The MITRE Corporation's TICCIT CAI system will be discussed by the TICCIT project directors at Phoenix College, Phoenix, Arizona and the Alexandria Campus of Northern Virginia Community College. New TICCIT applications in special education for the handicapped and new TICCIT configurations will also be described.
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The future is rapidly crossing the threshold of 1984, but with unexpected anti-Orwellian consequences. We, in data processing, are fearful of maintaining and processing freely acquired data. This is data from individuals who have usually requested that such material be made available to a specific institution for purposes of supporting the individual's future aspirations.

What we are realizing is that by 1984 our primary fear may be of our inability to utilize openly disseminated information. This acutely contrasts the supposed Orwellian nightmare of hidden governmental data gathering and surveillance activities that destroy the individual citizen's right to privacy.

As this time it is difficult to be certain of the exact flavors and shadings of the future legislation which will assuredly be forthcoming. What is required today are not prophesies of the future, but patterns for positive design and action.

What is the heart of our problem today? I do not share the conviction that we must fear criticism or even legal actions for failing to comply with standards and laws which are presently undefined. I do believe that today, as DP administrators, we are expected to take such precautions as can reasonably be expected of a competent professional.

We must act based on what a "prudent man" would be expected to know and do. This list of knowledge is quite broad. It does not specifically require intimate familiarity with the "Privacy Act of 1974" (more properly S 3418). Neither is the prudent man expected to meet all the criteria contained in such texts as the AFIPS, "Security Systems Review Manual"; or FIPS, "guidelines for Automatic Data Processing, Physical Security and Risk Management".

However, a "prudent man" would be expected to be familiar with these documents. He should also be in a position to demonstrate that, based on practical constraints, his DP center is complying with "reasonable data security and legislative expectations"; or, that as a minimum, the DP center has plans which will result in such compliance.

Your role for the future should be active. Begin taking those steps to safeguard data --- steps that a reasonable man would take. And, become active in influencing future legislation. Let your governmental servants hear from you.
"How strange... that 'computers in education' should so often reduce to 'using bright new gadgets to teach the same old stuff in thinly disguised versions of the same old way'."

Papert and Solomon, 1972

A generalized flowchart for program Q is shown in Figure 1. The program begins by asking the user to input his model by specifying the order in which operations (identified by the numbers in Table 1) are to be performed. When the number for an action is entered, the program asks for the next operation to be performed. When the number for a question is entered, the program asks for two operations: (1) the next operation to be performed if the answer is yes (the "yes" branch) and (2) the next operation to be performed if the answer is no (the "no" branch). The program then follows the "yes" branch leading from the question, asking for the operation to be performed following the "yes" answer. It continues asking for operations until a 0 (zero) is entered as an operation number; this means that there are no more operations to be entered. At this point, the program checks to see if it has followed the "no" branch from every previously specified question. If it hasn't, it goes back and begins asking for operations in the most recently specified "no" branch which needs to be followed. If it has exhausted the "no" branches, it stops asking for operations and lists its representation of the flowchart. A sample run of program Q showing the input of a model is given in Figure 2. The model is represented as a flowchart at the left of the figure.

The trickiest part of entering a flowchart is in forming loops. A loop occurs whenever a series of at least two operations is to be performed again. The program recognizes a loop whenever the first two operations in the repeated series (including both branches of a question) are entered and then followed by a zero entry. Thus, to form the loop from "Queue Empty" to "Input a User," operation 1 is entered, then operation 7 with both of its branches, and then 0.

As the user enters a model, the program builds a flowchart. The program's flowchart, a four-column matrix of numbers, is printed when the user has finished entering the model. The first column contains operation numbers. The second column contains operation numbers. The operation in row 1 is the first to be performed. The third and fourth columns contain the row number of the next operation to be performed. If the operation which has just been performed is an action, the row number for the next operation is in the "yes" column.

Program Q--A Queueing Model Program

Table 1 describes operations appropriate for queueing models, which are provided by the BASIC program called Q. There are two kinds of operations required to build a model: actions (which do things) and questions (which ask if things have been done). In Table 1, operations 1 through 6 are the actions and operations 7 through 11 are the questions. There are two operations in the table that are neither actions nor questions--operation 0 (zero) which is used in inputting the model, and operation 12, which is used to obtain information on the current status of model elements.

The programs described in this paper were developed with support from the National Institute of Education while the author was with the Computer Technology Program of the Northwest Regional Educational Laboratory, Portland, Oregon.

---

* The programs described in this paper were developed with support from the National Institute of Education while the author was with the Computer Technology Program of the Northwest Regional Educational Laboratory, Portland, Oregon.
Thus, if we start at row 1 and perform operation 1, the next operation is the operation at row 2, operation 7. The "no" column contains a non-zero value only in rows containing a question. In those rows, the number in the "yes" column is the row at which the operation following a "yes" outcome is to be found, and the number in the "no" column is the row at which the operation following a "no" outcome is to be found.

After it has printed the flowchart, the program asks the user to input values for independent variables and the desired number of iterations for a simulation of the model. The sequencing of operations for the simulation is controlled by a computer COTO: statement which transfers control to the segment of the program corresponding to the operation indicated by the flowchart. The simulation continues until an action leads to an error (see the example in Figure 2) or the desired number of iterations has been reached. When the simulation ends, the program is either stopped or continued as shown in Figure 1.

Program EAT--An Energy Consumption Program

Table 2 describes the operation appropriate for program EAT, a BASIC program having the same generalized flowchart as program Q, but testing models of a different class. Operations 1 through 5 are actions; operations 6 and 7 are questions. Operations 0 (zero) and 8 through 10 are special-purpose operations: operation 0 (zero) closes loops and operations 8 through 10 output the current status of model elements.

The class of models handled by EAT are simple energy consumption models. The system to be modelled is the biological system controlling hunger and eating behavior in an imaginary animal (see Lindsay and Norman, 1972, pp. 595-604). The inputs to the system are the number of hours in the observation period (how long we want to watch the animal), the initial energy reserve (the reserve of energy present at the beginning of the observation period), the goal energy reserve (the energy reserve needed to maintain life), actual incentive value (the incentive value of food available in the environment), the goal incentive value (the incentive value of food that the organism would like to eat), the energy consumption rate (the amount of the energy reserve consumed during one hour of the observation period), and the energy intake rate (the amount of energy generated from the food eaten in one hour of the observation period). These inputs are, of course, the independent variables. The actual values assigned to these variables are unimportant; the concern is with the relation of the value of one variable to the value of another, e.g., whether the initial energy reserve is greater than, equal to or less than the goal energy reserve. The outputs of the system are three behaviors: searching for food, eating food, and sleeping. A sample run of Program EAT is shown in Figure 3.

Final Comments

Program Q and EAT have been described in order to show how the computer can be used to teach new stuff in a new way. The new stuff is the building and debugging of models. The new way is the use of the digital computer as a medium in which to do the building and debugging. There have been other attempts to put model-building into the curriculum; the Man Made World of the Engineering Concepts Curriculum Project, Polytechnic Institute of Brooklyn, involves the use of a special-purpose miniature computer by high school students; William Dorn of the University of Denver teaches math to college students by having them write their own computer simulations; and Seymour Papert and the LOGO group at M.I.T. have taught math to elementary school students using the LOGO language and a programmable "turtle." The present approach differs from these, however, in that there is no need for special equipment like a miniature computer or a turtle, for a special-purpose language like LOGO, or for assuming that students know how to program. All that is needed is a computer, a teletypewriter terminal (assuming interactive programs, though fast batch is certainly possible), any general-purpose language, and at least one person (the instructor, another faculty member, or a student) who can program. Programs like Q and EAT can be created for any class of models by defining the actions and questions to be provided and following the generalized flowchart of Figure 1.

Our work is still in the developmental stage. No full-scale testing has been done, but the high school students who have used the programs enjoy them and seem to be able to use them. One source of difficulty that we have found is that the procedure for forming loops is awkward and sometimes confusing. We are attempting to remedy this problem by allowing the user to enter the word "LOOP" followed by the operation number at which the loop is to end. We also intend to develop programs appropriate for other classes of models. We are especially interested in developing more realistic energy consumption systems which allow the use of limited energy sources and include the need to expend some available energy to produce more energy.
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* Although Papert's work is usually considered "problem solving" rather than "modeling and simulation," the students are externalizing their internal models in giving instructions to the turtle.
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Table 1
The Operations Performed by Program Q.

<table>
<thead>
<tr>
<th>Operation Number</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>End Loop</td>
<td>Used in forming loops. Tells the program that a loop has been completed.</td>
</tr>
<tr>
<td>1</td>
<td>Input a User</td>
<td>Gets next user from pool of potential users not in queue or service facility.</td>
</tr>
<tr>
<td>2</td>
<td>Enter Queue</td>
<td>Puts the user obtained in Operation 1 into queue</td>
</tr>
<tr>
<td>3</td>
<td>Enter Facility</td>
<td>Puts user at top of queue into the service facility</td>
</tr>
<tr>
<td>4</td>
<td>Leave Facility</td>
<td>Outputs user in service facility</td>
</tr>
<tr>
<td>5</td>
<td>Advance Queue</td>
<td>Moves each user in the queue up one place in the queue, i.e., second in line becomes first in line, etc.</td>
</tr>
<tr>
<td>6</td>
<td>Increment Time</td>
<td>Adds 1 to current time; stops program when run time is reached</td>
</tr>
<tr>
<td>7</td>
<td>Need Service?</td>
<td>Determines if user obtained in Operation 1 needs service; prints user number if yes</td>
</tr>
<tr>
<td>8</td>
<td>More Users?</td>
<td>Determines if all potential users in pool have been obtained by Operation 1</td>
</tr>
<tr>
<td>9</td>
<td>Facility Empty?</td>
<td>Determines if there is a user in the service facility</td>
</tr>
<tr>
<td>10</td>
<td>Service Done?</td>
<td>Determines if service on the user in the facility has been completed; prints user number if yes.</td>
</tr>
<tr>
<td>11</td>
<td>Queue Empty?</td>
<td>Determines if there are any users in the queue</td>
</tr>
<tr>
<td>12</td>
<td>Output Current Status of Model Elements</td>
<td>Causes printing of current contents of service facility and queue</td>
</tr>
</tbody>
</table>
Figure 1. A Generalized Flowchart for Program Q.
Figure 2.
A Sample Run of Program Q.

The model contains several bugs. This run reveals one of them.
Table 2

The Operations Performed by Program EAT

<table>
<thead>
<tr>
<th>Number</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>End Loop</td>
<td>Tells the program that a loop has been completed.</td>
</tr>
<tr>
<td>1</td>
<td>Need</td>
<td>Need = Goal Energy Reserve - Current Energy Reserve; prints new value</td>
</tr>
<tr>
<td>2</td>
<td>Current Energy Reserve I</td>
<td>Current Energy Reserve = Current Energy Reserve - Energy Consumption</td>
</tr>
<tr>
<td>4</td>
<td>Desirability</td>
<td>Desirability = Actual Incentive - Goal Incentive; prints new value</td>
</tr>
<tr>
<td>5</td>
<td>Excitation</td>
<td>Excitation = Need + Desirability</td>
</tr>
<tr>
<td>6</td>
<td>Need ≤ Zero?</td>
<td>Determines if need is less than or equal to zero.</td>
</tr>
<tr>
<td>7</td>
<td>Excitation ≥ Zero?</td>
<td>Determines if Excitation is greater than or equal to zero.</td>
</tr>
<tr>
<td>8</td>
<td>Sleep</td>
<td>Outputs hour and the word &quot;Sleep;&quot; increments time</td>
</tr>
<tr>
<td>9</td>
<td>Eat</td>
<td>Outputs hour and the word &quot;Eat;&quot; increments time</td>
</tr>
<tr>
<td>10</td>
<td>Search</td>
<td>Outputs hour and the word &quot;Search;&quot; increments time</td>
</tr>
</tbody>
</table>
Figure 3.

A Sample Run of Program EAT.
USE OF COMPUTER SIMULATIONS IN LOGISTICS MANAGEMENT EDUCATION

David A. Ameen, Ph.D.
Virginia Commonwealth University

On the ground floor of a three-story, reinforced concrete and cinderblock building, located approximately 135 miles south of the Pentagon, a group of field grade officers and senior Department of the Army civilians huddled closely around a table in a brightly lighted conference room. The site of this meeting was near the site of a great Civil War battle—the Battle of the Crater, Petersburg, Virginia. This group had a problem similar to that of the logisticians of the northern and southern forces during the battle for Petersburg—the mission of supplying field forces with the necessary material to support the combat mission. Of course, the task was magnified tremendously; this was the nuclear age, and the implements of war ranged from nuclear weapons and missiles to the individual weapons required by the modern soldier.

These senior army personnel were discussing funding, budgeting, main battle tanks, overhaul scheduling, helicopters, generators to support missile systems, track shoes for tanks, paint, and some nuts and bolts. Their interest and enthusiasm were real and they freely interchanged thoughts, ideas and recommendations.

The members of this group were students attending the U.S. Army's Logistics Executive Development Course at Fort Lee, Virginia, and were actively engaged in a computer-assisted, decision-making logistics exercise known as CALOGSIA. This is but one of several courses conducted by the United States Army Logistics Management Center at Fort Lee, Virginia. The center's mission is to develop management skills of both middle and top level army logistics managers and provide uniform training in United States Army wide aspects of logistics management. This training is required to fill a critical need for adequately trained management personnel in the wholesale logistics system.

The case method of instruction used so successfully by many graduate level business schools was initially selected as the principal method of instruction at the center. The study and analysis of real or fictional cases provides the student with an insight and understanding that is normally acquired only through years of experience. The interchange of thoughts between members of the group, the give and take of lively discussion, and sound logical decision making provide the ingredients for excellent learning. Frequently, however, conclusions reached or decisions made cannot be tested against the situation; they can only be compared against history or left untested. In situations where many complex variables are involved this leads to some frustration since the student cannot live with his decisions or see the results of his actions. To overcome this shortcoming of the case method of instruction and to emphasize learning by doing, the use of computer simulations and business gaming was explored.

A computer simulation used for training may be considered to be an extension of the case method, primarily in two major areas.

The first area concerns student involvement. In a case a student analyzes a situation and attempts to project himself into the roles of the managers depicted in the case. In effect, he might say that had he been Colonel X he would have taken a different course of action or reacted in a different manner; but, had he really been Colonel X he may have reacted in much the same way as Colonel X did. In other words, in studying a case, the student looks at a situation in an objective rather than a subjective manner; whereas, in a simulation he is subjectively involved.

The second area concerns living with decisions. Going back to the previous illustration in which the student stated that had he been Colonel X he would have taken a certain course of action, another student might counter with the statement that had he taken that course of action, six months from now he would be in trouble due to the effects of certain probable events which might occur in the future. However, in a system as complex as the army's logistics system, with the many interacting variables involved, it is almost impossible to predict the effects of these variables on the student's decisions. However, with the use of a computer to simulate the passage of time, the effects of interacting variables on a particular decision can be readily measured. So the student really is forced to live with his decisions.

One of the primary objectives of the center is to train students in effective supply management. In support of this objective, the question
was asked, "What really makes one man a more effective supply manager than another?" It was found that in addition to having the necessary basic attributes of intelligence, flexibility, adeptness, etc., that what made one man a better manager than another was generally years of experience. The question was how could we give the students years of experience in the few weeks they were in attendance at our courses. The answer we found, was to use computer simulations to compress time; thereby, giving students so-called accelerated experience.

Computer simulations are used in nearly all the center's courses. They generally occur at the end of the course serving as a more or less capstone of the course. It is at this point that the students have an opportunity to put into practice what they have been taught.

Described below are three of the center's major computer simulations. All of the simulations have a scenario programmed into the computer which simulates the passage of time and the effects of both student decisions as well as certain real life events which occur in the particular model concerned.

GALOGSIM (A Computer Assisted Logistics Simulation)

GALOGSIM simulates the functions of a commodity management group at an Army National Inventory Control Point. The functions that the simulated commodity management groups perform during the simulation are typical of those performed at a real-life National Inventory Control Point. They are as follows:

- Requirements determination
- Procurement direction
- Distribution management
- Rebuild direction
- Disposal direction
- Controls
- Decision making

The supply management group manages both principal items and minor secondary items and repair parts. The data pertaining to these items are based upon real-life data collected from actual NICP's. The simulation is designed to cover the management of fifty principal items and 450 minor secondary items and repair parts. The group manages the principal items by exercising worldwide control and develop material programs to fund their procurement. The problem of phasing in new items, geographic standardization, repair scheduling, redistribution of stock, initial provisioning and funding face the principal item managers. These problems become more real as the shortage of funds restricts inventory modernization.

The minor secondary items and repair parts range from nuts and bolts to large assemblies. Many of the items support the principal items and maximum interchange of information is required to manage the items properly.

The supply management group controls a distribution system consisting of eight U.S. Army depots. The demands placed on the system are controlled by a scenario and simulations requests placed by customers. To fulfill the demands, the managers take appropriate action to buy new items, repair un serviceables (in-house or contractual), redistribute stock, make direct shipments to customers from vendors and other supply decisions which are possible in the real system. The scenario is a chronological sequence of events that occur in the supply system being managed by each group during the course of the simulation. Since the exercise is designed to simulate four years of operation, the scenario is divided into 48 time-frames, each representing one month of the four year span of the simulation.

Two of the major objectives of the simulation are to provide supply managers, in an atmosphere of real life complexity, opportunities to:

1. Practice decision making in a situation where errors are not costly.
2. Practice better supply management using the latest scientific management techniques. These include economic order quantities, statistical safety levels, probabilistic returns of repairables and different methods of forecasting demand.

In addition to the training benefits, the more sophisticated managers can utilize GALOGSIM as a laboratory to experiment with and measure the results of some of the more recent scientific and mathematical techniques applicable to logistics systems.

CAPERTSIM (A Computer Assisted PERT Simulation)

CAPERTSIM is based upon an application of the principles of PERT (Program Evaluation and Review Technique) which is recognized as one of the more powerful management tools to emerge into the forefront in recent years. This system is now almost universally utilized by the military services in managing their complex weapons systems projects. The Navy Department has stated that it was due primarily to PERT that they were able to have in being an operational Polaris missile system two years ahead of schedule.

One may ask, "Just what is this new management tool and what makes it so powerful?" In concept one may reply, "It is simply a method of planning and controlling interdependent activities in order to determine potential problem areas and insure timely completion." However, in detail, PERT is much more than this. It is an entire system for planning and evaluating progress in the development of complex weapon systems. It is the scheduling and monitoring of thousands of items which make up a complex weapon system, many of them involving research and development which in itself is difficult to schedule and predict precisely, that makes weapon system management so difficult and the PERT technique so valuable.
An apparently unimportant event at a subsystem level, which could easily escape the attention of an overall weapon system manager, could mean a major system delay at some point in the future unless corrective measures are taken immediately.

For example, a two-week delay in the shipment of a tiny bearing for a gyroscope might seem unimportant to the system manager of an ICBM missile program. But this could result in a three-month delay in actual flight testing because of a shortage of launch facilities when the missile finally is delivered.

Using linear programming techniques adapted to include statistical (probability) concepts, and digital computers to speed the analysis of interrelationships between the thousands of weapon system elements, PERT provides managers with all information required to effectively manage the system.

Recognizing the critical need for training project managers in the use and application of this concept, USALMC developed a PERT simulation involving cost-time trade-offs.

CAPERTSIM simulates the management of a complex developmental type project utilizing the management tool known as PERT. Activities and events within the project are depicted graphically in network form showing all interrelationships and time dependencies. Each activity has an associated cost as a function of time.

The function of the Simulated Project Management Group is to achieve timely project completion at minimum cost in light of statistical probabilities. CAPERTSIM is designed to cover six reporting periods, each of which simulates 20 days of real time. The students are furnished computer-prepared situation summaries at the end of each reporting period which clearly point out critical and potentially critical elements in the program and their probable effect on the overall system schedule. A scenario is programmed into the computer which simulates the passage of time and the effects of simulated real life events. These in turn evoke management decisions on the part of the students.

Some of the objectives of CAPERTSIM are to provide students, in an atmosphere of real life complexity, experience in:

1. Evaluating cost-time relationships and trade-offs.
2. Evaluating effects of alternative courses of action.
3. Decision making under uncertainty.
4. Group dynamics.
5. Utilizing PERT as a scientific management tool in conjunction with a computer to assist in implementing management by exception techniques.

CAPERTSIM (A Computer Assisted Repair Simulation)

In this simulation managers are placed in a maintenance environment in which they must determine the optimum maintenance policy for replacement of parts on each of several items of equipment. It permits the testing of four different repair part replacement policies in order to determine the optimum policy. These policies are as follows:

1. Replace individual parts only as they fail.
2. Replace all parts when one fails.
3. Replace a part which fails and replace all other parts which have been in use for X no. of hours or more.
4. Replace all parts after X no. of hours of operation or at time one part fails, whichever is earlier.

Each piece of equipment is tested for a period of fifty thousand hours of operation under each of the different policies to determine what the cost would have been had that policy been implemented. The computer simulates the 50,000 hours of operation in approximately five seconds. This is done by the Monte Carlo technique, knowing the probability distribution of failure for each piece of equipment. In effect, students are able to measure what the results of a particular decision would be before they actually implement it.

As more advances are made in the state of computer technology and as more experience is gained in computer simulations, future uses of computer simulations as an aid to education and decision making should increase considerably. Complex operations will be reduced to mathematical models capable of being programmed on computers with complete quantification of all the interrelationships existing within the operation. Managers and students will then be able to more adequately measure the results of a particular decision with a very high degree of validity. The use of probabilistic rather than deterministic models will also greatly enhance the education and decision making process. As a result, significant advances in the scientific methodology applicable to decision making should be made and result in more efficient and effective decisions being made at every level of operation.
THROWING DICE BY COMPUTER
Alan L. Breitler
Associate Professor
Montgomery College
Takoma Park, Maryland 20012

In order to teach students at Montgomery Community College about probability and the way it manifests itself in our daily lives, a computer program DICE (VERSION 1) was devised which permits students to "throw" a pair of dice 5000 times in a few seconds, and then analyze the results.

It can be seen that the distribution of probabilities is symmetric about 7, which has the highest probability of occurring.

To verify these theoretical probabilities the student runs the DICE 1 program which "throws" the dice 5000 times and prints actual probabilities. (The student is encouraged to use another program to get a chi-squared value on the actual versus theoretical probabilities to determine the significance of any difference that may appear).

Once the student is satisfied that the probabilities predicted by theoretical considerations are verified in practice he can proceed to the next step - simple loading.

The simple loading program DICE (VERSION 2) prohibits certain values from appearing on each of the two dice, thus one die may be prohibited from coming up with a 3 and the other die will never appear with a 4. Prohibiting this combination, many students believe, will somehow decrease the number of 7 totals and the probability of a 7 total appearing. Students are generally surprised when they discover that a greater probability of 7 and more sevens result from such loading.

Program Flow Chart for DICE (VERSION 1)

1. SELECT TWO RANDOM VALUES BETWEEN 1 AND 6
2. COMPUTE THE SUM OF THE TWO RANDOM VALUES
3. INCREMENT THE COUNTER FOR THE COMPUTED SUM BY 1
4. IF < 5000 TIMES?
   Yes
   PRINT SUMS, CORRESPONDING COUNTERS AND THEORETICAL PROBABILITIES
   END
   No
The probability of a 7 total has increased from 1/6 to 1/5!

Many other interesting combinations have been tried with sometimes equally surprising results.

Some students, unhappy with the arbitrary nature of the simple loading, decided to write a program which more accurately simulated real events. They constructed a routine which permits fractional loading in which a certain percentage of values are rejected.

Thus a 3 on one die might be acceptable 60% of the time and a 4 on the other 45% of the time. The implications of the results are not yet clear, but these students are gaining a greater knowledge of probability theory through their computer-aided investigation.

The probabilities of each total are calculable by means of the following:

$$P = \frac{\text{# of times total appears in table}}{\text{total # of possibilities}}$$

The total number of possibilities is 36 (i.e., $6 \times 6$). The probabilities and approximate percentages for each total are:

<table>
<thead>
<tr>
<th>Total</th>
<th>P</th>
<th>%</th>
<th>Total</th>
<th>P</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1/36</td>
<td>.0278</td>
<td>7</td>
<td>1/6</td>
<td>.1667</td>
</tr>
<tr>
<td>3</td>
<td>1/18</td>
<td>.0556</td>
<td>8</td>
<td>5/36</td>
<td>.1389</td>
</tr>
<tr>
<td>4</td>
<td>1/12</td>
<td>.0833</td>
<td>9</td>
<td>1/9</td>
<td>.1111</td>
</tr>
<tr>
<td>5</td>
<td>1/9</td>
<td>.1111</td>
<td>10</td>
<td>1/12</td>
<td>.0833</td>
</tr>
<tr>
<td>6</td>
<td>5/36</td>
<td>.1389</td>
<td>11</td>
<td>1/18</td>
<td>.0556</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>12</td>
<td>1/36</td>
<td>.0278</td>
</tr>
</tbody>
</table>

Probabilities now are as follows:

<table>
<thead>
<tr>
<th>Total</th>
<th>P</th>
<th>%</th>
<th>Total</th>
<th>P</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1/25</td>
<td>.04</td>
<td>7</td>
<td>1/5</td>
<td>.2</td>
</tr>
<tr>
<td>3</td>
<td>2/25</td>
<td>.08</td>
<td>8</td>
<td>3/25</td>
<td>.12</td>
</tr>
<tr>
<td>4</td>
<td>2/25</td>
<td>.08</td>
<td>9</td>
<td>2/25</td>
<td>.08</td>
</tr>
<tr>
<td>5</td>
<td>2/25</td>
<td>.08</td>
<td>10</td>
<td>2/25</td>
<td>.08</td>
</tr>
<tr>
<td>6</td>
<td>3/25</td>
<td>.12</td>
<td>11</td>
<td>2/25</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>12</td>
<td>1/25</td>
<td>.04</td>
</tr>
</tbody>
</table>
1. PRINT "VERSION 1 ON 2";
2. INPUT V
3. IF V=2 THEN 180
4. DIM C(13)
5. RANDOMIZE
6. FOR X=1 TO 5000
7. U=INT(RND*6)+1
8. U2=INT(RND*6)+1
9. IF U=2 THEN 210
10. T=D1+D2
11. C(T)=C(T)+1
12. NEXT X
13. PRINT "TOTAL","COUNT","%"
14. FOR Y=2 TO 12
15. PRINT Y,C(Y),.01*INT(C(Y)/.5)
16. NEXT Y
17. GOTO500
18. PRINT "ENTER FORBIDDEN VALUES 1,6"
19. INPUT F1,F2
20. GOTO10
21. IF D1=F1 THEN 30
22. IF D2=F2 THEN 40
23. GOTO50
24. END

TIME: 6.60 SECS.

VERSION 1 ON 2 ?
ENTER FORBIDDEN VALUES 7,8
TOTAL COUNT 1
  2    139   2.78
  3    262   5.24
  4    463   9.26
  5    593  11.86
  6    636  12.72
  7    787  15.76
  8    717  14.3
  9    572  11.44
 10    416   8.32
 11    277   5.54
 12    139   2.78

TIME: 5.91 SECS.
ADHINISTPATIVE AND INSTRUCTIONAL COMPUTING IN MINORITY INSTITUTIONS

Background

Many of the minority institutions are feeling the pressure to obtain computer facilities for instructional purposes. Because they are relative small (enrollments at most are less than 5,000), the immediate question which arises is "can we also make use of the computer for administrative functions, such as registration, grade reporting, accounting and alumni affairs," and, of course, the answer is "that depends--.

During the late fifties there were numerous opportunities for institutions (even large universities) just getting started to attend meetings and workshops to learn, share and discuss various alternatives, approaches, and techniques of using the computer for research, instruction and administrative data processing. This continued through the sixties for smaller institutions.

Administrative Computing

Such meetings as the Machine Records Conferences, the annual meetings of the Association for Educational Data Systems, CAUS, COMMON, CULUG, etc., became more sophisticated and in some cases equipment dependent (user groups). Many of the minority institutions have neither the equipment resources or experiences to participate in such meetings today. On the other hand a few have such resources and experiences which can and should be shared with their sister institutions. It has been proposed that the Association for Educational Data Systems be the catalyst for this exchange.

Conferences such as the Machine Records Conference and the annual meetings of ALBDs attract primarily administrators from institutions having large and sophisticated equipment utilizing in most cases advanced computing technologies and concepts well beyond the experience and resource capabilities of most minority institutions.

Instructional Computing

During the past six years, the National Science Foundation has partially supported six annual conferences on Computers in Undergraduate Curricula (Iowa, 1970; Dartmouth, 1971; SRLB, 1972; Claremont, 1973; Washington State, 1974; and Texas Christian, 1975).

From the start, the Conferences on Computers in Undergraduate Curricula attracted primarily faculty from institutions having large and sophisticated equipment utilizing in most cases advanced computing technologies and concepts well beyond the experience and resource capabilities of most minority institutions.

In 1974 Lincoln University of Missouri received a $151,700 grant from the National Science Foundation's Minority Institution Science Improvement Program to provide for the First Conference on Educational Computing in Minority* Institutions (LCMI/1). The planning and conduct of the conference was contracted to the Computer Science Department of the University of Missouri-Rolla (UMR). Hamblen served as Conference Coordinator and was assisted by Joseph H. Trigg, Instructor of Mathematics, Lincoln University. Basic policy guidelines were

**"Minority" for purposes of the grant has been defined as "four-year traditionally black."
provided by a Steering Committee of representatives from nine minority institutions.

The members of the Steering Committee and their respective institutions are:

Dr. James Frank, Chairman of the Committee and President of Lincoln University; Dr. James Kinard, Benedict College; Dr. Jesse C. Lewis, Jackson State University; Sister Patricia Marshall, Xavier University of Louisiana; Mr. Jesse J. Hayes, Federal City College; Dr. Albert Miller, Delaware State College; Mr. Grover Simmons, Atlanta University; Mr. Fred Stone, Tuskegee Institute; and Dr. Roger K. Williams, Morgan State College.

The Conference was held in the Sheraton-Biltmore Hotel of Atlanta, Georgia during March 23-27, 1975. It was directed at acquainting faculty of minority institutions on the use of the computer to assist them with the teaching and/or learning process, and to inform them of hardware and instructional techniques that may be employed in improving their science education programs.

Approximately one hundred, four-year, traditionally black institutions were invited to submit at least three applications. Two hundred participants were selected from the eighty-six institutions which responded. Each of these eighty-six institutions were represented by at least one faculty member. Selection was based on priorities assigned to the applicants by their institutions. A high priority was given to an applicant who could influence the promotion and/or development of computing at his/her institution, and to those who did not have extensive background in computing.

The major areas represented at the conference were the mathematical, physical, natural, social and management sciences. These areas were represented by twelve disciplines. Each participant attended five group sessions with 5-15 faculty of the same discipline. At these sessions, faculty who had used the computer in their classes presented their materials to the attendees from their discipline. The group leader demonstrated what he has done and how he used the computer in his classes. In addition the four-day conference consisted of five general sessions and seven sessions of a programming short course in a language of the participants choice from FORTRAN, BASIC, and APL.

ACM Consulting Service [LNGLL]

History

The ACM has always regarded educational programs as one of its major missions. Educational activities within ACM led to the publication of curriculum recommendations in computer science in March, 1968, known internationally as "Curriculum '68" [17]. The publication of this document along with the report of the COSINE Committee of the Commission on Education of the National Academy of Engineering [9], and the Park City Conference on Computers in Undergraduate Education [29], all within a year went a long way to define the discipline of Computer Science and focus on key issues in computer uses in education.

The Curriculum Committee on Computer Science of ACM, who prepared "Curriculum '68", believed that it was necessary for the document to be interpreted to potential users. The initial vehicle for this was the ACM Visiting Scientist Program, supported by the National Science Foundation, which arranged for speakers to come to college campuses. In reviewing the accomplishments of this program, it was determined that a broader program was needed than one in which a computer scientist spent part of a day giving a lecture on computer science education.

Thus in June, 1969, a proposal was submitted to the National Science Foundation to provide funds for a more in-depth consulting visit to college campuses in which consultation would be offered in four basic areas:

1) Computer Science Curricula - ranging from the course content of an introductory course in computer science to a complete undergraduate curriculum.

2) Computer Facilities - emphasizing the alternatives available to the schools such as networks, batch systems, time-sharing systems, and commercial services.

3) Computer Uses in Education - showing the activities that are going on in various subject areas where computers are being used and supplying information on where materials could be obtained.

4) Administrative and Budget Matters - dealing with questions such as where, in the school, computer science courses should be offered, who should control the computing facilities, how should faculty interested in computing be trained and recruited, and where are funds available to support computing on campus.

This proposal was funded in October, 1969 by the National Science Foundation, and from that time until July, 1973, the College Consulting Service functioned as a service of ACM.
Procedures and Activities

The mechanics for the consulting visits were constructed to be quite flexible for the college visited:

Visits are usually for two days, although travel requirements may cut into part of this time.

The agenda for the visit is the responsibility of the school. It should be sent to the consultant before the visit. It may include a formal talk to students and faculty, but small group meetings and other informal activities have proven most effective. There should be some opportunity to visit with a few interested students.

Topics such as various aspects of computer use, budget, problems, facilities and equipment, curriculum, student education, and administration can be covered by scheduled meetings with small groups of appropriate faculty and administrators.

A private talk toward the end of the visit with the president or senior academic dean is of considerable value.

Notices of the existence of the program were sent by personal letter to the presidents of most four-year institutions in the country. In addition, announcements of the program were made in the trade literature and at selected professional meetings. Applications were submitted to the program director who made the selection of institutions to be visited and assigned the consultant. Eligibility was left somewhat open.

The program is intended for undergraduate colleges and small universities where undergraduate education is the major objective. Institutions granting the bachelor's degree and accredited by a regional accrediting agency may apply.

In the life of the program approximately 100 trips were made.

The distinction of "small" became quite difficult to make, in that in some cases state colleges with quite large enrollments were just getting started in computer work, and needed as much assistance as the under 2,000 student liberal arts college. Toward the end of the program, several two-year colleges were visited to assess the nature of the problems of computing at these institutions.

The relative emphasis over the years of the lifetime of the Consulting Service showed some changes. Perhaps the most dramatic change was from relatively little discussion of computer science curriculum early in the program to a point where it was the main purpose of the visits near the end of the program.

The early visits dealt mainly with questions of equipment and staff. Interestingly, the institutions in their applications generally stressed equipment selection as their main problem, and the visitor generally found the main problem to be staff.

In the early visits, few schools were even considering a computer science major. Such programs were considered only appropriate for large universities and engineering schools. Furthermore, staff for such programs was not available. With time the staffing problem became somewhat less difficult as graduate computer science programs produced more individuals with advanced degrees, and the schools found that the demand for computer science from entering students and the market place made it most desirable to introduce such programs.

Recommendations

Since the visits were not all alike, there can not be a single set of recommendations that apply to all schools. There were certain trends, however, that were clearly seen in reviewing the series of consultant reports.

Perhaps the single most common problem was the competition, either actual or potential, between administrative data processing and academic computing. Many schools had justified acquisition of their equipment on the savings it would give in administrative record keeping, and even where this was not the case, many administrators looked at the expensive array of equipment in the computer center, and were considering how it could be used for administrative work. The unfortunate part of this is that administrative data processing often became the "tail wagging the dog", and with little, if any cost savings. More information was generally produced by the computerization of administrative activities, but there was seldom any reduction in cost. What usually did happen, however, was that the personnel assigned to the computer center were required to devote a great deal of their time to the implementation of administrative programs, and often much of the available computer time was devoted to this purpose.

2 From the brochure describing the ACM College Consulting Service

3 Ibid.
In those institutions with enrollments of under 1,500 students, Hamblen suggested in the Proceedings of the Rand Conference [23] that there is a question as to whether any administrative computing should be done. He goes on to observe that for schools of under 2,500 students, it is difficult to justify a separate machine for administrative use.

Noting these observations, it does appear that the approach of separate machines for academic and administrative computing is the most desirable thing to do. In this way, conflicts over use should not arise. In many cases this is impractical, and there are some other possibilities. Most schools operate in such a way that students have little opportunity to use the computing equipment in the morning hours, while having needs for computer time in the afternoons and evenings. This could then suggest a firm scheduling scheme which would allow both groups uninterrupted time. Such a schedule should be under the control of the computer center director who would insure fair treatment of everyone.

As important as the problem of scheduling machine time is for administrative and academic work, staff scheduling may be more critical. All too often schools have been in a position where all of the computer staff time is devoted to the development and maintenance of administrative computing. In this case, it appears desirable to assign a separate group within the center, reportable to the director, to handle administrative computing. In this way, there will be a minimum of competition, and the true cost of the administrative operation will be determined.

The position of the computer center in the institutional organization is a variable, partly dependent on local circumstances. Here again, almost every possible combination from part of an academic department to an independent agency working under contract to the school has been seen. It is clear that local circumstances come into play here, but as a general rule for those centers serving all aspects of the campus, the director of the center should be relatively independent, and report to an administrative officer above those he serves. This generally would imply a line to the president of the college or a senior academic vice president. In this way, the center should not become dominated by any single user.

In the life of the Consulting Service it was determined that the recommendation of specific hardware was impossible. As a general rule of thumb, it was determined that a school should anticipate a minimum expense of $50,000 per year to run a computer center and this would be approximately equally divided between equipment and staff. As the center grows this 50-50 split is likely to remain and it was found that the institutions were less likely to anticipate the staff costs than the equipment cost.

The other common recommendation regarding equipment involved the careful analysis of the uses of the system. In particular it is often the case that the equipment necessary for administrative data processing is quite different from that needed for academic computing. This becomes especially important when dealing with small machines, and again points out the importance of justifying and specifying equipment on what its use will be.

The problems of finding adequate staff seem to have improved in recent years. Computer science students, though still not plentiful, are certainly more available, and individuals with experience and backgrounds in the applications of computing are also available. A factor that is working against this, however, is that financial problems have caused many institutions to put a freeze on new appointments, and there has been a tendency to reassign people into the computer area rather than recruiting individuals trained in this field.

The position of director of the computer center calls for coordinating and developing all aspects of computing on campus. It also involves a key role in the selection of equipment, staff and services. There are no specific training programs for such individuals, though some courses in management of computer centers are appearing in university curricula. Where possible the person selected for this position should have experience in management of a computer installation, and in implications of computer applications. This position should be distinct from a position in teaching computer science, or any other department since the center should be independent of other organizational units of the campus; a courtesy faculty appointment, however, and occasional teaching is not inappropriate. There is little practical reason for the computer center director to hold a doctorate, though, it must be recognized that this individual will have a great deal of interaction with the faculty, and it may be necessary for him to hold this credential to achieve the proper respect of the faculty.

The rest of the staff of the center is closely tied to the nature of the work, and cannot be generally specified. It should, however, be recognized that if an organization wants quality programming and operations, it is necessary to have a staff of professionals, and not operate
as many schools do, by leaving the problems of program development and implementation to part time help and amateurs.

Computer Science educational programs should be staffed separately from the computer center, and indeed the computer science department or group should be regarded as just another user of the computer facility. In the case of the academic program it appears critical that the positions be filled with computer scientists. The field has developed to the position of a field of study in its own right, and it is difficult to see how someone not primarily engaged in the field can keep up with the developments necessary to teach at the college level. How large a staff in computer science is necessary depends on the level of activity, but it is difficult to see how there can be less than one full-time person in this capacity.

The necessary ingredient to the development of innovative uses of computers in education appears to be administrative support and encouragement. This can come in many forms and in some ways the easiest is in the recruitment of new faculty members. Many students completing their work are actively engaged in the uses of computing, and are anxious to continue this in their professional life. Another approach is to institute an active program of bringing visitors to the campus who are involved in computer uses in education. In a two or three day period, such a visitor can present several lectures, and at the same time push the faculty into such activities on their own.

Other activities that have proved successful have been specially funded training and orientation programs for the faculty, and support of innovative educational uses through summer developmental grants. In all such cases it is necessary that the administration of the school be committed to such activities and insure that the faculty member so involved receives the proper academic credit for what is a time consuming and demanding task. It should be noted that in many ways the smaller schools, without the emphasis on "classical publication", have a better chance to have faculty members devote their time to innovative computer use.

In considering instruction in computer science the first point to observe is that such instruction has a rightful place in a college of arts and sciences. Many arguments have been presented on this point and it will serve little purpose to repeat them here. Granted that such instruction has a place in the curriculum the question then is how much how soon. Here again local conditions affect the decision, but nearly all schools with active computing activities have some form of computer science instruction. This is what keeps the students excited and active in computing, and in fact it is often the students that insist that such instruction be offered.

"In all too many cases, however, schools have looked at computer science and determined that this is an active field, offering job potential for the students, and perhaps even serving to attract students at a time when many colleges are suffering from declining enrollments. They will often then select a computer user on campus and put him in charge of a "program" that does little more than offer several courses in different programming languages. The fact that computer science is a vital active field that should be represented at most colleges does not excuse such a procedure. It must be recognized that to institute a computer science program is both expensive and time consuming, and requires a commitment by the school at a time that limited resources may demand cutting back in some other areas.

LaFrance and Roth in reporting on a Workshop on Computer Science for Liberal Arts Colleges [22] give some indications as to how the development of a department should proceed. Recognizing that few liberal arts schools would be able to introduce a major, they called first for a strong development of a first course similar to course 81 of "Curriculum '68" [17] or Course 1 of Austing and Engel's report [4], and then as interest and staff develop, offer courses involving things like machine organization and programming, information structures and a survey of computer applications; courses 3, 4 and 2 respectively of Austing and Engel [4]. At such a time as these courses are under control, further work could be added as faculty and student interest dictates. Offering this kind of program would provide a firm base of knowledgeable students, would supply necessary service courses for a variety of students, and combined with an adequate selection of courses from other departments would meet minimum entrance requirements for admissions to graduate programs in computer science for interested students, or for direct entrance into the computing profession.

It should be noted that offering this much of a program requires a full time faculty member, and clearly, to expand these offerings would require more. It is also clear that such courses should be offered as computer science and not in some other department. To serve the service need of the program, a selection of one or more of these courses could be taken with no other prerequisites, and, to offer them in a mathematics department, for example, would only serve to drive away students who are not mathematically oriented.
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Such a program then is within the reach of any school willing to commit itself to one staff member in computer science, it will serve to form a basis for future development of a more advanced program, it will serve a multi-track service need, and it will offer enough background for further work in computing.

The library resource is often neglected in considerations of the development of computer science and computer uses in education. Often the expenses of obtaining equipment are so great that little time is given to think out this pressing need. Most of the references at the end of this paper contain extensive bibliographies of materials appropriate to computer science education and computer uses in education. The selection of such items would provide a start at a good working collection.

It is often easy in addressing questions of educational computing, to overlook the obvious in the specification of details. The obvious needed ingredient to allow for excellence of either computer science instruction, or computer uses in education, is free and easy access to the computing equipment, preferably utilizing one of the user-oriented systems that provide fast turnaround and rapid diagnostics. This must be the first order of business.

Sources of Information

One of the major functions of the consultants in this program, was to direct interested people at the institutions visited to sources of additional information. No listing of such materials could be complete, however, a few items will be noted which have proved valuable.

Certainly any reading into educational computing should begin with the Pierce Committee Report [24]. Though by and large, these recommendations for the proper level of support of educational computing have not been followed, they still serve as an excellent goal. In terms of additional documents in the full range of computing and computer services, three conference proceedings, the world Conference on Computer Education, 1970 [25], the Rand Conference, 1970 [26], and the Park City Conference, 1968 [27] are excellent. Computer Surveys, published by ACM provides a good introduction to various aspects of computing and should be in most libraries. Computing Reviews, also published by ACM provides up to date information on available books, articles, and other materials.

1 Information regarding this journal and other ACM activities, such as the Special Interest Groups, may be obtained by writing ACM Headquarters, 1153 Avenue of the Americas, New York, New York 10036.

ACM has a Special Interest Group on Computer Science (SIGCS). This group publishes a quarterly newsletter dealing with various aspects of computer science education. In June, 1972 SIGCS sponsored a symposium on the administration and management of small college computer center and proceedings are available which cover many of the problems associated with small centers [6].

A number of sessions have been held dealing with the uses of computers in various disciplines. Among these the Iowa Conference [30], the Dartmouth Conference [21], the Atlanta Conference [19], the Claremont Conference [32], and the IIT Conference [5] provide sources of valuable information and programs for computer applications. Sedelow [26] has prepared an outstanding study on computer uses in the humanities. The Human Resources Research Organization (HumRO) is engaged in a overall study of computer-based education and has prepared a preliminary report [27].

In the area of applications, ACM has several Special Interest Groups dealing with computer uses: education (SIGEDU), social and behavioral sciences (SIGSOC), language analysis and studies in the humanities (SIGLASH), and computers and society (SIGCYS). All of these groups publish periodic bulletins and sponsor occasional meetings, usually with proceedings available.

To begin reading on computer science education "Curriculum '68" [17] is a good start. Work reported by LaFrance and Roth [22] and Austing and Ingel [4] have attempted to put computer science programs into the perspective of the small colleges. Reports by Hogner [31] and the Committee on the Undergraduate Program in Mathematics [7] present some additional ideas regarding computer science programs. The ACM Curriculum Committee on Computer Education for Management [3, 28] presents outlines of work in information systems. The COSINE Committee of the Commission on Education National Academy of Engineering specifies the role of computer science in electrical engineering [1], and in subsequent reports outlines specific courses; computer organization [11], a computer-oriented first course in electrical engineering [10], digital subsystems [12], digital systems laboratory course [15], and operating systems principles [14].

ACM has a Special Interest Group on Computer Science Education (SIGCS) which publishes a quarterly bulletin, and this group has held three technical symposia for which proceedings are available [1, 2, 18].
Future

ACM is currently seeking support for a similar consulting program for minority institutions.
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The ten colleges in the experiment exhibited a variety of computing needs and a diversity of preference in choice of computer vendor, configuration, and mode of operation. At the time of the start of the experiment, circa 1969, the purchase of a mini-computer by a small college posed an element of risk few felt they could afford. There was almost no experience based on which to rate the expected performance of a mini-computer in an educational environment, and although many faculty had previous experience in the use of computers, almost none were well versed in the elements of systems selection, software, hardware, or operational considerations. The grants from NSF were intended to partially offset the risk, and the introduction of the SRLB office of the Computer Science Project, plus support for a series of follow-on consultant visits, assisted with the establishment of "reasonable initial computer operations on each campus." The experiment required institutional commitment to provide information about progress and use of the facilities through the three year project period.

The equipment selection process, and associated plans for operation, occurred in a tentative form in February, 1970. In many cases, revisions to original plans continued right up to a month or so prior to delivery. For most institutions, this was the first experience ordering a computer. The early 1970 time frame deserves some reflection. Most major mini-computer vendors were in the process of releasing new lines of equipment which are now considered commonplace. Data General had barely entered the market with its first Nova. Digital Equipment Corporation had just delivered the first of its PDP-11 series. Hewlett-Packard was just beginning to extend the popular HP2000 series computers. It was a time when much of the minicomputer equipment was new even to the sales representatives. To the uninitiated consumer, there was genuine cause for bewilderment. Several colleges planned a system in March of 1970, and by the time of the experiment's start in August discovered new equipment had come into the market with greater appeal. The case for Data General equipment, for example, found some attractively priced new minicomputers available which were completely unknown when the initial systems were evaluated five months earlier.

Some General Observations about Equipment Selection:

Although the ten colleges varied somewhat in the objectives to be satisfied by the minicomputer system, some initial generalizations were apparent.

1. Institutions primarily interested
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of students opted for a batch mode of operation.

2. Three "least costly" systems, all batch or single-user oriented, were priced around $20,000 for a complete system. No single vendor was at the lowest cost end of the scale, with a Data General Nova, a Digital Equipment PDP-8, and a Hewlett-Packard 2114 each contending for lowest price honors.

3. Irrespective of vendor, most institutions opted for a high-speed paper tape reader/punch.

4. Five institutions chose to operate multiple terminals in a time-shared mode. Of these, all but one had at least 12,000 words of memory. (The only college attempting time-sharing with 8,000 words of memory found it needed more during the experiment.)

5. The common characteristic separating the "low-cost" $20,000 systems from the others (ranging upward from $40,000) was the exclusion or inclusion of a high-speed rotating secondary memory device (either a disk drive or a drum).

6. All time-shared systems had a disk or a drum.

7. The two "highest-priced" systems ($91-93,000) were both manufactured by Hewlett-Packard. One has batch oriented and the other time-shared.

8. Although equipment from General Electric, Wang Laboratories, Xerox and Honeywell was included in the evaluation, the "big three" minicomputer vendors (DEC, Data General, and Hewlett-Packard) ended up as the only manufacturers represented.

9. Every installation planned to use BASIC, nine as the primary language. About half felt at least some FORTRAN was important.

Some Conclusions and Suggestions

The major findings of the experiments are presented here with an aim to assist other institutions considering a minicomputer for instructional use. A basic conclusion, expressed unanimously by the ten somewhat varied types of undergraduate institutions, is that a minicomputer system is the best buy source of computing power for most "instructional activities. The combination of low cost, constant availability, control, and the many advantages of an on-campus facility make the minicomputer a preferred choice over known off-campus alternatives.

Many conclusions have a financial basis. Cost statistics and equipment configurations are summarized here. Table 1 of [SWOYER] shows the minicomputer system purchased by each institution, its purchase price (in 1970, for most equipment), and average annual costs. The average annual costs are broken down as "equipment," "salaries and benefits," and "other" components, and include calculation of annual costs per enrolled student. A figure corresponds with a "rule of thumb" statistic calculated in a number of previous experiments and projects. It is useful as a rough guide. In this instance, it must be noted that the annual costs per student include all costs, not simply equipment costs. The figure ranges from $5.40 to $33.24 per student per year, of which equipment costs (often the sole basis for calculating cost per student) range from $2.80 to $17.10 per student per year. In all, it may be noted that 17,450 full-time students were enrolled collectively by the ten institutions, with a mean total annual cost per student of $17.52. (Of that total, $9.30 is the mean annual cost per student for equipment.) The institution which had prior experience using one or two interactive terminals to a remote time-sharing computer, felt the minicomputer source was unquestionably superior. In addition to cost savings (institutions here, and in previous NSF experiments had experienced average annual costs of about $19 per student), greater availability, and other obvious advantages cited above, there was an expressed academic advantage. This is hard to quantify, but includes the advantage of having a facility on which software changes, operating system experiments, and other developmental activities can take place which would not be possible on a large or non-institutional facility. In addition, the on-site system created an atmosphere or center of activity supportive of creative thinking about computing.

Prior to the experiment, the colleges established rough budget guidelines for the various levels of minicomputer systems. The mean estimated total annual cost was $28,130. The actual mean total annual cost turned out to be $21,810. The average annual cost per student was estimated in advance to be $21.42, which compared to the actual cost of $17.52. Thus is was observed that costs were actually somewhat lower over three years than projected.

Equipment costs were found to average 53% of the total expenses. This component of the costs ranged from $4,700 to $22,000 per year with a mean of $11,580. It would be expected that costs for comparable systems would be somewhat below these figures today, although one must not hastily apply a factor of, say, 50%, which may accurately reflect the comparable price of a processor unit today versus
too broadly. Processors and memories have come down in cost drastically. However, most mechanical devices (such as disk drives, tape drives, card readers) have experienced less reduction. Maintenance costs, included here as equipment expenses, have increased. Overall, the minicomputer system of today should probably cost about 80% of the comparable 1970 version.

Other costs, however, have increased. Salaries, benefits, publications, and travel expenses generally total about 25% more than in 1970. Supply costs are 100% higher for paper items than just two years ago. Since salaries and benefits constitute 25% of total annual costs, and "other" costs (largely supplies and institutional overhead) represent the remaining 25%, the end result of a new 1974-75 operation should have a price tag close to par with 1970 costs.

The institutions were queried, after the fact, about typical questions, which might be asked by prospective institutional minicomputer users, and what the answers to those questions should be. The following are some typical questions, with responses, which could be asked by institutions exploring minicomputers.

Question 1: What is the most common oversight when planning a college minicomputer operation?

Response: Underestimating the amount of time needed by the person (faculty member) responsible for the operation, especially during the first year. A minimum of 50% of full-time should be allocated, with more time available during the first year, if possible.

Question 2: What is the most common equipment difference that most colleges would offer if they could redesign the system after several years experience?

Response: The most common change would be a computer with a larger memory. (Eight of the ten institutions gave this response.)

Question 3: What vendor would you choose if you were to "do it over?"

Response: Curiously, the response to this question, in 1973, was a preference for the same vendor previously used. Some qualifications were attached, indicating that perfect satisfaction was not always present.

Question 4: How many students may be adequately supported by one interactive BASIC terminal?

Response: (Answered by the five institutions with interactive minicomputers.) Two institutions responded with 22 to 25, with three institutions answering 10 to 15. The variability reflected the amount of computing required of the "typical" courses. The same question has been addressed by other institutions with interactive experience. A consensus indicates 22 to 25 students per terminal to be a maximum number in a course with modest assignments. More institutions prefer a terminal to serve no more than 15 students in a computing course.

Question 5: Is there a high risk of equipment failure with a minicomputer? Is a maintenance contract a necessity?

Response: Component failure in equipment other than teletypes, card readers, disk drives, and tape drives are almost nonexistent. Following an initial shake-down period (three to six months), every institution that shifted to "on call" service, in place of a monthly contract, reduced its maintenance costs. In most cases, the reduction was more than 80%. The consensus favored maintenance contracts only for mechanical components (if at all) with maintenance of teletypes separate from vendor-supplied service contracts in any event.

Question 6: Has there any indicator that would tend to identify in advance whether an institution would have a successful minicomputer operation?

Response: All institutions achieved successful operations, within a variety of objectives. The quickest achievement of a satisfactory smooth operation (which would probably also tend to maximize successful instructional use) occurred at institutions where (1) prior faculty/staff experience with computing existed in some numbers (10% to 20% of faculty prior to arrival of the
minicomputer, and (2) ample time was provided to allow at least half his time to develop the facility.

Question 7: What are recommended steps in computer selection to assure a reasonable choice of equipment?

Response: If satisfactory computing service is a primary objective, don't be a pioneer. One institution's hints were: (a) buy from an established vendor. (b) Select a time-tested mainframe and peripherals. (Personal visits and calls on customers with the same equipment are strongly advised.) (c) Stipulate in the contract that all hardware and software must be in full operation on-site before any payment is made. Another institution suggested asking vendors for sample systems to run experimentally for a test period. Still another suggested that primary attention should be paid to the availability of time-tested software in the areas of most interest.

Proposed New NSF Support Program

The National Science Foundation is currently considering a new program which has a catchy acronym, namely, MICAT. It stands for "Minority Institutions Computing and Technology.

The emphasis of MICAT is on the development of high quality, culturally specific, computer-based instructional programs. The program takes into consideration the fact that the learning processes for minority group members are different from Anglo-Americans. Thus, the primary thrust of MICAT is on the development of specialized courseware and instructional techniques tailored to specific educational needs and cultural characteristics of minorities. The minorities of concern are Native Americans, Blacks, Hispanics, Asians, geographically isolated Americans, and others which are under represented in scientific careers.

MICAT purports to provide support for the following activities:

1) faculty training programs in computer use technology to the extent that they can adequately select equipment, modify existing courseware, and develop new culturally relevant courseware;

2) dissemination activities which include the establishment of specialized courseware libraries for use by other similar minority institutions and a visiting scientist program to further support faculty courseware development activities;

3) development of well conceived programs of instructional computing on the campuses of Minority Institutions which include both science and non-science majors;

4) provide minimum but adequate computing capability for instructional computing and courseware development efforts;

5) conduct evaluation activities which will focus on the impact of integrating computer techniques into the instructional programs of each group of Minority Institutions independently.

The training and dissemination activities will be supported through lead institutions, or equivalence, which will serve as Centers for Technological Resources (CTR's) for the other similar minority institutions. The other activities will be supported through individual grants to Minority Institutions where appropriate.

Additional information on MICAT will be made available when, and if, the NSF makes it's decision in this regard.
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In an era in which special attention is being focused on alternatives to traditional modes of education, much too little is known or agreed upon concerning the role and impact of educational technology. Indeed, even the parameters of and within the area have not been clearly identified and defined. Reliable and valid statistics on the availability and use of educational technology are presently lacking or open to question. In To Improve Learning (1970), the Report of the Commission on Instructional Technology to the U.S. Congress and the President, attention was called to the lack of reliable and valid data on the use of the technology, the absence of "hard" cost data on the installation and maintenance of television systems in the nation's public schools, and the lack of up-to-date statistics on "Instructional Television Fixed Service" (ITVS) and closed circuit systems.

A major barrier to collecting, analyzing, and reporting reliable information regarding educational technologies is the lack of clearly defined concepts and standardized terminology within the field. The National Center for Education Statistics, State education agencies, and other agencies collect statistics, but have not been consistently handicapped by such lack of standardization. Without commonly understood and accepted concepts and terminology it is difficult to communicate adequately, to analyze data being collected, and to provide meaningful information about the field.

Scattered information in the field of educational technology -- existing in large quantities -- currently exists; but to be fully useful, it must be assembled, evaluated, and standardized. This requires extensive exploration of the sources and kinds of such data, consultation with authorities in the field, and investigation regarding particular needs and activities of various associations, organizations, and agencies interested in educational technology.

In recognition of the need for a handbook of terminology, definitions, and units of measure in this field, the Association for Educational Communications and Technology (AECT) was awarded a contract in June 1973 by the National Center for Education Statistics (NCES) for the development of such a handbook. The contractor established a national planning group, consisting of a representative from each of 19 associations or agencies, to serve in an advisory capacity and to review the materials as they were developed. The list of groups and organizations selected to review the draft informally adds more than 25 other names to the list of participating agencies.

The second draft was reviewed also in 10 regional meetings (one in each HEW regional center) in the fall of 1974 by representatives of the 19 associations and agencies from the respective States and outlying areas. The final manuscript will reflect recommendations and suggestions made by the participants in the regional and national meetings.

The handbook is based on the assumption that educational technology is more than "hardware" or "software." Rather, educational technology is seen as the process whereby learning resources are planned, produced, utilized, and evaluated. Thus, it is not the use of television, per se, which makes Sesame Street an example of educational technology. It is the specification of objectives, the careful analysis of learner and subject matter, the subsequent production and delivery of instruction, which, when taken together, indicate the application of technology. The final product will offer a definition of educational technology: a model of the field; a corresponding classification scheme that lists major areas of the field and their related terms; and, finally, definitions for the terms in the classification scheme and for other related terms.

This handbook will be the tenth in the State Educational Records and Reports Series which includes other handbooks dealing with areas such as financial accounting, student accounting, property accounting, staff accounting, and State education agency information. The handbook series is designed so that the various handbooks are interrelated and the educational technology handbook will further extend the interrelationship of the series by providing an overall model which incorporates the subject matter of previous handbooks. Publication of Handbook X is scheduled for the summer of 1975.
ON THE PROBLEMS OF TEACHER PREPARATION IN INFORMATION SYSTEMS
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Computer and information technology applications in organizations have impacted the practice of management significantly. Many information-related positions in organizations demand that formal educational programs produce high-quality information systems specialists to fulfill information-related functions. One of the deficiencies in educational programs in information systems is the lack of quality teachers. The problems of information systems in organizations and the causes for the lack of teachers in educational programs are analyzed. Preliminary suggestions are presented as a framework for the preparation of teachers in information systems programs.

INTRODUCTION

Technological advancement in information processing has affected the practice of management significantly in most organizations. Computerized information systems are being introduced into more and more organizations to automate many of the functions of information collection, storage, processing, and dissemination. These systems have demonstrated their capabilities both for reducing information processing costs and for providing better information for operations and decision-making. As the relationship of information systems to managerial effectiveness becomes more evident, the further development of information systems is promoted. The need for qualified personnel, both managerial and technical, is obvious, and the number of educated information specialists at all levels must be enlarged to meet the increasing demands for information-related positions created in organizations.

Educational opportunities in information processing systems are now available in a number of diverse programs oriented to management, to computer science, to operations research, etc., but these educational programs are not adequate to meet the quality as well as quantity needs of information personnel in industries. Improvement may be achieved by incorporating the body of knowledge in information systems into existing curricula, and by increasing research efforts concerning the design and implementation of large-scale information systems. Professional programs in information systems analysis and design should be further encouraged to transmit the growing body of knowledge to those involved with information systems.

The lack of quality teachers is a serious problem in educational programs in information systems (Teichroew, 1971). The most significant educational need at the present time is the training and preparation of teachers in the field of information systems so that these teachers can educate future practitioners, researchers, and teachers. To satisfy the ultimate educational goal in information systems, serious attention should be devoted to upgrading teacher qualifications.

In this paper, the causes for the lack of quality teachers are analyzed with the hope that the result of the analysis may provide a framework for further development of teacher preparation programs in information systems. In addition, the paper discusses the issues of teacher preparation in information systems, and offers some suggestions and recommendations.

INFORMATION SYSTEMS IN ORGANIZATIONS--THE PROBLEM

Computerized information systems play a vital role in today's organizations. Operating-level administrators need information for guiding and directing organizational activities, and high-level management needs information for performing its strategic functions of controlling, planning, and development. Information systems have always existed within the traditional management functional areas. However, the rigidity of these functional divisions has been considerably impacted by the advent of computing and information technology.

Computers offer the opportunity to formalize, systematize, and automate many information-processing functions. By doing so, they encourage centralization of decision-making in that they automate routine decision-making activities and place many of the information production and dissemination functions into an integrated data base system or network. Thus, the use of computers raises not only technological questions, but also questions regarding management philosophy, regarding authority and responsibility, and regarding organizational structure. It also brings into focus the need for reviewing management policies for selecting routine decisions for automation and for validating procedures for automated decision-making and control functions.
Computing and information processing methods are often viewed as highly quantitative and technical, and since many managers do not have a clear understanding of the capabilities and limitations of information systems, they often leave the handling of information problems to technicians. They are not really very involved with those systems, nor do they really understand the effect of those systems on the organization.

Since information systems are merely tools (tools designed to serve their users), users need must be clearly understood before a truly effective system may be developed. Certainly, managers will need a general understanding of computers, but this understanding must be used primarily to specify the information requirements for the performance of their particular functions and responsibilities; for example, managers should be able to assess the validity of the information produced by the systems, and not be victimized by misinformation. The question then is: What level of knowledge concerning information systems must managers have in order to perform their roles in organizations of today and tomorrow?

There are in most organizations a large number of information-related positions which have no clear job descriptions. The roles of these personnel are not clearly understood by management, and supervisors sometimes simply do not know what to expect from these people even in the way of routine performance (let alone what to hope for in the way of an outstanding display of imagination and skill). The problem is due to the novelty and rapid change of the field. In many cases, individuals are occupying information-related positions for which they are inadequately qualified. Boundaries are often due to the increasing technological requirements and managerial involvements of these positions. The issue is, to what degree should these positions be analyzed so that their major functions can be identified and classified to permit discussion of educational requirements for those now involved in the positions and for those becoming involved in the future?

On the other hand, since the technical people often do not comprehend the complexity of the organizational environment in which the information systems is to operate, they tend to underestimate the difficulties of implementing a new system. The problem, in the administrative applications of computers, are large-scale and ill-structured, and go much beyond merely technical considerations. However, formal academic programs tend to train their students in solving only well-structured, mathematically reproducible problems in the areas of computing and information science. As a result, the technically oriented graduates find that organizational data processing problems seem trivial but that their environment is much more complex than that of academic-oriented problems. Therefore, one of the important questions is: How much education should information technology educators have in order to perform well in the organizations which will employ their talents?

Due to the rapid change in computing technology, the preparation of better qualified technical personnel is mandatory in order to maintain a systems stability that will persist through changes in hardware, software, and new development. On the other hand, the systems which are designed must have high flexibility in order to be responsive to changes in organizational requirements and to facilitate the making of needed system modifications in an orderly professional fashion. Another question then is: To what degree should educational programs in computer and information systems provide their students with the basic principles and foundations, so that they may cope with the problems of the fast advancement of the field and continuously progress in their technical and professional development?

**EDUCATIONAL PROGRAMS IN INFORMATION SYSTEMS**

How formal education programs in information systems can contribute to the effective application of computers in organizations is a particularly interesting pedagogic question. Educational programs relevant to positions in information systems are now available in several related fields.

Most business schools or departments of operations research offer some courses which introduce computers for management. However, most of these programs merely introduce the students to programming skills (McKenny and Tang, 1971). Increasing attention is being paid by some educators to develop courses so that the computing and information technology can support other management courses. Such courses are intended to expose the prospective manager to the computer.

Management education for information systems specialists is just beginning in an organized fashion (Ashenhurst, 1972). A few institutions have implemented such programs, and they are beginning to draw support from the business community.

Formal computer science degree programs are increasing in numbers at all levels of the higher educational system. These programs range from doctoral to associate degrees. Nevertheless, most of these programs are mathematically and technically oriented, and the applications of computers in organizations are thinly covered.

These programs are not adequately fulfilling the needs of the organizations. The basic problems are probably due to the following factors: The academic institutions encourage the study of well-structured problems. Most of the developmental work in information systems is done by industries and computer manufacturers. Published literature on information systems is often of inferior quality. There are no acceptable standard descriptions of information-related positions existing in terms of their function, knowledge, experience, orientation, and skills, which would allow the study of educational requirements. Above all, the most serious problem is the lack of qualified faculty members in these programs.
THE CAUSES OF THE LACK OF QUALIFIED TEACHERS IN INFORMATION SYSTEMS

The basic objectives of educational programs in information systems are to provide necessary knowledge and skills to individuals for information-related positions and to facilitate students with a sound foundation for continuing technical and professional development.

Individuals with unified knowledge and techniques in problem-solving relating to people, computational systems, and organizations are probably better equipped for the tasks of computer applications in organizations. Educational leaders have been working diligently in an attempt to develop appropriate curricula in information systems with both technical and managerial considerations to fulfill the desired educational objectives. Since there exists no acceptable standard descriptions for information-related positions in organizations, and since the field of computing and information technology is a relatively new and fast-growing discipline, the analysis of the educational requirements for these positions is indeed a non-trivial task. Several reports are now available for guiding the design and implementation of the educational programs in information systems and their related areas (Ashenhurst, 1971). However, the controversial curriculum issues of theoretical vs. practical approaches in computer and information science have not yet been resolved; though these issues have been widely discussed, few agreements have been reached (Kandel, 1972, and Blount and Fein, 1973). Some teachers in information systems are confused and many of them are simply taking a strong stand in the theory vs. application dichotomy. Others may speculate on the nature of the positions without real experience and knowledge of the context of the specific duties, functions, responsibilities and authority, constraints and limitations imposed on those positions.

One of the difficulties in attracting qualified teachers to educational programs is the reward system in academic institutions which is usually inclined to discourage faculty members to devote effort toward application-oriented computing and information studies. Faculty members are channeling their energy and talents toward well-structured, small-scale and theoretically oriented problems in computer and information science. It is obvious that the result of this discrimination has been to make the applied fields of computer and information technology an unpopular area of study.

The majority of research and development work in information systems is done by industries rather than universities. Industrial organizations usually do not emphasize the publication of research results, partly due to the lack of recognition of the value of publications and partly due to the intention of management to avoid offering competitive advantages to other organizations. Instead of simply communicating research findings, publications from industry often have different purposes. In some cases, such publications are commercially oriented and offer very little value as resource material for instruction and research. Faculty members frequently find themselves facing a large quantity of published literature but not enough quality references for their instructional uses or their research endeavors. Publications in the areas of applied administrative information systems are often of inferior quality and often lack detailed technical information. These publications may sometimes be used to support the teaching of introductory courses, but they do not adequately support applied courses beyond the introductory level.

Research conducted in universities on the subject of information systems is usually not too successful either. In addition to the unfavorable bias of the faculty reward system against solving applied problems in an academic environment, the students in computer and information science have been also discouraged for undertaking research in this direction. Furthermore, in addition to the lack of quality references, universities often also are not equipped with adequate facilities for undertaking research in the areas of ill-structured, large-scale, relatively complex applied problems in information and computer science. Some computer science departments are now encouraging research in this direction, but the results are far from significant. However, this trend should be supported.

The majority of faculty members now teaching information systems courses are basically from the computer science discipline. They may have adequate concepts and knowledge in the field of computational systems, but most of them have no or little experience involving actual information systems work. They do not appreciate, nor are they interested in, the problems of computer applications in organizations. Due to the discriminatory practices of academic institutions against applications-oriented faculty, most qualified and experienced information systems specialists have no intention of leaving industry for working in instruction and research and academic institutions.

PRELIMINARY SUGGESTIONS ON THE PREPARATION OF QUALITY TEACHERS IN INFORMATION SYSTEMS

General Considerations

The following set of preliminary suggestions concerning the preparation of quality teachers in the area of information systems is based on the result of the analysis of the problems presented in the previous section. The suggestions take into account the following considerations.

1. The field of information systems mentioned here would include general topics in hardware/software components of computational systems; system concepts and models; the organizational activities, functions, structures; and people (with emphasis on applications). Teachers of information systems may be involved in different disciplines such as computer and information science, management, operations research, etc. They are interested in a systematic body of principles and practices for large-scale information systems, but they play different roles in different programs with somewhat different objectives.
2. The preparation of quality teachers must not only consider the pre-service/in-service training programs of the teachers; it should also consider such broader subjects as curriculum in information systems and their related areas, the instructional resource requirements, student involvement in instruction and research, the general support of the teacher and of his professional, research, and intellectual development.

Suggestions

It is the author's intention to provide a set of general recommendations which may be used as a framework for developing teacher preparation and improvement programs in information systems.

1. Professional societies, industries and academic institutions interested in information systems must continue to encourage cooperative teamwork in an attempt to identify and develop educational requirements and specifications for information-related positions in organizations. Based upon the results of these studies, appropriate educational programs may be developed, and consequently the qualifications of the faculty in those programs can also be better understood. Due to the rapid changes both in computing and information technology and in management requirements, this type of study should be a continuous task.

2. Computer scientists in academic institutions must encourage application-oriented studies in order to counterbalance the theory vs. application dichotomy. We must do our best to bridge the gap between theory and practice in computer and information systems. The computer discipline may be viewed as an applied science with a theoretical foundation to support it. Basic research is important in terms of discovery of new concepts and principles in computing and information, but to continue to ignore the application of these concepts makes no sense. The solutions to many computing problems may not be as elegant as are the answers to theoretical questions, but there are many other challenges and rewards in problems other than basic research issues.

3. Both academia and industry should promote the exchange of faculty members and information specialists in industries, in an effort to develop high-quality faculty talents. Faculty may gain first-hand experience in real organizational environments dealing with real problems instead of hypothetical issues. At the same time, information specialists in industries not only will learn new principles and new discoveries in frontier research projects in the academic institutions, but their empirical knowledge and skills will be an important contribution to faculty and students in those programs. Industries in the exchange programs will also gain substantial benefits from the talents of those exchange faculty members. In the long run, they will eventually be rewarded by the infusion into the industrial environment of high-quality graduates of formal educational institutions staffed by a high-quality faculty with an appreciation for real problems and solutions.

4. Academic programs in information systems should encourage students to participate in work-study programs. Students should be allowed to integrate the theoretical fundamentals with practical considerations for an early establishment of a balanced attitude toward theory and applications. These exchange students may bring into classroom discussion current issues related to their work-study program, and this may stimulate faculty members to be constantly aware of present problems and recent developments in the field. Experience gained from these exchange programs will not only affect the future success of the individual student himself but will also contribute to the development of faculty as well as other students, by sharing the fruitful results.

5. Industries and academic programs should promote cooperative research projects in information systems. Fundamental research and generalized systems analysis and design techniques may be best-suited for study in educational institutions. Industries should make funds and equipment to academic institutions for conducting research problems of a more general nature. Industries will obtain great contributions from the collective intelligence in universities. Faculty members will not only enjoy the satisfaction of pursuing their real research interests, but the outcomes may eventually change the reward system of the academic institutions for the encouragement of applied research effort.

6. Computer and information scientists and professional associations should promote quality publications for research and development results in the field of information systems. They should establish high publication standards and critical reviews. This will not only result in fruitful teaching references for formal educational programs but will also promote high research productivity by sharing results and ideas and thus avoiding duplications.
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Teaching COBOL should be a snap—at least that is the opinion of many first-time COBOL teachers. After all, many teachers either have recently graduated from a teacher-training institution where they learned to code intricate programs or have previously worked as programmers in industry where they gained their experience in manipulating the COBOL language. Therefore they know the language and feel confident in it.

The first semester that a data processing instructor teaches COBOL he invariably concentrates on the syntax of the language and the physical structure of the computer. For some reason many teachers feel that a student must have a basic knowledge of the machine before he can write an acceptable first program, although this beginning exercise is usually copied from the teacher’s coding. Therefore, the initial class meetings may be devoted to discussing the input and output units, the central processing unit, and the advantages and disadvantages of COBOL when compared to other high level programming languages. Following this introduction to the computer and to computer languages, the teacher may begin a detailed examination of each of the COBOL divisions and the various required and optional sections, paragraphs, and statements within each division.

After these beginning class sessions, the class usually begins to code its first program, which may be an 80/80 listing of data cards. During this exercise the teacher will normally explain in detail each of the statements of the program as well as the optional sections and paragraphs which are available but not necessary in this program. The students take notes on the syntax of the language as they copy the coding. Although several class periods of coding may pass, the student will not be allowed to test his program yet, for he must obtain the job control cards necessary to run his job on this particular computer. As he goes through these final steps in preparing his job for compilation, the instructor may attempt to explain the function of the job cards and the manner in which the operating system interacts with the applications program. These additional lectures may require another week of class time before the student is allowed to test his program.

Needless to say, by the time the student keypunches and compiles his job he is completely overwhelmed by the mass of details presented to him during these preceding weeks. His enthusiasm for learning “data processing” has been squelched. He has become totally confused with the numerous rules and statements associated with the COBOL language. For the duration of the year the teacher will never be able to rekindle the interest and enthusiasm which the student initially displayed. But even more importantly, the student has probably developed a dislike for COBOL—a dislike generated because he feels that a proficiency in this language is unattainable for him. Yet, this is the one business data processing language that most programmers are required to know on the job.

Some instructors may vary their approach to teaching COBOL. During the initial weeks of class many will place less emphasis on the computer technology in an attempt to present fewer machine-related facts so the student may test his programs earlier in the semester. Yet, without realizing it the teacher may still be spending too much time in these weeks of class discussing and explaining COBOL instructions rather than allowing the student to code and test his program. Until the student has actually used the equipment and processed several jobs, much of this discussion will have little value for him.

Now there is a totally new approach to teaching COBOL—an approach which allows the student to test his program on the first or at most the second day of classes. First, all the optional words, paragraphs, and sections of the program must be culled out for this introductory job. Then, by using the low-volume input and output statements, the file descriptions and record formats will be eliminated. The initial programming exercise, though relatively useless to an on-the-job programmer, provides the beginner with an opportunity to carry a computer job through all the required phases between coding the instructions to generating the output. However, the quantity of material presented is not so great as to make him feel uncomfortable.

This first programming assignment contains the simplest types of COBOL instructions (See Exhibit A). There are no superfluous statements within the exercise. In fact, there are no sections within the Environment Division and only
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  4    001130  DISPLAY CARDIN.
  6    001150  ACCEPT CARDIN.
  8    001170  STCP RUN.

J1679726  JANET L. WIGHTMYER  4101 WELFORD AVE  RICHMOND VA  23242
J21353488  J. WINSTEAD  10309 CONFEDERATE LA  FAIRFAX VA  22030
J36286759  JANNE B. CUCOBS  1208 MAYWOOD RD  RICHMOND VA  23229

EXHIBIT A

Thus, with this initial programming exercise the student has the experience of coding, compiling, and debugging a problem. Each of these steps presents something new to the student. The quality of new material is not so overwhelming as to discourage his initial attempts of learning a computer language. Instead of being disheartened, the student will accept the concepts with more open-mindedness, and mastering the language becomes less difficult. From this elementary beginning the student develops a second program almost identical to the first one, except that this one uses the high-volume input and output verbs and a multiple number of data cards. The same input records are read by this second program as by the first program; there are just more of them this time. This second exercise builds upon the first, adding paragraphs, records, and files to the basic structure. (See Exhibit B)

Whereas the first exercise was simply copied from the teacher’s coding, this second exercise should allow the student to program the problem himself. Perhaps the instructor should allow the student at least one laboratory day for working on this program during class time; this way the teacher will be available for individual consultation when programming problems arise. This second exercise should be accompanied by a detailed flowchart from each student. Although the flowchart requires few decisions to be made, this pictorial diagram will give the student the experience of drawing a problem solution and then using this solution to solve the problem in the COBOL language. The teacher should begin emphasizing the flowchart and documentation requirements early in the course so that the student becomes accustomed to them and assumes that they are naturally a part of programming itself.
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Regardless of how hesitant the student may be to commit himself to flowcharting and programming this second job, the teacher should encourage him to be on his own as much as possible. Although the student may have to spend additional time debugging this job, he will gain more confidence in himself and be more willing to tackle the next assignment if he feels that he has mastered this one individually. Should the student not be encouraged to assume this responsibility at this time, he will become more and more dependent on his instructor and will never feel successful in using COBOL.

This second program will probably be completed during the second week of classes, and by the beginning of the third week the student will have already written and tested two programs. Thus he will have a feeling of accomplishment at the very start of the class. His interest and enthusiasm will not be stifled as they had been previously. Thus, the teacher does not have to worry about rekindling that enthusiasm as he attempts to expand into more complex programs and more intricate programming. Because the student can see his progress during the past several weeks, he has a feeling of self-confidence which encourages him to begin the next assignment.

Each COBOL exercise which follows these first two should be slightly more difficult than the previous one. Perhaps by the third exercise the student is ready to begin writing headings on the report and comparing codes in the data. Gradually the instructor should introduce the more advanced concepts of multiple input/output files, the sort verb, multiple counters and master file updates. Each exercise should be reasonably short and concise and should introduce one or more new techniques. The teacher should not restrict jobs to card input and printer output if additional input and output devices are available. Also, the teacher should promote business-type applications throughout the course, emphasizing such everyday business requirements as proofing the input data for errors before processing them and accounting for each record read and handled during a job.

Some students will always have difficulty in mastering a programming language, and these students should perhaps be encouraged into some other major. However, for the majority of students this simple approach to learning the COBOL language provides an opportunity to find success rather than discouragement. Perhaps the student is more willing to continue from one program to the next because the quantity of new material he must understand is not so great as to be overpowering. Each time the student is successful in his programming attempt, he is encouraged to begin the next assignment. The instructor who uses this approach to teaching COBOL provides the student with the opportunity to be successful from the beginning of the course by introducing the new material to the student in manageable quantities.

The teacher who uses this approach is better equipped to locate trouble spots when they occur. The teacher may discover that the students have more difficulty in reasoning through their problems than they have in learning the syntax of the language. Thus, the programming teacher may wish to abandon COBOL instruction for several class meetings in order to concentrate on flowcharting and problem-solving techniques in more detail. Thus the instructor is better able to distinguish between coding difficulties and problem-solving difficulties.

Until a student registers for a programming class he may never have seen or used a computer; yet, without knowing anything about the subject, he is somehow motivated to learn “data processing.” Thus, the teacher’s main objective should be to have each student compiling his programs on the computer as soon as possible. By allowing the student to code and test during the initial week of classes the teacher stimulates his interest and enthusiasm in learning the subject. While all his other classes are demanding him to read more and more textbook chapters, the student is able to do something in his COBOL class. Immediately he has a good feeling for data processing and is more willing to devote the time and energy necessary for the class. The teacher, too, will reap the rewards of a first-day COBOL program, for since he never allows the students to lose their initial enthusiasm he does not have to struggle to bolster class morale.

The student feels successful in programming rather than overwhelmed by an enormous mass of detail and statements. He tries to master one thing—COBOL. Later he will attempt to understand operating systems and computer mechanisms. He becomes comfortable with the language immediately upon introduction to it. He is more willing to persevere through the numerous compiles and tests because he is confident he can succeed; and, hopefully, this confidence will lead him unhesitatingly into more complex programming techniques with as much success as he has experienced in his first attempt.
IDENTIFICATION DIVISION.
PROGRAM-ID. PROW.
AUTHOR. STUDENT NAME.
DATA-WRITTEN. SEPT. 4, 1974.
REMARKS. PROGRAM PRODUCES A STUDENT NAME AND ADDRESS FILE.
ENVIRONMENT DIVISION.
CONFIGURATION SECTION.
SOURCE-COMPUTER. IBM-370.
OBJECT-COMPUTER. IBM-370.
INPUT-OUTPUT SECTION.
FILE-CONTROL.
SELECT FILE1 ASSIGN TO LT-SYSIN.
SELECT FILEOUT ASSIGN TO LT-SYSOUT.
DATA DIVISION.
FILE SECTION.
FD FILE1 LABEL RECORDS ARE OMITTED RECORDING MODE IS F
RECORD CONTAINS 80 CHARACTERS DATA RECORD IS STUDENT-ID.
STUDENT-ID.
SOCIAL-SECURITY  PIC X(9).
NAME              PIC X(24).
STREET            PIC X(24).
CITY-STATE        PIC X(19).
ZIP               PIC X(5).
FILE1 PIC X.
FILE1 LABEL RECORDS ARE OMITTED RECORDING MODE IS F
RECORD CONTAINS 113 CHARACTERS DATA RECORD IS PTREC.
PTREC PIC X(113).
FILLER PIC X.
SOCIAL-SECURITY  PIC X(9).
NAME              PIC X(24).
STREET            PIC X(24).
CITY-STATE        PIC X(19).
ZIP               PIC X(5).
FILLER PIC X.
FILLER PIC X.
STREET PIC X.
FILLER PIC X.
CODE PIC X.
FILLER PIC X.
 hl
PROCEDURE DIVISION.
BEGIN.
OPEN INPUT FILE1 OUTPUT FILEOUT.
MAIN-Routine.
READ FILEIN AT END GO TO FINISH.
MOVE SPACES TO PTREC.
MOVE CORRESPONDING STUDENT-ID TO PTREC.
WRITE PTREC AFTER ADVANCING 2 LINES.
GO TO MAIN-Routine.
FINISH.
CLOSE FILE1, FILEOUT.
STOP RUN.
<table>
<thead>
<tr>
<th>Name</th>
<th>Address</th>
<th>City</th>
<th>State</th>
<th>Zip</th>
</tr>
</thead>
<tbody>
<tr>
<td>J. A. H. CURTIS</td>
<td>123d WAYWOOD RD</td>
<td>RICHMOND VA</td>
<td>23229</td>
<td>0</td>
</tr>
<tr>
<td>AMLENE H. JENKIN</td>
<td>4112 1 TCH HOUSE RD</td>
<td>RICHMOND VA</td>
<td>23228</td>
<td>0</td>
</tr>
<tr>
<td>AIA JR PRYCE</td>
<td>1910 WISTOVER MILS BLVD</td>
<td>RICHMOND VA</td>
<td>23225</td>
<td>5</td>
</tr>
<tr>
<td>KATHLEEN M. ALLEN</td>
<td>189 FREDERICK ST</td>
<td>PEKSKILL NY</td>
<td>10566</td>
<td>0</td>
</tr>
<tr>
<td>C. L. CRAMER</td>
<td>3011 MEADOWDALE BLVD</td>
<td>RICHMOND VA</td>
<td>23224</td>
<td>0</td>
</tr>
<tr>
<td>D. J. PASQUANTINO</td>
<td>2607 SUNOKA CT</td>
<td>RICHMOND VA</td>
<td>23224</td>
<td>0</td>
</tr>
<tr>
<td>A. C. KANE</td>
<td>167 FETTER AVE</td>
<td>TRENTO N J</td>
<td>08610</td>
<td>0</td>
</tr>
<tr>
<td>A. N. S. RICHARDSON</td>
<td>16140 LENEWJOOD CR</td>
<td>RICHMOND VA</td>
<td>23224</td>
<td>0</td>
</tr>
<tr>
<td>L. F. NORRIS</td>
<td>3011 ELMBROOK RC</td>
<td>CHAMBERSBURG PA</td>
<td>17201</td>
<td>0</td>
</tr>
<tr>
<td>MARGARET L. WINDISCH</td>
<td>105 WINSTON AVE</td>
<td>COLONIAL HEIGHTS VA</td>
<td>23834</td>
<td>1</td>
</tr>
</tbody>
</table>

**Execution Times:**

- CPU Time: 0.45 seconds
- User Time: 5.13 seconds
- Real Time: 1.04 seconds
- Compilation Time: 3.04 seconds
- Execution Time: 1.19 seconds
- Bytes Available at Entry: 77,936
Introduction

This paper describes the results of a project undertaken by the Division of Automated Data Processing (ADP) of the State of Virginia. The primary purpose of the project was to develop a training program for practicing systems analysts within the agency. Impetus for this project grew out of a recognition by the agency that incumbent systems analysts, although well schooled in the hardware and software technicalities, required additional skills if they were to successfully perform the many interdisciplinary tasks required of the systems analyst.

This need for education and training of systems analysts is certainly not peculiar to ADP. The Curriculum Committee on Computer Education for Management (CeEM) of the Association for Computing Machinery (ACM) has conducted a study on curriculum development for MIS in higher education. The primary results of this study to date has been detailed recommendations for graduate and undergraduate programs in information systems. These recommendations are the single most definitive work to date regarding information systems curriculum in higher education. In one of the committee's reports, they cite several problems related to the use of computers in organizations today. One of the major problem areas they focus their attention on is that of inadequate preparation. The committee states that: "Personnel are occupying positions for which they are inadequately qualified, through deficiencies in computer systems and management skills, training and experience (2)." Unfortunately the prognosis for the immediate future is not good. The IBM Corporate Staff for Manpower Planning and Personnel forecasts a deficit of 62,000 systems analysts for 1975 (4). Many other studies have focused on the shortage of trained personnel to man the increasing number of systems analysts positions. While the forecasts of shortages vary, the studies do support the position that the shortage is acute (2). An inevitable consequence of this shortage will be an increasing number of inadequately prepared systems analysts. Therefore research and development in the area of training and education for systems analysts should be a high priority item for educators and practitioners in data processing. It is to this end that the research described in this article is directed.

Approach

The process of curriculum development involved several major inputs. Since the training program was designed for the practicing analyst as opposed to the trainee, the varied backgrounds and experience levels among the incumbents complicated the curriculum selection. There were ten analysts selected to participate in the training program. The background and skills of these individuals were carefully examined and constituted a major input into the process of curriculum development.

The results of this analysis indicated that the incumbents were well schooled in the hardware and software areas but were, to some extent, deficient in one or more of the following areas:

1. Information Systems Theory;
2. Management and Organization Theory;
3. Operations Research;

These four areas are identified by CeEM as major topic areas in formal education programs designed to produce systems analysts (2).

The identification of these areas provided a framework for the development of the curriculum. The next step in the process of developing the training program
was to further define the topics to be covered by the program and to specify the detail with which each topic would be covered. This step was accomplished by George Kotlan and the writer, faculty members at Virginia Commonwealth University (VCU). Our approach was to review a number of textbooks in systems analysis and design and to study the curriculum recommendations of C3EM of ACM (1). The actual contents of the training program will be covered in the next section. Following this further definition, the ADP project team investigated alternative systems analysis and design training programs currently on the market that treated those areas identified as necessary to a successful training program. This investigation resulted in the purchase of a video-assisted instruction course which became an integral part of the training program.

After reviewing various textbooks and the ACM curriculum recommendations regarding systems analysis and design, it became apparent that there were many legitimate topics that should be included in the program. To cover each topic in depth would have required an inordinate amount of time, therefore, it was decided to treat a fairly wide range of topics but in less detail than was desired. This approach was taken in the hopes that the incumbents would see the value and applicability of the topics covered and investigate them further on an individual basis.

When conducting training programs such as this, there are a number of outcome objectives that are possible. Some of these are as follows:

1. to impart knowledge;
2. to develop skills;
3. to change attitudes;
4. to change individual behavior;
5. to change individual behavior within the organization.

Given the number of topics that were deemed necessary and the time requirements, the outcome objective of this training program was to impart knowledge. In summary, there were several major inputs into the process of curriculum development. These inputs included the following:

1. knowledge and background of the incumbents;
2. subject areas recognized as integral to the knowledge base desired for systems analysts;
3. available training packages;
4. number of incumbents;
5. time constraints.

Training Program

The training program consisted of a multi-media approach. The video-assisted instruction course covered only a portion of the topics in the program and was augmented with seminars and individual readings. The seminars were given during the work day according to the course schedule. The video-assisted instruction and the readings were on an individual basis. Checkpoints were set up so that blocks of material would be completed by certain dates. The analysts were given an adequate amount of time during the work day to complete these individual assignments. The topics, the amount of time devoted to each, and the media are presented in Table 1.

### Conclusions

The conclusions drawn in this section are based upon inputs obtained from the analysts during the training program. There were three checkpoint reviews, a final review and a final critique session during which suggestions and criticisms were solicited. The project staff enjoyed a very open relationship with the analysts. Therefore, in my opinion we received quality, unbiased feedback from the group.

The majority of the group felt that the training program was too long and did not take into account the individual needs.
and interests of each analyst. Some of the analysts felt that they were not given sufficient time to complete the individual assignments. In general, the group felt that the video-assisted instruction units were too elementary and with the exception of a few of the seminars, they felt that none of the topics were covered in enough detail. From the point of view of a training coordinator, the writer feels the program had two major shortcomings. First, the program did not take into consideration the individual backgrounds and interests of the incumbents. Secondly, not enough time was devoted to any single topic so that a person deficient in that area could adequately correct that deficiency.

Accepting the assertion that there are inadequately prepared individuals occupying systems analyst positions and keeping in mind the distinction between training a trainee for a systems analyst position and training a practicing systems analyst, the writer would offer the following approach. Select a well qualified senior analyst within your organization or contract with such an individual outside your organization. Have this person evaluate on an individual basis each one of your analysts. The results of this evaluation should be an identification of the strengths, weaknesses, and current interests of each analyst. Using this analysis in conjunction with your training coordinator and the analyst, develop an individual training program that accomplishes the organization's training objectives as well as those of the analyst. The program would well make use of higher education courses, manufacturers' training courses, seminars, video-assisted instruction, on-the-job training, etc. This type of "training by objectives" approach seems intuitively more acceptable by the analyst and could provide a means of correcting the problem of inadequately prepared individuals function as systems analysts.
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Panelists:
Mr. S. M. Raucher, Chairman, IBM Corporation
Ms. J. E. Ellis - City of Virginia Beach
Mr. D. L. McReynolds - Oklahoma City Public Schools
Ms. A. Wood - Virginia Beach City Public Schools

The EPIC users panel is designed to promote an interchange of users experience with the four EPIC program products.

EPIC: SOCRATES - Student Scheduling and Master Schedule Generation

EPIC: FAST - Test Scoring and Analysis

EPIC: Student - Mark Reporting and Attendance Accounting

EPIC: Budget/Finance - Accounting and Budget Control

Panelists include users who have successfully installed and utilized these systems in their schools. In addition, the most current maintenance releases will be discussed, including new options in these systems.

Ample opportunity for questions and discussion will be provided.
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