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The proceedings cover three days of talks and discussions at the 1974 Fifth Annual Interdisciplinary Conference on Structural Learning. Although the contributions ranged widely, the emphasis throughout was on multi-
disciplinary theory and research, having implications for behavioral science
and/or education. The contributions dealt with one or more of the following
questions: (1) How can one characterize the knowledge structures which
underlie behavior associated with subject matter disciplines such as
19. diagnosis, imagery, prose analysis, semantics, processing capacity, mathematics learning, human problem solving.

20. mathematics and language? How can one evaluate alternative characterizations? (2) How can one determine the knowledge given individuals have at their command? (3) What are the mechanisms of performance, learning, memory, and perception as they involve structured knowledge? (4) What are the instructional conditions which control the acquisition of structures?

The proceedings contain 34 complete papers and summaries, including contributions by Banerji, Brainerd, Dienes, Fischer, Kopstein, Landauer, Merrill, Newell, Pask, Scandura, Shaw, Wilson, and Witz, and (edited) transcriptions of two discussion sessions, including Beilen, Fischer, and Minsky on "How Does Learning Take Place?" and "Theoretical Issues in Structural Learning."
FIFTH ANNUAL INTERDISCIPLINARY CONFERENCE ON STRUCTURAL LEARNING

April 20–23, 1974
Stiteler Hall
University of Pennsylvania

Conference Director: Joseph M. Scandura
Associate Director—Arrangements: Wallace H. Wulfek II
Proceedings: John H. Durnin

April 20, 1974
8:15-8:30 am REGISTRATION (Coffee & Donuts) - Stiteler Hall.
8:30-9:00 Introduction to the Conference - Joseph M. Scandura, Conference Director
9:00-10:00 Session 1. Rm. B-26.

Discussant and Chairman: Raman Banerji, Department of Electrical Engineering, University of Pennsylvania.

1. Perception of Change in Changing Faces: Toward a Theory of Shape Perception (30 min.)
   - Robert Shaw & John Pittenger, Center for Research in Human Learning, 205 Elliott Hall, Minneapolis, Minn. 55455

2. A Formal Approach to Knowledge in Problem Solving (30 min.)
   - Raman Banerji, Department of Information Sciences, Temple University, Philadelphia, Pa. 19122

3. The Long-Term Memory Improvement Effect: Memory Improvement in Concept Development (35 min.)
   - C.J. Braiser, Department of Psychology, University of Alberta, Edmonton, Alberta, Canada.

10:15-11:10 Break (Coffee in Faculty Lounge, Stiteler Hall)

Chairman: John H. Durnin, Villanova University

23. Art Education: Means or End? (3 min.)
   - Boris Hilt, Director of Research, Harcum College, Bryn Mawr, Pa. 19010

25. Problem Solving: A Synthesis of Competence Approaches (40 min.)
   - Joseph M. Scandura, University of Pennsylvania, Philadelphia, Pa. 19174


Session 1. Rm. C-15

Chairman: Fredric Haves-Roth, University of Michigan, Ann Arbor, Mich.

1. Human Problem Solving: A Synthesis of Competence (40 min.)
   - Joseph M. Scandura, University of Pennsylvania, Philadelphia, Pa. 19174

3. Some Aspects of Production Systems (30 min.)
   - Allan Newell, Carnegie-Mellon University, Pittsburgh, Pa. 15213

5. Modeling the Meaning of "Am" (Oui) in Laura (15 min.)
   - Alan Yancey, Moore School of Electrical Engineering, University of Pennsylvania.

7. Shape Perception (35 min.)
   - John H. Durnin, Villanova University

9. Toward a Theory of Development (35 min.)
   - John H. Durnin, Villanova University

Session 2. Rm. C-15

Chairman: Sandra C. Koser, Cornell University, Stone Hall, Ithaca, New York 14850

11:45-12:15 Break (Coffee in Faculty Lounge, Stiteler Hall)
12:15-1:00 Session 3. Rm. B-26.

Discussant and Chairman: Raman Banerji, Department of Information Sciences, Temple University.

3. Art Education: Means or End? (3 min.)
   - Boris Hilt, Director of Research, Harcum College, Bryn Mawr, Pa. 19010

5. Art Education: Means or End? (3 min.)
   - Boris Hilt, Director of Research, Harcum College, Bryn Mawr, Pa. 19010

7. Problem Solving: A Synthesis of Competence Approaches (40 min.)
   - Joseph M. Scandura, University of Pennsylvania, Philadelphia, Pa. 19174

9. Some Aspects of Production Systems (30 min.)
   - Allan Newell, Carnegie-Mellon University, Pittsburgh, Pa. 15213

11. Modeling the Meaning of "Am" (Oui) in Laura (15 min.)
   - Alan Yancey, Moore School of Electrical Engineering, University of Pennsylvania.

13. Shape Perception (35 min.)
   - John H. Durnin, Villanova University

15. Toward a Theory of Development (35 min.)
   - John H. Durnin, Villanova University

Session 3. Rm. C-15

Chairman: Joseph M. Scandura, Conference Director

1. Human Problem Solving: A Synthesis of Competence (40 min.)
   - Joseph M. Scandura, University of Pennsylvania, Philadelphia, Pa. 19174

3. Some Aspects of Production Systems (30 min.)
   - Allan Newell, Carnegie-Mellon University, Pittsburgh, Pa. 15213

5. Modeling the Meaning of "Am" (Oui) in Laura (15 min.)
   - Alan Yancey, Moore School of Electrical Engineering, University of Pennsylvania.

7. Shape Perception (35 min.)
   - John H. Durnin, Villanova University

9. Toward a Theory of Development (35 min.)
   - John H. Durnin, Villanova University

Session 4. Rm. C-15

Chairman: John H. Durnin, Villanova University

1. Representation, Abstraction, and Recognition of Structured Events (3 min.)
   - Frederic Haves-Roth, Department of Psychology, University of Michigan, Ann Arbor, Mich.

3. Graphical Representation of Abstract Concepts in Textual Materials (3 min.)
   - John H. Durnin, School of Dental Medicine, University of Pennsylvania, Philadelphia, Pa. 19174

5. The Effect of Identification of Semantic Relationships on Processing Load During Sentence Comprehension (1 min.)
   - Richard T. Voorhis, Cornell University, Stone Hall, Ithaca, New York 14850

7. Determination of Memory Load in Information Processing (3 min.)
   - Donald Voorhis, Moore School of Electrical Engineering, University of Pennsylvania.

9. An Approach to the Construction of the Content, Objectives, and Sequence of Teaching Within a Formalized Descriptive System (1 min.)

11. Demonstration of Teacher Planning as a Function of Management (3 min.)

Session 4. Rm. C-15

Chairman: Sandra C. Koser, Cornell University, Stone Hall, Ithaca, New York 14850

1. Representation, Abstraction, and Recognition of Structured Events (3 min.)
   - Frederic Haves-Roth, Department of Psychology, University of Michigan, Ann Arbor, Mich.

3. Graphical Representation of Abstract Concepts in Textual Materials (3 min.)
   - John H. Durnin, School of Dental Medicine, University of Pennsylvania, Philadelphia, Pa. 19174

5. The Effect of Identification of Semantic Relationships on Processing Load During Sentence Comprehension (1 min.)
   - Richard T. Voorhis, Cornell University, Stone Hall, Ithaca, New York 14850

7. Determination of Memory Load in Information Processing (3 min.)
   - Donald Voorhis, Moore School of Electrical Engineering, University of Pennsylvania.

9. An Approach to the Construction of the Content, Objectives, and Sequence of Teaching Within a Formalized Descriptive System (1 min.)

11. Demonstration of Teacher Planning as a Function of Management (3 min.)
**Sunday, April 16, 1974**

8:30-9:00 am Registration (Coffee & Donuts) - Stitelzer Hall.

9:00-10:30 Session V: Rm. B-26.

Discussant and Chairman: Zoltan Domotor, Department of Philosophy, University of Pennsylvania.

140 -- Heterarcnes as an Alternative to Hierarchies for Sequencing Content in Instruction (40 min.)
M. David Merrill, Division of Instructional Research, Development, and Evaluation, Brigham Young Univ. Provo, Utah.

148 -- A New Type of Test of Cognitive Functioning: An Intelligence Test(?) Based on Finite Affine Geometries (40 min.)
Zoltan P. Dienes, Centre de Recherches en Psycho-Mathemetique, University of Sherbrooke, Sherbrooke, Quebec, Canada.

10:30-10:45 Break (Coffee in Faculty Lounge, Stitelzer Hall)

10:45-11:10 Session T. Presentation Precis, Rm. B-26.

Chairman: George Lowrey, Research for Better Schools.

151 -- Criteria for Cognitive Structures: Reflections on Piaget's Theory of Genetic Epistemology and Introduction (3 min.)
John Linzer & Michael Onfski, Department of Psychology, University of New Hampshire, Durham, N.H. 03824.

160 -- A Preliminary Proposal About a Planning Stage that Might Follow the Formal Operations Stage (3 min.)
John M. Kennedy, Scarborough College, University of Toronto, East Hill, Ontario, Canada.

161 -- Higher Order Rule Characterization of Heuristics for Compass and Straightedge Constructions in Geometry (3 min.)
John H. Durnin, Department of Mathematics Education, Villanova University, Villanova, Pa. 19085 (with Joseph M. Scandura and Wallace Wulfek II).

209 -- Diagnoses and instruction of Higher Order Rules for Solving Geometry Construction Problems (3 min.)

222 -- Algorithms: Applications in Instructional Research and Development (3 min.)
Vernon Garlick, Director of Instructional Research, University of Minnesota, Minneapolis, Minn. 55455, and Fritz Brecker, Arizona State University, Tempe, Arizona 85281.

222 -- Individualized Instruction and Multidisciplinary Structural Learning (3 min.)
Robert H. Starr, University of Missouri, St. Louis, 8001 Natural Bridge Road, St. Louis, Missouri 63121.

11:15-11:55 Session OA, B, C.

<table>
<thead>
<tr>
<th>Rm. B-26</th>
<th>Rm. C-15</th>
<th>Rm. C-18</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chairman: Harry Belten, Department of Psychology, Graduate Center City University of New York.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Papers by: Limber and Chisari (20 min.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>John M. Kennedy (20 min.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>George Lowrey, Research for Better Schools, Philadelphia, Pennsylvania.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>John Durnin (20 min.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peter Jessel, Moore School of Electrical Engineering, University of Pennsylvania.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wallace Wulfek II (20 min.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carllack and Brecker (20 min.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robert Starr (20 min.)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

11:55-1:30 Lunch.

1:30-3:00 Session 7. Rm. B-26.

Discussant and Chairman: Marvin Minsky, Artificial Intelligence Laboratory, M.I.T., Cambridge, Mass.

227 -- How Much Structure is There in Memory (40 min.)
T. K. Landauer, Bell Telephone Laboratories, Murray Hill, N. J. 07974.

231 -- Practical Methods for Building Extendable Knowledge Structures Based on the Idea that Concepts are Procedures for Reconstructing Relations and that Memories are Procedures for Reconstructing Concepts: Empirical Data and Theoretical Discussion (40 min.)

3:00-3:15 Break.

3:15-4:00 Session M. Presentation Precis, Rm. B-26.

Chairman: Fred Davis, Center for Research in Evaluation and Measurement, University of Pennsylvania.

252 -- The Study of Syntax and Cognition: An Idea whose Time has Come (3 min.)
Barbara A. Kalin, Department of Educational Psychology, State University of New York, Albany N.Y. 12222.

254 -- A System of Set Theory Model for the Empirical Investigation of Perception and Structured Knowledge (3 min.)
N. Sue Hogness, Department of Psychology, Catholic University of America, Washington, D.C. 20017.

274 -- An Interdisciplinary theory of Adopting Behavior (3 min.)

290 -- Application of Behavior Modification to Learning Center Choices in a Kindergarten Upward Education Classroom (3 min.)
Thomas D. Yawkev, Director, Wisconsin Early Childhood Study Center, University of Wisconsin, Madison, Wis. 53706.

293 -- The Organization and acquisition of Formally Defined Concepts (3 min.)
J. M. Kennedy (20 min.)

310 -- A Test-Theoretical Approach to Structural Learning (3 min.)
Wilhelm Kempf, Institut fur die Pdagogik der Naturwissenschaften, Universitat Kiel, Kiel, West Germany.

3:45-5:20 Session PA, E, F.

<table>
<thead>
<tr>
<th>Rm. B-15</th>
<th>Rm. C-15</th>
<th>Rm. C-18</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chairman: Donald Voorhees, University of Pennsylvania</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Papers by: Barbara Hutson (20 min.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T. Sue Hogness (20 min.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Charles New, Philosophy of Education University of Pennsylvania</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steg and Schulman (20 min.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thomas D. Yawkev (20 min.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fred Davis, Center for Research in Evaluation and Measurement, University of Pennsylvania.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jed Lewis (20 min.)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4:20-4:30 Short break.

* Unable to submit paper due to sponsor regulations.
Discussions

Sunday, April 21, 1974


How Does Learning Take Place?
Chairman: Joseph M. Scandura

Discussants: Ranan Ramerji, Temple University
Zoltan P. Dienes, Centre de Recherches en Psycho-Mathematique
Harry Reitan, C.U.M.T.
Kurt Fischer, University of Denver
T.K. Landauer, Bell Telephone Laboratories

5:30-6:30 WINE AND CHEESE - Faculty Lounge, Stiteler Hall.

Monday, April 22, 1974

9:00-9:30 Coffee and Donuts for Registrants. Faculty Lounge, Stiteler Hall.
9:30-12:00 Postsession I. Rm. C-24, Stiteler Hall.

Theoretical Issues in Structural Learning

Panelists will have an opportunity to raise theoretical issues of concern followed by open-ended discussion and elaboration. Participants will have ample opportunity to comment, raise issues, and otherwise challenge the speakers.

12:00-2:00 Lunch.
2:00-4:30 Postsession II. Rm. C-24, Stiteler Hall.

Workshops - Theoretical Issues
Organization (10-15 min.)

Workshops: One or more intensive discussion workshops will be held depending on the participants' interests. The workshops may center about the work of one individual or group, or two or more groups in coordination. Possible topics and discussion leaders include: Relationships between production systems, hierarchies, entainment structures, and learning mechanisms (Minsky, Newell, Pea), Perception and cognition in the epistemic subject and in the individual (Benjamin, Dienes, Limber, Kennedy, Wits), Criterion referenced and normative theories of testing creativity (Bracke, Davis, Dienes, Gory, Carlock, Kast, Scudder), Memory and thinking (Iselson, Landauer, Pea, Voorhies), and Theory and research in Structural Learning (Scandura, Durnin, Voorhies, Wulfeck).

Tuesday, April 23, 1974

9:00-9:30 Coffee and Donuts for Registrants. Faculty Lounge, Stiteler Hall.
9:30-12:00 Postsession III. Faculty Lounge, Stiteler Hall.

Educational Design in the U.S.A., England, Germany, and the World
Panel: Z. P. Dienes, W. Kast, J.M. Scandura

Panelists will have an opportunity to give brief overviews of educational design in their respective countries (of origin or interest), followed by open-ended discussion.

12:00-2:00 Lunch
2:00-4:30 Postsession IV. Faculty Lounge.

Collaborative Planning Sessions and Workshops -- Educational Design
Organization (10-15 min.)

Workshops: Group workshops in educational design (as in Postsession II), and planning sessions to foster multidisciplinary collaboration.
PERCEIVING AGE IN FACIAL PROFILES

John B. Pittenger
Robert E. Shaw

University of Minnesota

Although people and animals are readily recognized by their facial characteristics, no theory of perception explains how this is accomplished. The studies to be reported provide support for a new theory explaining this phenomenon. Theories of object perception usually attempt to explain the perception of objects and patterns which do not change their shape over time. However, a truly adequate theory must also explain the perception of events where object configurations or the shape of objects undergo dynamic change. Shaw, McIntyre, and Mace, following Gibson, argue that a successful theory of event perception must solve two problems. First, it must specify the change that constitutes the dynamic aspect of the event. Second, it must specify that which provides unity or identity to the structures involved in the event. The former requirement must be satisfied if we are to explain the classification of events (e.g., as running, rolling, growing, smiling, etc.), while the latter requirement must be satisfied if we are to explain the identification of the subject of the event (e.g., John runs, the ball rolls, the flower grows, Mary smiles, etc.). Thus, the perception of any event has two components: the detection of invariant information specifying the nature of the change involved, the transformational invariant, and the detection of invariant information specifying the structure which undergoes the change, the structural invariant. In the research to be reported we have attempted to treat the perception of aging of faces, since they change over time due to growth, as a problem for a theory of event perception.

The human face is radically changed by growth; while the neonatal head exhibits an exaggerated cranium and diminutive face, the face grows more rapidly than the cranium thereby altering not only the size of the head but its proportions as well. Consequently, Enlow describes growth as a "remodeling" transformation which not only changes the size of the object (a similarity transformation) but its shape as well (a non-rigid transformation). Growth of the human face therefore can be considered to be a "visceral-elastic" event defined over the craniofacial complex. We hypothesize that the perception of aging of faces depends upon the ability to detect the style of change in the shape of the face and head due to growth (the transformational invariant). Furthermore, we suppose that perception of sex, race, and individual identity depends upon recognition of those proportions of the face and head which are not changed by growth (the structural invariants). While feature and template theories treat only the perception of non-change, our approach treats perception of both change and non-change in a unified way.


The primary goal of the present studies was to test our hypothesis regarding the perceptual effects of the elastic component of the remodeling transformation. To do this we first had to discover a mathematical formulation of the elastic component of the growth process which, when applied to a basic facial profile, generates a sequence of faces reliably perceived to be ordered by age differences. Secondly, we had to show that while a given face was indeed aged by this transformation, it did not lose its individual identity.

The biological literature suggests three classes of transformations for the specification of the transformational invariants of skull growth: strain, shear, and radial growth. Arguments by D'Arcy Thompson and Gerasimov suggest that the strain imposed upon bony tissue by stresses caused by the growth of soft integuments provides the primary shape of the head. Consequently, we assume that the general shape of the head constitutes the primary perceptual information for age. The class of mathematical transformations that seems to characterize best the result of stress forces is also termed a strain, which stretches or compresses a structure. In addition to the strain component in growth, Albrecht Dürer suggested that an identifying characteristic of faces is the degree to which the main angle of the profile is oblique with respect to the perpendicular. Indeed, as a person grows from infancy to adulthood the profile of face changes its angle obliquely toward being more prognathic. The mathematical transformation which best characterizes this change is called a shear. (Where a one-dimensional strain transforms a square into a rectangle, a shear transforms a square into a rhombus.)

The stimuli for our first age estimate experiment were produced by applying combinations of these transformations globally to a two-dimensional Cartesian space in which the profile of a ten year old boy had been placed so that the origin was at the ear-hole and the y-axis was perpendicular to the Frankfurt horizontal. The global transformations of the two dimensional space of the profile follows the technique of coordinate transformation suggested by D'Arcy Thompson. All calculations were performed by computer and the profiles drawn by a computer driven plotter.


4Dürer's work cited by Thompson, ibid.

5The formula used for the shear transformation in producing the stimuli expressed in rectangular coordinates was $y' = y, x' = x + \tan \theta y$ where $\tan \theta$ is the angle of shear and $x', y'$ are new coordinates. The formula for the strain transformation used expressed for convenience in polar coordinates was $\theta = 0, r'(1-k \sin \theta)$ where $r$ is the radial vector and $\theta$ is the angle specifying direction from the origin. Here $k$ is a constant determining the parameter value of the strain. Thus in producing the stimuli $\tan \theta$ and $k$ are the values to be manipulated for varying the amount of shear and strain, respectively. The detailed procedure for using these formulae can be found in Thompson (ibid.).
The initial outline profile was transformed by all 35 combinations of 7 levels of strain \((k = -0.25, -0.10, 0, +0.10, +0.25, +0.35, +0.55)\) and 5 levels of shear \((\theta = -15^\circ, -5^\circ, 0^\circ, +5^\circ, +15^\circ)\). These transformations are commutative. Shear was applied first. Slides of these profiles, projecting as black lines on a white background were presented to four groups of five subjects. The subjects were instructed to rate the ages of the profiles by choosing an arbitrary number to represent the age of the first profile and assigning multiples of this number to represent the age of succeeding profiles relative to the age of the first. The set of profiles was shown twice with a brief rest period between presentations. Different random orders of the profiles were used for each group of subjects and for each presentation. The full set of profiles is shown in Figure 1. Extreme values at both ends of the two variables were chosen deliberately to test the supernormal stimuli hypothesis. The mean magnitude estimates for the two presentations are shown in Table 1. Since the initial numbers chosen by subjects were arbitrary, the numbers do not represent age estimates in years. The hypotheses of monotonic increases of relative age estimates with increases in the strain parameter and with increases in shear angle were tested by Monte Carlo methods. For the strain parameter, we predict that for each individual subject the mean magnitude estimate for each strain level collapsed over levels of shear, will have a higher value than the mean for the next lower level of strain. Since the number of order predictions possible for \(N\) values of the experimental variables is \(N-1\), we make 6 predictions for each subject and a total of 120 predictions for all 20 subjects. There were 109 (91%) correct predictions for the first presentation and 111 (93%) for the second. Testing the first result by a Monte Carlo simulation showed that with a distribution resulting from 5000 runs the probability of 109 or more successful predictions occurring by chance is far less than .001. A similar analysis was performed for the mean ratings for the levels of shear collapsed over the levels of strain. Four predictions are made for each subject, yielding a total of 80 predictions. There were 53 (66%) correct predictions for the first presentation and 52 (65%) for the second. A 5000 trial Monte Carlo simulation shows that the chance probability of 52 or more correct is less than .01.

6Supernormal stimuli are produced by exaggerating some relevant aspect of a stimulus. Ethologists claim that such stimuli lead to exaggerated responses. (See N. Tinbergen, *The Study of Instinct*, Clarendon Press, Oxford, 1951). Gardner and Wallach (*Perceptual Mot. Skills*, 20, 135-112) used radial transformations to produce supernormally young and supernormally old facial profiles and found that observers perceived these profiles to be extremely young and extremely old.

7A distribution of the total number of correct predictions for 20 subjects responding randomly to strain was computed by the following Monte Carlo procedure. If a subject is responding randomly to strain, then the order of the 7 mean ratings for strain will be random. To simulate such a subject, the letters A to G were randomly ordered and the number of times A was to the right of B, B to the right of C, etc. through F to the right of G were counted. The number in the count represents the number of correct predictions for that pseudo-subject. The total count over 20 runs of the pseudo-subject
<table>
<thead>
<tr>
<th>Shear Level (degrees)</th>
<th>-15</th>
<th>-5</th>
<th>0</th>
<th>5</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strain Level (k)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1
While both transformations have significant effects on perceived age, strain is considerably more powerful. In the first presentation, the range of mean estimates over levels of strain is almost an order of magnitude while for the shear transformation the increase from smallest to largest is less than 50%. Furthermore, strain leads to a considerably larger percentage of correct predictions than does shear. This difference was confirmed by a full replication of the experiment using different stimuli and 20 new subjects.8

Sensitivity to the shape changes produced by the strain transformation was assessed in a second experiment by presenting pairs of profiles produced by different levels of the transformation and requiring subjects to choose the older profile in each pair. A series of profiles was produced by applying strain transformations ranging from \( k = -0.25 \) to \( +0.55 \) to a single profile. Eighteen pairs of profiles were chosen; three for each of six levels of difference in \( k \) (.04, .08, .12, .16, .20, and .24). At each level, one pair came from the low end of the series, one from the middle, and one from the high end. The pairs were presented twice to four groups of 10 subjects. Different random orders were used for each presentation and each group.

Subjects were informed that the study concerned the ability to make fine discriminations of age and that for each pair they were to choose the profile which appeared to be older. During the experiment they were not informed whether or not their responses were correct. By correct response we mean the choice of the profile with the larger \( k \) as the older.

An analysis of variance on percent errors of each presentation as a function of difference in \( k \) showed a typical psychophysical result; a decline in accuracy with smaller physical differences (for Difference in \( k \), \( F (5, 195) = 45.1, p < .001 \)) and an increase in sensitivity with experience in the task (for Presentations, \( F (1,39) = 21.9, p < .001 \)).

However, two other aspects of the results are more important for the question at hand. First, subjects do not merely discriminate the pairs consistently but choose the profile with the larger \( k \) as the older profile with greater than chance frequency; in the first presentation the larger \( k \) was selected on 83.2% of the trials and in the second, on 89.2% of the trials. In each presentation, each of the 40 subjects selected the profile with the larger \( k \) as older more than 50% of the trials. A sign test showed the chance probability of this last result to be far less than .001. Thus the conclusion of the first experiment is confirmed in a different experimental task. Second, sensitivity to the variable is surprisingly fine. Figure 2 shows three pairs of profiles; the pair with the fewest errors, the pair

represents the total number of correct predictions in a 20 subject experiment in which all subjects respond randomly to strain. To estimate the distribution of number of correct predictions in the experiment, the 20 subject count was performed 5000 times. The resulting distribution shows that the probability of 109 correct predictions occurring by chance is far less than .001. The Monte Carlo for shear is analogous.

8In the replication experiment there were 105 correct predictions (88%) in each presentation (chance probability less than .001). For shear there were only 45 successful predictions (56%) in the first presentation and 48 (60%) in the second. The chance probability of each of these is greater than .05.
Table 1

Mean Magnitude Estimates of Age - Experiment I

<table>
<thead>
<tr>
<th>Strain Parameter (k)</th>
<th>Shear Angle</th>
<th>-.25</th>
<th>-.10</th>
<th>0.00</th>
<th>+.10</th>
<th>+.25</th>
<th>+.35</th>
<th>+.55</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First Presentation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-15</td>
<td>21.3</td>
<td>24.5</td>
<td>31.5</td>
<td>60.5</td>
<td>66.9</td>
<td>75.4</td>
<td>188.6</td>
<td>66.9</td>
<td></td>
</tr>
<tr>
<td>-5</td>
<td>19.7</td>
<td>27.7</td>
<td>36.2</td>
<td>47.7</td>
<td>64.9</td>
<td>152.8</td>
<td>170.4</td>
<td>74.2</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>17.1</td>
<td>25.8</td>
<td>32.6</td>
<td>49.4</td>
<td>71.6</td>
<td>178.5</td>
<td>166.3</td>
<td>77.3</td>
<td></td>
</tr>
<tr>
<td>+5</td>
<td>17.3</td>
<td>25.1</td>
<td>37.1</td>
<td>48.5</td>
<td>98.5</td>
<td>180.8</td>
<td>199.8</td>
<td>86.7</td>
<td></td>
</tr>
<tr>
<td>+15</td>
<td>19.0</td>
<td>33.7</td>
<td>50.0</td>
<td>63.3</td>
<td>147.5</td>
<td>158.0</td>
<td>206.7</td>
<td>96.9</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>18.9</td>
<td>27.3</td>
<td>37.5</td>
<td>53.8</td>
<td>89.9</td>
<td>149.1</td>
<td>186.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

|                     | Second Presentation |      |      |      |      |      |      |      |      |
| -15                 | 15.5        | 25.1 | 28.5 | 40.5 | 64.3 | 69.2 | 100.5| 49.1 |
| -5                  | 15.8        | 26.0 | 30.6 | 42.1 | 55.2 | 75.4 | 100.1| 49.3 |
| 0                   | 18.8        | 22.3 | 29.6 | 37.4 | 60.4 | 80.4 | 104.2| 50.4 |
| +5                  | 18.0        | 23.7 | 34.3 | 39.3 | 61.7 | 79.2 | 108.9| 52.1 |
| +15                 | 16.2        | 23.1 | 32.5 | 43.1 | 72.3 | 87.1 | 107.9| 54.6 |
| Mean                | 16.8        | 24.0 | 31.1 | 40.5 | 62.7 | 78.3 | 104.3|      |

Note - It was predicted that the magnitude estimates will increase from left to right in each row and from top to bottom in each column.
with most errors and an intermediate pair. Even for the pair with the most errors, the profile with the larger \( k \) was selected more often than predicted by chance, \( x^2(2) = 13.2, p < .01 \).\(^{9}\) As can be seen in Figure 2, this perceptual effect is produced by an extremely small change in the relative shapes of the profiles.

As a preliminary test of preservation of identity under the strain transformation, profile views of the external portions of the brain cases of 6 different skulls were traced from x-ray photographs and subjected to five levels of strain (\( k = -.15, 0, +.15, +.30, +.45 \)). Five pairs of transformed profiles were selected from each individual sequence; the \( k \) for members of three pairs differed by .30 and those of the other two pairs by .45. A profile of a different skull was assigned to each of the above pairs which had the same \( k \) as one of the members of the pair. Slides were constructed of the profile triples such that the two profiles from distinct skulls which had the same level of \( k \) appeared in random positions at the bottom. Thirty subjects were presented the slides and asked to select which of the two profiles at the bottom of the slide that appeared most similar to the profile at the top. Subjects were given no feedback on the correctness of their answers during the experiment. The probability of a correct choice (choosing profiles that were transforms of the same skull) was a function of the similarity of the profiles paired at the bottom and the level of difference in \( k \), a greater difference leading to more incorrect choices. The overall percentage of errors was low: For the 30 sets of stimuli presented to 30 subjects, the mean error was less than 17\%, with no subject making more than 33\% errors. Since no subject made 50\% or more errors, a sign-test on the hypothesis of chance responding (binomial distribution) by each subject yields a probability of far less than .001. The results of these studies provide support for two important hypotheses: The strain transformation due presumably to growth, not only provides the major source of the relevant perceptual information for age-level, but also leaves invariant sufficient perceptual information for the specification of the individual identity of the person by the shape of the head alone.

\(^{9}\)Recall that the pair was shown two times in each presentation of the set, once with the profile with the larger \( k \) on the right and once on the left. In the second presentation, 19 of the 40 subjects saw the profile with the larger \( k \) as older both times, 18 saw it once as older and once as younger, while only 3 saw it as younger both times. Since guessing would give an expected distribution of 10, 20, and 10 subjects, a \( x^2 \) test shows that the obtained distribution is significantly different from chance.

\(^{10}\)Preparation of this paper was supported in part by a Career Development Award to Robert E. Shaw from the National Institute of Child Health and Human Development (1 K04-HD24010) and by grants to the University of Minnesota, Center for Research in Human Learning, from the National Science Foundation (GB-35703X), the National Institute of Child Health and Human Development (HD-01136 and HD-00098), and the Graduate School of the University of Minnesota.
\[ K = -0.23 \quad \text{Per cent Errors} \quad \text{P1} = 0 \quad \text{P2} = 0 \]
\[ K = -0.03 \quad \text{Per cent Errors} \quad \text{P1} = 28 \quad \text{P2} = 16 \]
\[ K = 0.09 \quad \text{Per cent Errors} \quad \text{P1} = 40 \quad \text{P2} = 30 \]

(P1 is the first presentation, P2 is the second)
References


A FORMAL APPROACH TO KNOWLEDGE IN PROBLEM SOLVING
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The purpose of this paper is to consider the similarities and differences between the methods of problem representation used in three different centers of research. In the process we hope to be able to bring the terminologies somewhat in line. In addition to problem representation I want to discuss the way knowledge is defined in the three activities in so far as it deals with problem solution.


The motivations of these schools are in no way the same. Newell and Simon are contributing basically to Psychology, Scandura to educational evaluation while Ernst and I have been trying to study the abstract theory of non-numerical model of a problem. The Case and Carnegie models are even more similar since we share also our definition of a solution. As a matter of fact, the coincidence of these two models is no accident - we at Case borrowed it from Carnegie, or at least were strongly influenced by it.

Let us start with what Newell and Simon call a State Space (I called it "situation space" in my book to avoid the wrath of the haters of systems theory, but have since found it perfectly safe to hide behind what has now become accepted nomenclature). Each element of a state space is a "problem state". Each element of this space is described by a conjunction of statements in some language and so a set of predicates are defined on this set. Each predicate defines a statement form whose truth or falsity can be easily determined for each state. Scandura calls these the Atomic Decision Making capability. The other two schools had not given these any name. Also we have a set of unary functions which transform states to states. At Carnegie-Mellon they call these transformations, at Penn they are atomic operating rules. Carnegie-Mellon makes it clear that not all rules are applicable to all states - the applicability of a rule is testable in terms of the decision making capabilities. The choice of rules in the final pro-
gram is also guided by this.

The exact analogy ends here. At Carnegie-Mellon and at Case we define a subset of problem situations which at Carnegie-Mellon they call Goal States and we at Case call "Winning states". In addition we often specify a "Starting state" from which a goal state is to be reached. So our "goal" is a pair - an initial state and a set of goal states.

Scandura's "Goal environment" is much more general than the other two schools. A "goal situation" is a set of our goals, for each initial state a set of acceptable goal states. Thus a goal situation for Scandura is a relation on state space.

At this point another non-essential difference appears between Scandura and the rest of us which may be a source of confusion to the unwary. In his formulation he calls the set of initial states the stimuli and the goal states (or output-coded versions of them) the responses. Hence those states which are neither stimuli nor responses are only implicit in Scandura's model. Nevertheless, they are there, since many of the rules have these "limbo" states in their domain, as some of his examples show.

One of the major differences between Scandura's model and the State space model as presently conceived, however, is that in Scandura's Theory of Knowledge some rules are allowed to act on rules. The class of rules are, therefore expandable.

One of the rules that Scandura uses to obtain new rules from old rules yields programs - rules obtained by composition and recursion of other rules. The other two schools only use composition.

The last statement needs explication. Both Scandura and Simon-Newell consider programs with loops. However, as Scandura points out the execution of a program actually constructs a loopless path through state space - the same rule may be applied repeatedly, but every time it is applied, it is applied to a different state.

In Scandura's theory of knowledge rules grow by application of other rules till one is found which accounts for the goal situation i.e. it yields the proper output for each input. In Simon and Newell's model a solution is constructed by composition of rules so that the initial state is converted into a goal state.

Here the difference between the motivations of the three schools becomes important. In Scandura's work, the correct behavior by the subject is achieved by instruction and erroneous behavior is explained by assuming that it is due to a change in the program which describes the rules accounting for the correct behavior. The purpose is prediction and training. The knowledge is achieved when the proper rule is produced.

Simon and Newell are interested in the way the composition of rules is constructed among the plethora of possible ones: instruction of the subject stops at describing the problem environment and the goal. This construction process is carried out by the GPS which uses knowledge other than the problem specification. This knowledge, for the General Problem Solver, is the difference orderings and the table of connection.
So the growth of knowledge in Scandura's experiments can be considered to be guided by the knowledge in Newell and Simon's table of connections - as long as this growth is obtained by composition of rules. In Scandura's model, knowledge guides the behavior. In Simon and Newell's model, the difference transformation table guides the growth of knowledge.

At Case Western Reserve, we have been interested in constructing the table of connections i.e. studying the construction of knowledge at a level of abstraction removed one more level.

In what follows we shall discuss principles behind the program which constructs the table of connections.

The table of connections constructed by our method is always triangular and hence leads to efficient construction of correct behavior. However, the requirement of triangularity acts as a strong guiding force for the efficient working of the program which constructs the table itself.

It will be recalled that the connection table indicates how each transformation or atomic rule affects the result of the "differences" which can be considered (only informally - the GPS is recursive, Scandura behaviors are not) to be the analogs of the Scandura dmc's. For a table of connections to be triangular, it is necessary that there be a dmc which is affected by only one of the atomic rules.

As said before, each state is a conjunction of Predicates which naturally define certain dmc's. However, for the purpose of table construction one has to discover combinations of the properties defining the predicates. This way for each transformation one obtains a set of basic invariant properties.

Since the winning states are defined in terms of the original predicates, one can search for sentences which are implied by winning states and are expressible in terms of the invariant properties. This chain of implications can be continued. Since a move which keeps a property invariant also keeps invariant any implied property, the triangularity is assured.

Limitations of space and time precludes a detailed discussion here. The method will be exemplified at the presentation. The interested reader may write to Professor Ernst for a copy of the report.
THE LONG-TERM MEMORY IMPROVEMENT EFFECT:
MEMORY IMPROVEMENT OR CONCEPT DEVELOPMENT?

Charles J. Brainerd
University of Alberta

In this paper, I should like to report some selected preliminary findings from a recently completed longitudinal study of children's memory for simple visual stimuli. For the most part, these findings pertain to the so-called "long-term memory improvement effect" which Piaget first reported some seven years ago. On the basis of these findings, I shall propose a very elementary alternative interpretation which seems to explain both Piaget's data and my own. Essentially, the interpretation stipulates that, whatever else the long-term memory improvement effect is concerned with, it probably has nothing whatsoever to do with memory. Before discussing the data, however, a few remarks about the history and theoretical significance of the long-term memory improvement effect are in order.

In 1967, Piaget delivered the Heinz Werner Memorial Lectures at Clark University. During the first of the two lectures, he presented a rather startling empirical datum. He claimed that children's recall memories of certain special visual stimuli tend to be better six months after encoding than immediately after encoding. The research on which this claim was based involved three steps. First, groups of children were shown a simple two-dimensional stimulus and were asked to remember it because the experimenter would return sometime to question them about it. Second, the experimenter returned one week later to test the children's recall of the stimulus. The children were asked to draw a picture of the image. Occasionally, they also were asked to describe the stimulus verbally. Third and finally, the experimenter returned six months later and repeated the same memory tests administered one week after encoding.

Following the second recall test, the one-week and six-month responses were compared. Surprisingly, dramatic improvements in recall accuracy apparently had occurred during the six month interval between the two tests. In his lecture, Piaget reported detailed evidence (number of Ss, amount of change, etc.) on two stimuli: first, an array of 10 sticks of differing length seriated from shortest to longest and, second, the water level in a closed bottle tilted at various angles. The second type of stimulus is shown in Figure 1. Items 2 through 8 in Figure 1 show a closed bottle tilted at some possible angles. In all cases, the water level that Piaget's subject's were shown was parallel to the base line appearing just
below the bottle. The seriated array of 10 sticks was administered to 3- to 8-year-olds. The water bottle stimuli were administered to slightly older children.

As I already have noted, the six month improvements that Piaget reported were nothing short of dramatic. With the seriated array, the findings ran as follows: for roughly three-quarters of the Ss, the six-month drawings were more accurate reproductions of the array than the one-week drawings; the drawings of roughly one-quarter of the Ss neither improved nor deteriorated during the six-month interval; finally, not a single drawing was judged to be worse six months after encoding than one week after encoding. In other words, "forgetting" simply did not seem to occur with this particular stimulus. The results for children's recall of the water level of tilted bottles were similar if somewhat less dramatic: recall of the water level improved across the six month interval in roughly one-third of the Ss; slightly less than 60% of the Ss evidenced no change; only 10% of the subjects evidenced deterioration.

In view of our common sense expectation that the only possible change which should occur in recall across so long an interval as six months is decay, it was perhaps inevitable that the first response evoked by Piaget's data was skepticism about the reality of the data themselves. Less than a year after Piaget had reported his memory improvement effect, Robert Altemeyer, Daniel Fulton, and Kent Berney began a virtual point-for-point replication study which focused narrowly on the first of the two stimuli mentioned earlier—the seriated array of 10 sticks. Although the Altemeyer-Fulton-Berney findings were less dramatic than Piaget's, there was overwhelming agreement with Piaget's data: recall improved in roughly half the Ss; recall did not change in roughly one-quarter of the Ss; recall deteriorated in roughly one-quarter of the Ss. The investigators concluded that "our data substantially confirm Piaget's results and further explorations yield results which in no way oppose his explanation (Altemeyer, Fulton, & Berney, 1969, p. 846)." Thus, the initial skepticism about the data themselves seemed unwarranted.

A year after the Clark address, Piaget published a comprehensive volume on memory (Piaget, Inhelder, & Sinclair, 1968). A year after that, Inhelder (1969) published an overview of the main theoretical points in the book plus illustrative empirical findings. We shall now briefly consider some of the key theoretical proposals. Before doing so, however, I should like to emphasize that the validity of Piaget's theory of memory appears to turn principally on the long-term memory improvement effect—or, more precisely, on his interpretation of the effect. None of the other research that Piaget has reported on memory to date poses even a slight problem from more traditional
theories of memory. It is only the long-term memory improvement effect that seems to require a new theory of the sort that Piaget proposes.

The point of departure for Piaget's analysis of memory is an assumption he has advanced many times before in conjunction with cognitive capacities other than memory (e.g., language, imagery, logic), namely, during each period of cognitive functioning, memory is strictly a dependent variable vis-a-vis the cognitive structures previously posited for that period. [In the case of the long-term memory improvement effect, the period is middle-childhood and the relevant cognitive structures are the so-called groupements.] Piaget actually seems to assume that there is no memory capacity as such--there are only the cognitive structures and they are responsible for our knowledge of the past. This brings us to the unique empirical prediction of the theory--the long-term memory improvement effect. To be perfectly accurate, the effect was not deduced from the theory and then tested as the term "prediction" implies. Instead, it appears to have been discovered quite by accident. In his book on memory, Piaget observes: "We...devised a number of preliminary tests to determine what our subjects remembered...of situations or states resulting from operational processes...This led to the (fairly obvious) conclusion that the memory of children is bound up with the way in which they interpret a model at various stages of their operational development...a chance encounter with one of our subjects persuaded us to look further into the matter. When this subject, who had been questioned about the memory test six months earlier, turned up for quite a different investigation, and was asked what he remembered of the first one, his reply showed that he did, in fact, recall it, but that he had schematized it further (Piaget, Inhelder, & Sinclair, 1968, my translation).

In any case, the general prediction of the theory is, in Inhelder's (1969) words, that long-term memory improvement will be observed for all visual stimuli which are "the (static) end result of operational transformations" during the time interval when the cognitive structures that embody these transformations normally are acquired. Returning to the two stimuli we discussed earlier, both the seriated array and the horizontal water level previously have been inferred to be the end result of the cognitive transformations embodied in the groupement structures of the concrete-operational period. [It should be noted parenthetically that it is a moot question as to whether or not such inferences are correct or, indeed, whether or not such a thing as a groupement structure even exists. For purposes of investigating the long-term memory improvement effect, we are forced to accept the structures and their behavioral correlates as givens.] Because the theory says that groupement structures normally emerge during the late preschool and early elementary school years, the expectation is that long-term memory improvement effects for seriated arrays and horizontal water levels should be observed during this age range. More generally
long-term memory improvement effects should be observed during this age range for all visual stimuli that the theory says are static end results of groupement transformations. [This leaves us with a wide assortment of alternative stimuli to choose from—i.e., double seriation matrices, two-dimensional projections of common three-dimensional objects, conservation transformations, and double classification matrices.] In view of the fact that some long-term memory improvement effects have already been observed for such stimuli during the appropriate age range, Piaget concludes that: (a) memory is indeed dependent on his particular cognitive structures and (b) the memory code must undergo structural reorganizations during the course of development which are dictated by these same cognitive structures.

Now, purely for the sake of argument, suppose we stipulate that Piaget has established two points beyond reasonable doubt. First, on the empirical side, his data are, in principle, replicable. That is, it is an established empirical fact that children's drawings and verbal descriptions of stimuli such as those we have mentioned are more accurate six months after encoding than one week after encoding. Second, on the theoretical side, let us accept the more dubious proposition that if long-term memory improvement effects satisfying the aforementioned conditions exist, then Piaget's cognitive structures are automatically implicated in any theory of memory. The question now becomes whether or not we can connect these two statements. That is, do the six-month changes necessarily reflect changes in memory or is something other than memory changing? Some rather elementary methodological considerations suggest that the second alternative is the more likely.

Methodologically, the most striking feature of the Genevan long-term memory design is its complete lack of control for extraneous influences other than memory. Of course, lack of controls for alternative interpretations is hardly a new phenomenon with Genevan research. In the case of the long-term memory studies, however, the possible extraneous factors that might have produced the changes attributed to memory are particularly heinous. For example, given the nature of the dependent variables (drawing and extemporaneous verbal description), the contaminating influences of language development and fine motor coordination immediately suggest themselves. During the age range in question, massive improvements in both of these capacities are known to occur.

A third contaminant also suggests itself: concept development. It is this extraneous influence that was the focus of the research I wish to report and it may be summarized as follows. The stimuli for which the long-term memory improvement effect already has been observed and other stimuli for which the effect should be observed all involve an underlying concept of some sort. Moreover, these underlying concepts are known to be acquired during precisely the same age range as the one examined in Piaget's memory studies. In
the case of the 10-stick array, the underlying concept is serial order. In the case of the water level stimulus, the underlying concept is horizontality. If one were to ask elementary schoolers or preschoolers without prior encoding, simply to draw a picture of 10 different sticks on two occasions six months apart, the degree of improvement between the two occasions no doubt would be considerable. Similarly, if we show children the bare outline of any of the tilted bottles in Figure 1 on two occasions six months apart and ask them to draw in the water level, there were also be improvement.

Thus, we simply cannot say just how much of Piaget's "memory" improvement data reflects actual improvement in memory and how much must be written off as improvement in other extraneous variables. There can be very little doubt that concept development, in particular, accounts for some of the observed improvement. The general aim of the study I shall now report was to separate these two factors and to determine the relative contribution of each to children's scores at one week and six months.

The study focused on one of the types of stimuli for which Piaget reported detailed memory improvement findings in 1967: the water level stimulus illustrated in Figure 1. It turns out that only two additions must be made to Piaget's design to sort out the effects of concept development and memory improvement. First, at least one other condition must be run. This condition is one in which the Ss encode stimuli that are identical with those that Piaget's Ss encoded, except that the stimuli are not "correct" instances of the underlying concept. [To illustrate, consider stimulus No. 2 in Figure 1. In place of the horizontal water level that Piaget's Ss were shown, suppose the Ss were shown a water level tilted in the same direction as the bottle.] The prediction of Piaget's memory theory for such a condition is straightforward and has been explicitly formulated elsewhere (Inhelder, 1969): Subjects encoding such stimuli should evidence no long-term memory improvement because the stimuli are not "the (static) end result of operational transformations."

The second change that must be imposed on Piaget's original design is purely psychometric. We must change the scoring procedure slightly. We now have two encoding conditions. One of them is a replication of Piaget's condition in which the Ss encode visual exemplars of some concrete-operational concept; the other is a control condition in which the Ss encode otherwise identical stimuli that do not happen to be exemplars of the concept. We now may determine the relative contributions of concept development and memory improvement simply by applying exactly the same scoring method to the second condition as we apply to the first condition. That is, instead of evaluating the responses of the Ss in the second condition in terms of their approximation to the stimuli originally encoded, we evaluate them in terms of their approximation to the conceptually correct stimuli encoded by the Ss in the first condition. If concept development produced some of the change Piaget
reported, then the six-month responses of the Ss in the second condi-
tion should be closer approximations to the conceptually correct
stimuli than the one-week responses. Similarly, if long-term
memory improvement produced some of the change Piaget reported, then
the absolute amount of response improvement over the six month
interval should be greater for Ss in the first condition (upon whom
the effects of both memory improvement and concept development
are operating) than for Ss in the second condition (upon whom the
effects of only concept development are operating). Finally, if
long-term memory improvement produced none of the change Piaget
reported, then the absolute amount of improvement in the two condi-
tions should be the same.

The study that eventually was conducted may be summarized as
follows. The Ss were 450 first, second and third graders (150 per
age level). Each S was assigned to one of three encoding conditions
(150 condition). In the first condition, the Piaget replication,
the Ss were shown stimuli No. 2, 4, 6 and 7 in Figure 1. Inside
each bottle, a correct horizontal water level appeared. In the
second condition, the Ss also were shown stimuli No. 2, 4, 6 and 7.
However, a correct horizontal water level appeared inside only
two bottles. An incorrect tilted water level appeared inside the
other two bottles. In the third condition, the Ss were shown the
same 4 stimuli and an incorrect tilted water level appeared inside all
the bottles. Except for the type of water levels encoded, the
procedures for the three conditions were identical.

During the encoding phase, E showed the Ss two large closed
bottles—one empty and the other half-filled with red colored water
("Kool Aid"). The E explained that he would tilt the empty bottle
at various angles and then show the Ss what the Kool-Aid looked like.
Next, the E tilted the bottle to one of the four predetermined
positions and showed the S a slide of the tilted bottle with the
water level drawn in. Each time the E showed the S a slide, he
cautioned the S to remember it because he would return later to ask
questions about it. One week and six months after encoding, the
Ss performed a recall task and a recognition task. The recall task
was the same as Piaget's. The Ss were given sheets of paper on which
stimuli No. 2, 4, 6, and 7 from Figure 1 were printed and they
were asked to draw in the water level they had seen for each one.
In the recognition task, the Ss were administered four recognition
arrays. Each array contained six bottles tilted at the same angle
and a different water level appeared within each bottle. One of
the six water levels was the one S had seen and another was the
conceptually correct level. Although Piaget's original design in-
cluded no assessment of recognition memory, we decided to include
a recognition test primarily as a control for the possible motor
coordination effect mentioned earlier.

After the six-month retest was completed, the recall and recog-
nition data from both tests were scored in terms of the degree to
which they approximated the correct horizontal water level. The amount of positive or negative change between the two tests then was determined. The recognition arrays had been constructed in such a way that the water levels appearing in each array formed a natural six-point scale. This scale was applied to the recognition data. It did not prove difficult to construct a similar scale for the recall data. The recall scoring method produced a satisfactorily high interscorer agreement of .85.

Before looking at the data, let us recall what we should find. If Piaget's original findings were at least partially the result of memory improvement, then the differences between the six-month and one-week scores should be greater in the first condition than in the second and greater in the second than in the third. On the other hand, if Piaget's original data were purely the result of concept development, then the differences between the six-month and one-week scores should be about the same in all three conditions. In Figure 2, we see that the recognition scores after six months were about 50% better than at one week for all three conditions. The Ss in the first condition evidenced almost precisely 50% improvement; the Ss in the second condition evidenced slightly less than 50% improvement; and the Ss in the third condition evidenced slightly more than 50% improvement. None of these differences even approached significance. Now, let us look at the recall data in Figure 3. Again, the amount of improvement is around 50% and none of the between-group differences approached significance.

The data suggest two conclusions. First and most important the original findings on which Piaget based his claims for the existence of a long-term memory improvement effect probably have nothing to do with memory per se but, rather, result primarily from correlated improvements in the underlying concepts presupposed by his stimuli. At the very least, this seems to be a fair conclusion with regard to the Genevan data on recall of water levels. Even at the risk of over generalizing, I also would contend that it is by far the most probable explanation of his findings with other stimuli. The virtual identity of our three conditions on both the recall and recognition measures suggests a further interesting conclusion: Not only does long-term memory improvement for horizontal water levels apparently fail to occur, the Ss seem to remember virtually nothing about the original stimuli six months after they were encoded. If forgetting was not almost total, then we would expect at least some small difference between the scores of Ss in the first condition (who saw only horizontal water levels) and the scores of Ss in the second condition (who never saw a horizontal water level). Such differences were not observed. To evaluate this second conclusion more directly, we ran a follow-up condition containing 60 Ss. These Ss were simply administered the one-week and six-month tests at the appropriate times. Instead of being asked to draw or select the water level they previously had seen, the Ss were asked to draw or select the correct
Obtained Data by Condition
Total N = 450 (150 Ss per Condition & per Age Level)

FIGURE 2

Obtained Data by Condition
Total N = 450 (150 Ss per Condition & per Age Level)

FIGURE 3
The same scoring procedures were used for the follow-up condition. The results were in line with our second conclusion: The amount of change in both recognition and recall after six months did not differ significantly from the amount of change observed for Ss in our first condition.

To sum up briefly, we have seen that Piaget's theory of memory "predicts" long-term memory improvements in any and all visual stimuli which are "the (static) end result of operational transformations." We also have seen that the data on which Piaget predicates his claims for the existence of such effects are subject to the more reasonable alternative interpretation of concept development. The data reported herein provide support for the alternative interpretation. Therefore, to the extent that Piaget's key assumption that memory always depends on his operational structures turns on the existence of the long-term memory improvement effect, we must conclude that the present evidence is inconsistent with the assumption. So as not to be guilty of over generalizing from a single set of stimuli, we are examining other sets of stimuli for which the long-term memory improvement effect has been claimed via the design outlined above. To date, our findings on these other stimuli have been consistent with the data just reported.
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ART EDUCATION - MEANS OR END?

Boris Blai, Jr.
Harcum Junior College

This pilot study, supported by a grant from the Spencer Foundation, investigated, empirically, Sir Herbert Read's views relating to education. These are:

1. Real art education - termed 'visual learning' - "represents a group of stimuli-response behaviors which direct us, shape us, and maintain our very existence - all the time."

2. "Our policy of education through art is based on the hypotheses that the images we evoke in the course of any kind of cognitive activity have a universal significance, and correspond to something permanent and unchanging in the nature of man."

The specific objective of this exploratory inquiry was to 'test' two propositions:

Hypothesis #1 - That art education, offered at a collegiate level, demanding the intellectual effort expected for any academic subject, helps students achieve: (1) a greater degree of emotional well-being through improved self-image - (the latter being brought about by helping the student produce satisfying objects he can see); (2) improved study habits and attitudes towards study; and (3) greater academic progress (achievement) than those who are not exposed to a collegiate art curriculum.

Hypothesis #2 - That art education provides a means for learning problem-solving, for Sir Herbert hypothesizes that the visual language of real art education is a direct route to the student's mind in developing problem-solving skill for application of other subject-matter areas.

Clearly then - if corroborating evidence is found for either or both of these hypotheses - the potential educational-learning implications could be far-reaching; for if the effects of real art education upon student learning are as hypothesized by Sir Herbert, the curriculum-structuring impact could be considerable at all levels of formal schooling and learning.

The subjects of this investigation were a group of 28 young women who graduated from Harcum Junior College in May 1973, after completing associate degree programs of study. There were 14 Visual Arts majors, and 14 non-Visual Arts majors; 'matched' in terms of College Board Scholastic Aptitude Test verbal and math scores; that is - there was less than a 50-point 'spread' of scores among the subjects.

Measures of College-entry, and College-graduation levels were obtained for these two groups through pre- and posttest administration of: (1) The Watson-Glaser Critical Thinking Appraisal instrument, consisting of a series of test exercises which require the application of some important abilities involved in problem-solving skills; (2) the Emotional Stability scale of the Gordon Personal Profile inventory; and (3) the Survey of Study Habits and Attitudes inventory. The fourth area investigated - academic progress, or achievement - was 'measured' by comparing the graduation cumulative grade-point averages of the Visual Arts and non-Visual Art majors.

To determine if the results of these comparisons - that is, the obtained differences between the averages earned by these two groups of students were likely to be chance variations or statistically significant differences - t-ratios were computed. As we are aware, a t-ratio of 3 is virtual certainty (about 999 chances out of 1000) that a true difference exists between the means of the two populations from which the samples were drawn, and is not one that might be due to sampling fluctuations alone - or some other chance variations. And of course, a t-ratio in excess of 3 is that much more assurance that a true difference exists between the two populations involved.
With the exception of study skill and attitudes, statistically-significant differences were found. For the difference in average performance in the problem-solving dimension, the t-ratio was 4.37. In the area of emotional well-being, the t-ratio was 3.33, and for the difference in cumulative averages earned between the Visual Arts and non-Visual Arts majors, the t-ratio was 4.40.

In the area of study skills and attitudes, the averages earned by both groups were the same; therefore in this instance, no statistically significant evidence was found to support Sir Herbert's assertion that art education eventuates in improved study habits.

The implications and conclusions of this pilot inquiry suggest the following: In theory, there are two principal elements associated with student learning. These are: (1) difference in initial aptitude (or Nature), and (2) college characteristics contributing to student learning (or Nature). Therefore any study of college impact upon students must take into account differences in initial aptitude among students. It is also recognized that higher posttest scores may, in fact, be due to the "maturation" factor, as well as some residual "practice" effect. Students grow and develop - as a result of their everyday life-learning experiences - with or without participating in experimental programs. However, if statistically significant differences are found among groups exposed to differing academic environments (in this case collegiate programs), the net effect is to hold constant these factors of "maturation" and "practice effect" - to which all are subject - and therefore identify such differences with the environmental "press" (i.e. the various college majors).

To attempt to control for the student's ability prior to college entrance, the ability which has contributed to the student's academic growth while in college, this study considered the average improvements among several small groups of Harcum students in a series of academic-related skills and achievements, as well as personal characteristics areas. Through a "before" and "after" testing situation for two samples of freshmen who were retested just prior to completion of their 2-year program, the net effect was to hold constant the factor of differences in student aptitude, by combining the differences in improvement among the low, average, and high academic aptitude students. The remaining differences between their collective performance initially upon entrance to Harcum, and their performance just prior to graduation two years hence, may then reasonably be associated with the College's effect - the so-called environmental "press".

The results of this pilot investigation have generally shown statistically significant differential-gains for this small-sample Harcum group enrolled in the Visual Arts curriculum, in contrast with a 'control' group enrolled in various other Harcum curricula. It is generally acknowledged that the visual and graphic arts are playing an increasingly greater role in contemporary life. Therefore, it is believed that further study, through replication of this pilot inquiry, might well be fruitful; to ascertain whether the gains here reported also are found to exist at various schooling levels; e.g., elementary, secondary, undergraduate and graduate collegiate. Additionally - are such gains found among males as well as females? And finally - do such gains persist over time.

If such future inquiries are well-designed, replicated a number of times, and show consistent directional findings and meaningful strengths of association, then the collective results of such investigations may, within reason, be generalized for purposes of modifying existing educational programs and practices.
COGNITIVE DEVELOPMENT AS PROBLEM-SOLVING:
The Meaning of Décalage in Seriation Tasks

Kurt W. Fischer
University of Denver

For many years child psychologists have been describing stages of development--stages of crawling, stages of vocalization, stages of classification of blocks, and so on. These stages have been useful as descriptions of the development of particular skills, but beyond this descriptive utility their significance has usually been unclear. During recent decades Jean Piaget has used stage descriptions in a more meaningful way (for example, Piaget & Inhelder, 1969; Piaget, 1952). He has placed his descriptions within the context of a comprehensive theory of intellectual development, with the result that his stages usually have a definite significance. In a general way, they indicate the progressive, step-by-step structuring of intelligence in the child, and more specifically most of the stages portray the development of skills that are essential components of intelligence. In other words, Piaget treats his stages as a means of assessing and portraying the development of intelligence in the child.

While Piaget's use of stages is a definite improvement over previous usage, many of his stages nevertheless encounter a major conceptual difficulty. When he finds stages of performance on a particular task, such as seriation of sticks or classification of blocks, he attributes the stages to the development of the child's intelligence, yet the stages of performance on a given task turn out to have an uncertain, ambiguous correspondence with intellectual development. While the individual task itself makes an important contribution to the child's stage of performance, seemingly minor changes in the nature of the task can produce dramatic changes in the child's stage.

This fluidity of stages is called décalage, or temporal displacement, by Piaget. At the same age tasks that appear to be almost identical produce very different stages of performance, and consequently any specific stage occurs at a different age for...
each task.²

My proposal for solving this enigma is a relatively simple one, deriving directly from Piaget's own assertion that intelligence can only be understood as the interaction of organism and environment. It is not enough to consider only the organism (that is, the child's intellectual level) when trying to explain Piaget's stages. The environment (that is, the task) makes an equally important contribution to the child's performance. I would propose that the best way to deal with this interaction is to view the child as trying to solve the problem posed by the task. His stages of performance on a particular task are then produced jointly by his cognitive level and the difficulty of the task, because these two factors together determine how well he can understand the problem posed by the task. Consequently stages of cognitive development are best understood as stages of problem-solving.

### Décalage in Seriation Tasks

A good example of the difficulty with Piaget's descriptions of stages is the standard Piagetian task of seriation. A child is given ten sticks of differing lengths that if ordered properly will form a series from shortest to longest. The adjacent sticks in the series differ by only a few millimeters in length. Most four-year-olds in our society cannot place these sticks into the proper series, while most nine-year-olds can make the series correctly. The most fine-grained analysis of stages of seriation provided by Piaget (1957; 1970) depicts four stages of seriation and I have added to the description a zero stage, in which the child cannot seriate at all. These stages are described in the column labelled "Stages of Seriation of Sticks" in Table 1. The descriptions of the stages have been altered slightly from Piaget's original descriptions on the basis of the findings of an experiment being carried out by Karen Cohen and me that will be discussed below.

The difficulty arises in its most salient form as soon as seriation is tested with different types of materials. Many diverse things can be seriated besides sticks differing a few millimeters in length, and research to date indicates that the ability to seriate many of these other materials follows essentially the same four stages as seriation of sticks. Yet the stages for some of these other seriation tasks occur at very different ages from those for the sticks—so different in some

²Because Piaget presents décalage as a basic characteristic of all intellectual development, it does not literally contradict his theory. On the other hand, he has not adequately explained what décalage means or why it occurs.

³Because Piaget is using these stages primarily as an assessment tool and is not interested in the stages themselves, he differentiates different numbers of stages depending upon the purpose that he is writing for. The stages of seriation listed in this paper are based on the largest number of stages that he differentiates.
cases that they belong to entirely different periods of intellectual development within Piaget's framework. For example, the seriation of nesting cups develops through the stages between one and three years of age (Greenfield, Saltzman, & Nelson, 1972; Greenfield, 1972, personal communication), which places them firmly within what Piaget calls the pre-operational period. Piaget himself (1967, p. 50) states that by four or five years of age most children can seriate sticks that differ greatly in length (at least 25 mm. difference between adjacent sticks). The seriation of items described in propositions, such as "John is taller than Sam," "Sam is shorter than Herman," etc., apparently develops through the four stages of seriation between approximately ten and fifteen years of age (Inhelder & Piaget, 1958, Chapter 16), which places them within what Piaget calls the formal-operational period. Consequently, the stages of seriation cannot be used in any general way to indicate that the child has reached a particular period of intellectual development, because the same stages can occur in entirely different periods if different types of seriation tasks are used.

Décalage occurs in the same way in several other types of tasks used commonly by Piaget. Piaget himself has carefully documented the fact that in the many different kinds of conservation tasks, all show essentially the same stages of development, but those stages occur at different ages for each task (Piaget & Inhelder, 1969). Tasks involving classification probably show the same kind of décalage.

A Proposal for Solution of the Difficulty

Within Piaget's theory the significance of these stages is still unclear. Why do the same stages occur in tasks that develop at such different ages, and more generally what do the stages mean?

The proposal of this paper is that these stages depict more than just changes in intellectual capacity. They describe phases in the solution of a problem of a particular type. That is, a child trying to solve some specific seriation task must solve the problem posed by that task. The stages that he shows in the task are stages in the solution of seriation and are produced jointly by his cognitive capacities and the difficulty of the specific task. Intellectual development and problem-solving involve essentially the same process. Intellectual development can be treated as problem-solving, and problem-solving can be treated as a developmental process in miniature (termed "microgenesis" by Werner & Kaplan, 1963).

I am using the word "stage" to refer to changes that occur with the development of intelligence and the word "phase" to refer to changes that occur in any learning or problem-solving situation, irrespective of whether the development of intelligence is involved. For one type of problem, such as seriation, all the various kinds of seriation tasks produce the same stages because they all require solution of the same kind of problem, seriation. The sequence of steps in problem-solving are the
phases of seriation. Phases become stages when the steps are stretched out over a long period of time as a result of cognitive development; an advance in cognitive sophistication or cognitive capacity is required for a child to achieve a more advanced stage.

Not only can a set of phases be described for solution of seriation tasks, but another set can be described for solution of conservation tasks, perhaps still another set for solution of classification tasks, and so forth. Two tasks of the same type produce the same stages at different ages because they both involve solution of the same type of problem, and the problem must be solved by a set of phases required by the structure of the problem.

The proposed phases for seriation are shown in Table 1 in the column labelled "General Organization," and the observed stages of seriation of sticks are described in the column labelled "Stages of Seriation of Sticks."

The far-right column, labelled "Hypothesized Transition Rule," suggests a way of conceptualizing the problem-solving process that occurs as the child moves from phase to phase. The proposed model is a combination of analysis-by-synthesis and differentiation-and-integration analyses of problem-solving (Fischer, in preparation). To move from Phase 0, where he does not seriate at all, to Phase 1, where he makes a rough discrimination between large and small, the child must recognize that the problem involved in the task is one of size. In Phase 1 his understanding of size and how to use it is still relatively primitive, however. To move from Phase 1 to Phase 2, where he tries to order all or most of the items and succeeds in making a partial series, the child must define the general outline of the problem: All the items should be ordered in terms of size. In Phase 2, however, he still does not have the ability actually to seriate all the items. To move from Phase 2 to Phase 3, where he succeeds in making a complete series by successive adjustments (trial and error), the child must differentiate the components of the problem: Each item must be treated as both larger than some items and smaller than others. In Phase 3, however, he still cannot completely intercoordinate these components mentally. He deals with them by making successive adjustments of pairs of items. To move from Phase 3 to Phase 4, where he anticipates the entire series from the start, and succeeds in making a complete series, the child must integrate the components of the problem into a new scheme: All the items together form a step-by-step series, and each item has its own specific place in the series. At this point the problem-solving process is complete.

A number of research questions follow directly from the proposal that the stages of seriation actually reflect phases of problem-solving. I have recently begun a research project, sponsored by the Spencer Foundation, to pursue several of them. There is time to mention only a few of the more interesting ones here.
<table>
<thead>
<tr>
<th>Phase</th>
<th>General Organization</th>
<th>Stages of Seriation of Sticks</th>
<th>Hypothesized Transition Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No understanding</td>
<td>The child does not understand that the sticks should be arranged in order of length.</td>
<td>Person recognizes that there is a problem to be solved involving size.</td>
</tr>
<tr>
<td>1</td>
<td>Distinguishes large from small.</td>
<td>He understands that the problem involves length, but does not know how to treat a single stick as both longer than one stick and shorter than another: he distinguishes long sticks from short sticks.</td>
<td>The general outline of the problem is defined: all the items are to be ordered in terms of size.</td>
</tr>
<tr>
<td>2</td>
<td>Makes partial series by trial and error.</td>
<td>He understands that the problem requires ordering all the sticks in terms of length, but he still has difficulty treating a stick as both longer than one stick and shorter than another: he makes partial series of sticks through successive comparisons of pairs of sticks.</td>
<td>The components of the problem are differentiated: each item must be treated as both larger than some items and smaller than others.</td>
</tr>
<tr>
<td>3</td>
<td>Makes complete series by trial and error.</td>
<td>He understands that each stick must be treated as both longer than one and shorter than another, but still cannot completely intercoordinate these relations mentally: he can make complete series by successive adjustments of pairs of sticks.</td>
<td>The components of the problem are integrated into a new higher-level scheme: all the items form a step-by-step series, and each item has its own specific place in the series.</td>
</tr>
<tr>
<td>4</td>
<td>Anticipates full series from the start.</td>
<td>He fully understands how to seriate because he can mentally intercoordinate the relations of &quot;longer than&quot; and &quot;shorter than&quot;: he can anticipate the entire series from the start.</td>
<td></td>
</tr>
</tbody>
</table>

Table 1

The Hypothesized Four Phases of Seriation
It follows most obviously from the model that an adult solving a new seriation problem will show phases in the solution of that problem that are similar to the stages shown by a child in seriation, because the phases are hypothesized to be general phases of problem-solving for seriation. We are still working on this prediction, trying to find an appropriate task. Most seriation tasks are inappropriate, because adults are very good seriators with familiar materials. What is probably required is a task using unfamiliar, abstract materials.

It follows from the model that a child performing a seriation task will commonly show several successive phases as he repeats the task a few times. If, as the model assumes, the child is trying to solve the problem of seriation with this particular task, then as he is first acquainting himself with the task he will perform at an earlier phase. Several repetitions of the task will allow him to understand the problem more fully and so to progress to a later phase. (Piaget usually reports only the best that the child can do, the highest phase that he can reach, which is his stage for this task.) Karen Cohen and I are testing this prediction in a study in progress. Thus far we have tested about a dozen preschool children with the stick-seriation task, and preliminary analyses support the prediction. Most of the children advance about one phase over three to five trials with the same seriation task.

It follows from the model that, if a child is given one form of a seriation task and after he has performed it several times he is given a slightly easier form of the same task, he should advance about one phase with the easier form (unless of course he has already reached the final phase with the more difficult form). This prediction derives from the idea that, if the second form of the task is slightly easier, the problem-solving process should be facilitated. Karen Cohen and I are testing this prediction in the same study mentioned above. The initial sticks that we give the child to seriate differ by about 4 mm. between adjacent sticks. Ms. Cohen thought of a simple, neat way to make the task slightly easier: give the child sticks which differ by 8 mm. instead of 4 mm. Preliminary analyses support the prediction once again. Most children advance about one phase when they are given the easier sticks. For example, a child who performs at Phase 1 on the first trial with the difficult sticks will progress during later trials to Phase 2 with those same sticks; when he is given the easier sticks, his performance will advance one additional phase—to Phase 3.

In our research project we are now extending this study to several additional seriation tasks that develop during different periods of intellectual development. If the model is correct, the same predictions should apply to seriation achieved in any period.

In summary, I have suggested a model that treats Piaget's stages of "cognitive development" in tasks such as seriation as phases of
problem-solving. The model explains the occurrence of décalage in different versions of these tasks as different occurrences of the problem-solving process specific to seriation. The stage of performance shown for any specific seriation task is the result of an interaction of the child's general intellectual level and the characteristics of the specific version of seriation that he is faced with. That is, the stage is produced by the child's attempt to solve the problem posed by the task. The nature of this interaction is elaborated more fully in a book in preparation entitled Piaget, Learning, and Cognitive Development, and a model for depicting the child's general intellectual level is presented both in the book and in a paper to be presented in a symposium at the convention of the American Psychological Association this year in New Orleans (Fischer, 1974).
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Introduction: Piaget's theory is very complex and there are many issues on which to focus. Therefore, it is possible, for example, to consider the theory of the development of thinking in children, or to view the work as a theoretical paradigm of modes of mental operations, or "thinking," in general. Kessen has said of Piaget, "Piaget is more a student of thinking than of children."(Kessen,1962) Elkind has, also, noted that Piaget should be considered primarily as a genetic epistemologist rather than as a child psychologist.(Elkind,1964) Of Piaget's major collaborators, Inhelder, has described the complexity of Piaget's work. She said, "Piaget is a zoologist by training, an epistemologist by vocation and a logician by method."(Inhelder,1962)

Piaget's theory of the growth of knowledge in the child is particularly concerned with the development of the individual as a genetic, self-activating and self-regulating mental system which operates according to the principle of equilibrium. Cognitive development consists of having new experiences which are continuously disrupted and provide the impetus for developing more satisfactory, abstract ways of thinking. Structuralist concepts are important in Piaget's theory since the development of thinking can be seen as the continual breaking down of inadequate structures of knowing so that the mind develops more abstract, typical and mature structures.

There are 4 main stages in Piaget's theory of development. The intuitive stage is the second sub-stage of the second stage, the pre-operational stage between 2 and 7 years. "The intuitive stage emerges from the former pre-operational sub-stage, that of egocentrism which occurs between 2 and 4 years. During the egocentric stage, the child is preoccupied with the beginning of language development and symbolic thinking. Also, the child is unable to understand a situation from any viewpoint other than his own and "believes himself to be the center of the Universe."(Piaget, 1955)

By the end of the egocentric stage, around 7 years, the child becomes capable of simple intuitive thinking. i.e., he is beginning to have an intuitive grasp of adult, abstract thought. He is in the process of developing further representative symbolic activities, which manifest structures of knowing. However, even though the child has an intuitive grasp of logic, his thinking is still pre-logical, unidirectional, perceptual, and imaginal. Other characteristics which Piaget has applied to the child's intuitive thinking are: artificial, nominalistic, nominally realistic, momentary, and phenomenalistic.

By 6 or 7 years, the child develops articulated intuitive thinking and is now ready to enter the next major stage, that of concrete operational thinking. In the concrete operational stage the child can think logically, but only in specific, concrete situations. The development of the child's thinking in the intuitive stage will be studied in two areas: those of logico-mathematical concepts and linguistic concepts. A structuralist interpretation will be emphasized.

Piaget's Structuralist Concepts and Theory. Piaget postulates that psychological functioning has a structural aspect, i.e., that it relates to underlying structures and that in this way it deals with knowledge. Knowledge is defined as the behavioral manifestation of structures within the organism. (Piaget,1966) At all age levels, structures exist which are the prototypes of logic and which by progressive equilibration lead to logical structures. Structure is, thus,
an important concept in Piaget's theories as are many others, such as equilibrium, stage, operation, assimilation and reversibility.

It is helpful to begin with a definition of structure as written by Piaget. He says: "Structure is a . . . system which presents the laws or properties of a totality seen as a system. These laws of totality are different from the laws or properties of the elements which comprise the system." (Piaget, 1968, p. 143) He, also, says that structure is a global term, like that of the Gestalt and not easily reduced to quantitative terms.

In a recent scholarly work, Structuralism (1970), Piaget elaborates on three defining marks of structuralism as an epistemological method of inquiry into the nature of the growth of knowledge in children. These marks are: wholeness, transformation and self-regulation. By wholeness he meant that structures are not just aggregates, but organized wholes. Also, "the logical procedures or natural processes by which the whole is formed are primary." That structures are systems of transformations reveals their dynamic quality. As systems, they are simultaneously structuring and structured. The self-regulatory aspect of structures refers to their rhythm, regulation and operation.

Piaget discusses examples of structuralism found in fields other than that of child psychology. Some fields are: mathematics, the physical and biological sciences, the social sciences, language and philosophy.

In order to further clarify the meaning of the term, structure, three Piagetian scholars will be presented with definitions. Elkind defines Piaget's use of structure as a "mental system or totality whose principles of activity are different from those of the parts which make it up." He, also, compares structures to schemes. (Elkind, 1968) Furth says that structure refers to the "general form, the interrelatedness of parts within an organized totality." Structure can be used interchangeably with terms such as organization, system, form and coordination. (Furth, 1970) Phillips gives us a definition of structure by contrasting it with function. He says: "The basic underlying idea is that functions remain invariant, but that structures change systematically as the child develops. This change in structure is development." (Phillips, 1969) Structure and function, thus work together. The biologically inherited modes of assimilation and accommodation are functional, not structural.

Intuitive Thinking: Logico-Mathematical Development: A structuralist view of the child's development during the intuitive stage will be given. Empirical studies done by Piaget and his followers will be cited. First, logico-mathematical concepts will be studied, followed by language development. Among the many types of experiments which Piaget and his followers have done on the child's intuitive grasp of logico-mathematical concepts are: order, seriation, classification, conservation of matter, weight and area, space, time, causality, the invariant horizontal, problem-solving and explanations of natural forces. The following concepts will be discussed in this paper: order, seriation, classification, conservation of matter and the invariant horizontal.

Concerning the development of the conceptual structures of order and classification, Piaget says: "The order relations, for example, which on the sensori-motor plane were altogether immersed in the sensori-motor schema now become dissociated and give rise to a specific activity of 'ranking' or 'ordering.' The same is true for other concepts.

The seriation of sticks, A, B, C, etc. of different lengths placed side by side, also, reveals the child's thinking. Children at 5 years are able to construct uncoordinated pairs only and "he gropes his way from
Structuralism in Piaget's Intuitive Stage

Until the operational level is achieved, the child is unable to understand the logical principles involved, such as transitivity of length and classification.

Another example of early intuitive thinking, involving the concept of classification, is shown in the following experiment: A child aged 2 or 3 years, when given a group of heterogeneous objects to classify, groups them according to a very general, classificatory principle. The groups are made on the basis of concomitant perceptual impressions such as putting side by side the circles together, but then arbitrarily adding few others. He is unable to deal with the quantifiers, "one", "some", and "all" or the logical principles of class inclusion-exclusion. It is not until he is 5 or 6 years that he begins to think logically.

Directly applying Piaget's structuralist concept to the above experiments, we can say that the whole, transforming and self-regulating principles that determine the child's thinking are at this stage pre-logical. The knowledge which the child has is intuitive as are the cognitive structures, themselves.

Piaget has given a detailed analysis of the child's progression from simple to articulated thinking in the development of the concept of conservation of matter. He analyses the progression into 4 substages. (Piaget, 1963)

The following experiment is used as an example: The child is shown two identical balls of clay which he judges to be equal. One ball is then elongated by the Experimenter so that it resembles a sausage. The child then immediately thinks that the longer piece of clay contains more clay. The early intuitive child around 4 years does not use reason based on an understanding of the logical principle of compensatory relationships. He only attends to the dominant perceptual characteristic, in this case, length. According to Piaget, this is the first of four strategies which the child uses in grasping the concept of conservation of matter.

During the second phase of the experiment, the child realizes that his answer was wrong. He sees that the piece of clay is thinner, as well as longer.

During the third phase, the child will reason about the two dimensions of length and breadth, at once. First, "he will oscillate between the two," he will say, "I don't know. It's more because it's longer... no, it's thinner, so it's less." Gradually, he will discover the principle of compensatory relationships. It is at this point that the child is ready to understand the concept in a concrete operational way.

The child in the fourth phase now reasons in terms of the two transformations and has grasped the principle of compensation. The structural understanding of the concept is now reversible, extra-temporal and equilibrated in a concrete operational way.

This description of the development of the concept of the conservation of matter in the intuitive child supports Piaget's view that "structures are built up from the simple to the complex, little by little, ad infinitum" and that, at all age levels, structures exist..."which by progressive equilibration lead to logical-mathematical structures." (Piaget, 1963) Piaget emphasizes the self-constructivist approach toward cognitive growth. Rather, than being either innate or having pre-formed, structures are continually in the process of forming themselves according to logical laws of transformation. (Piaget)

Intuitive Thinking: Language Development. In discussing language development from a structural viewpoint, Piaget discusses various topics, such as, the epistemological basis of language, the relationship...
between thinking and language, including use of linguistic syntax, degree of communication and the ontological meaning of language. Each of these topics will be briefly discussed.

In **Structuralism**, Piaget gives an account of the epistemological basis of language. He discusses such topics as: synchronic structuralism, transformational structuralism and the relationship between ontogenesis and phylogeny, and the relationship between linguistic and logical structure. In all cases, Piaget traces language development using an equilibration model. Language is neither the result only of external social formations nor of innate ideas, but, rather, of their interaction in a continually developing cognitive system.

Piaget points to the interrelatedness of language and intelligence. Each reflects the other. The language of a child can be analysed in terms of his use of grammar and syntax as well as degree of communication and understanding of ontological principles.

Piaget describes experiments by H. Sinclair de Zwaart (1967) on the use of quantitative adjectives as novel and precise. She found that pre-operational children rarely used any adjectives except scalar ones, i.e., "that one is big" and "that one is little" while concrete operational children used vector, comparative vocabulary, such as, "that one is bigger than the other." The older group also used binary connections.

Piaget has also noted that the pre-operational child has no systematic basis for using grammar, pronouns, personal and demonstrative adjectives, such as "he," "she," or "that" are used "right and left without any indication of what they refer to." Also, "words are much nearer to action and movement than for the adult... the child is impelled, even when he is alone, to speak as he acts..." (Piaget, 1955)

Piaget, also, discusses the social aspect of language or degree of communication. Language, like other abilities and forms of communication is a "group institution." Like other kinds of social behavior, its rules are imposed on individuals. He explains: "The syntax and semantics of a language yield a set of rules to which any individual speaking that language must submit, not only when he wants to express his thoughts to others, but even when he expresses it internally." (Piaget, 1955, p. 75)

The child's emergence from egocentric speech, involving repetition, the monologue and the collective monologue to socialized speech is traced by Piaget in three stages. (Piaget, 1955) These stages will be described.

During the first stage between 3 and 5 years, the child is capable of speaking primarily only in a monologue. The child speaks for and by himself and his words have no social function.

The second stage between 5 and 7 years is known as that of the collective monologue. Now, the child talks in the presence of others and hears others, but is not yet conversing or sharing ideas. This stage is the most social of the egocentric varieties of child language, since to the pleasure of talking it adds that of soliloquizing before others and of interesting them in oneself.

The third stage is called that of collaboration in abstract thought. Now, around 8 or 9 years, the child is able to hold an actual conversation with others in which ideas are shared. His thinking is socialized at the concrete operational level. Not until adolescence will the individual become capable of abstract thinking and mature social interaction.

Other important ontological characteristics of the child's thinking during the intuitive stage which are revealed in his language are animism, artificialism and syncretism. An example of animistic thinking is shown in two statements concerning the moon. When the child remarks that "the moon follows him when he goes out for a walk," he is revealing that he is unable to differentiate between logical implication and physical causation. Again, this is true when the child says, "the moon doesn't fall down because its very high up."
Critical remarks, any questions have arisen as to the practical value and theoretical consistency of Piaget's theory. A large body of general criticism seems to stem from the fact that Piaget gives not enough explicit attention to either environmental or cultural influences on the child. Elkind (Elkind, 1968), for example, has found shifts in age-sets as a function of socio-cultural status. Hunt (Hunt, 1961) has questioned the value of a rich environmental background on the growth of intelligence, a major debate has been going on for several years between the Piagetian experimentalists (Trainin, 1964; Smedslund, 1965). Much has been done experiments on the development of the concept of transitivity or length, raising questions as to the constancy of age-norms and describing cognitive processes.

An intensive summary of experiments done by Piaget and his followers on the acquisition of logical operations between 3 and 10 years has been compiled by Sellin (Sellin, 1971). Among the many topics considered are identity, cognitive conflict, reversibility, learning, verbal training, multiple training strategies and classification.

In general, it seems that there are many problematic issues involved in Piagetian logical work and finding experimental procedures for testing. It seems that a more flexible attitude is required, one which extends Piaget's principles and concepts, but, in not restricted within the bounds of the work already done.
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DIAGNOSTIC-TEST-BASED PRESCRIPTIONS IN IPI MATHEMATICS

Anna Olga Graeber

Research for Better Schools

The Individually Prescribed Instruction in Mathematics program includes diagnostic tests designed to determine the units of the program and the objectives within these units appropriate for an individual learner. At present, diagnosis of a pupil's competence of a specific component of a given objective is left to the classroom teacher. In IPI, the process of assigning specific self-instructional materials based on analysis of a pupil's work on diagnostic tests is called prescription writing.

Past studies indicate that IPI teachers need and express a desire for help in prescription writing. Cox (1966), in a report on the first two years of the use of IPI, noted that "a major concern in the evaluation of the IPI system is the process of assigning materials which, within IPI, becomes the development of pupil prescriptions." Cox analyzed the prescriptions written for pupils in grades one to five in the C-Fractions unit. His analysis led to the conclusion that although patterns of prescriptions do appear, "these patterns seem to be models associated with certain teachers rather than with certain types of pupils."

Bolvin (1967) evaluated teacher prescriptions written during a school year at Oakleaf Elementary School in the Baldwin-Whitehall School District near Pittsburgh, Pennsylvania. His analysis of prescriptions led, as did the study by Cox, to the identification of two predominant types of prescriptions. The first type of prescription included materials that introduced the skill as well as almost all the materials available for the skill. Only after the pupil had completed many materials was the curriculum embedded test prescribed. The second type of prescription included only a few select materials. If the pupil failed to achieve mastery criteria on the curriculum embedded test, a few more materials were prescribed. Two of Bolvin's conclusions are of particular interest:

1. The teacher, having only about two minutes a day to write each child's prescription, needed the necessary information updated regularly and easily accessible to her.

2. Although prescriptions varied from child to child, the rationale behind this variation did not follow the child's learning needs.

If the teacher's analysis of a pupil's work, examination of available instructional materials, and actual assignment of materials are done within two minutes, the second conclusion, while disturbing, is understandable.

In 1967 Research for Better Schools, a regional laboratory of the United States Office of Education that was instrumental in the early dissemination of IPI, held a conference for teachers and administrators using IPI Mathematics to elicit suggestions for improving the instructional system and the teacher training program. The conference participants identified diagnosis as one process with which they wanted additional help and direction.
Holste (1972) investigated whether the type of prescription the teacher used affected the rate, the retention, or the level of on-task behavior of children during mathematics instruction. Holste found that the least effective prescription, both in terms of rate of progress and of retention, were those written by the teachers who used the procedure advocated by the authors of IPI.

The present study was planned to investigate whether a diagnostic instrument, designed to test the components of a single objective, could be used effectively as a basis for prescription writing. The investigator used the method Resnick (1967) calls "component analysis" to identify components of the six objectives comprising the C-level Fractions unit. The procedure begins by examining a specific instructional objective and listing answers to the question: To perform this behavior, what prerequisite or component behavior must the pupil be able to perform? For each behavior listed the same question is repeated, thus generating a hierarchy of objectives based on prerequisites. Resnick employed this method not for sequencing skills but rather for determining the subskills, or components, of each C-Fractions skill. Once the components of each objective had been determined, the pages in the existing self-instructional booklet that provided instruction for each component were identified. The page numbers were listed on the diagnostic instrument to match corresponding items. Thus, if a pupil missed any of the items on the diagnostic instrument, pages appropriate for the pupil's prescription could readily be identified.

In a school using the IPI Mathematics program, pupils at each of four grade levels, three through six, identified as likely to work in the C-Fractions unit during the school year were ranked by IQ and grouped to form matched pairs. One pupil in each pair was randomly assigned to the experimental group and received his prescriptions in the C-Fractions unit from the results of the diagnostic-prescriptive instrument. The other pupil in each matched pair received his prescriptions in this unit from his teacher as usual. Throughout the school year, data were collected to test the following hypotheses:

- Pupils receiving diagnostic-test-based prescriptions spend less time working on a skill before mastery than do pupils receiving the usual teacher prescriptions.
- Pupils receiving diagnostic-test-based prescriptions complete fewer instructional pages in a skill booklet before mastery of a skill than do pupils receiving the usual teacher prescriptions.
- Pupils receiving diagnostic-test-based prescriptions require fewer curriculum embedded tests before mastery of a skill than do pupils receiving the usual teacher prescriptions.

For each hypothesis, a one-tailed sign test was used to determine whether the number of within-pair differences in the hypothesized direction was a significant number of the signed within-pair differences. The sign tests indicated that the amount of time taken and the number of instructional pages...
completed by subjects receiving the two types of prescriptions differed significantly and favored the pupils receiving diagnostic-test-based prescriptions. Although pupils receiving diagnostic-test-based prescriptions took fewer curriculum embedded tests and fewer posttests than did pupils receiving prescriptions from their teachers, the difference in the number of tests taken was not significant.

The prescriptions of the eight teachers who had prescribed for control group pupils were analyzed. The teachers tended to prescribe all, or almost all, of the available instructional pages before prescribing a curriculum embedded test. Although the majority of prescriptions reviewed prescribed pages related to each component for which the subject had not demonstrated mastery at the time of the pretest, the inclusion of pages related to specific weaknesses is likely to have been a consequence of the length of the prescriptions rather than a result of accurate diagnosis.

The study suggests that if the proposed benefits of IPI are to be realized, teachers need assistance in prescription writing -- either in the form of diagnostic instruments, more extensive teacher training, or both.
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INDIVIDUALIZED MIDDLE MATHEMATICS --
EXTENDING AND IMPROVING THE IPI MODEL

George F. Lowerre

Research for Better Schools

The idea of making the school curriculum fit the abilities of the students is not a new one. Even Horace Mann, the arch-proponent of the common school, recognized the importance of suiting the instruction to the student when he wrote in his Fourth Annual Report (1840):

"Lessons, as far as it is possible, would be so adjusted to the capacity of the scholar, that there should be no failure in a recitation, not occasioned by culpable neglect."

Mann was really concerned with the capacity of an entire class of students. But Anderson (1962) reports that as early as 1888 a plan was in use in Pueblo, Colorado that emphasized individual work and individual progress. A continuing interest in the idea of individualization is documented by the themes of the 1925 and 1962 yearbooks of the National Society for the Study of Education -- both were concerned with individualization. Shane (1962) lists a total of 35 plans for individualization that had been tried out by 1962. Most of these plans, however, were organizational models by which individualization could be enhanced in a traditional, teacher-taught classroom.

IPI Mathematics applied to individualization in mathematics instruction the concepts and technology that had been developed by the early nineteen sixties -- behaviorally specified objectives, criterion referenced testing, and programmed instruction. Originally written at the Learning Research and Development Center (LRDC) at the University of Pittsburgh, IPI Mathematics was first tried out in the Baldwin-Whitehall School District in the school year 1965-66 and at five Research for Better Schools (RBS) demonstration schools in 1967. For 1968, the materials were revised by the staffs at both LRDC and RBS with assistance from the staff at Appleton-Century-Crofts. In 1970-71, a complete revision was made by the staff at RBS; this revision became available commercially in 1972.

With the completion of the commercial version of IPI Mathematics, two avenues were open for further, related work in the field of individualized mathematics instruction. One approach involved production of a new individualized elementary school mathematics program, with new content and objectives, a new organizational structure, and new learning activities that provide alternate paths to the attainment of each objective. Development of this program, called Individualized Mathematics, has been in the hands of LRDC. Parts of this program have been tried out at two schools in Pittsburgh and two schools in Philadelphia. Currently, further development of this program has been suspended for lack of funds.

The second approach involves extending the concepts and techniques of IPI Mathematics upward to the junior high school, improving them wherever possible. This program, called Individualized Middle Mathematics (IMM), is currently being developed by RBS.
The goal of the IMM development program is as follows: To develop and evaluate an individualized, behaviorally specified junior high school mathematics program that will

1. be usable by any child who has completed a typical K-6 mathematics program, whether individualized or not.
2. be compatible with IPI Mathematics, i.e., permit use in the same classroom.
3. provide freedom of choice for students.
4. provide help in making prescriptions.

It is not the objective of the Individualized Middle Mathematics program to create new junior high school mathematics content. The objective is to teach the content that is typical of seventh and eighth grade mathematics in 1973-74, and to organize that content as part of a system providing for individualization on the basis of entry point into the program, rate of learning, and choice of order in which the objectives are studied. The content has been selected after an examination of nine current junior high school mathematics text series and two standardized tests. The content was then stated in terms of behaviorally specified objectives. Each objective has been stated in two forms: formal and normative. The formal form of each objective states the objective with as much precision as the English language allows; the formal objective statements are intended for the developers, reviewers, and any others interested in an exact (if sometimes lengthy) statement of what is required to meet each objective. The normative form of each objective states the essence of the objective in brief, easily understood language. It is this form of each objective that is for use by teachers and students, and which will be printed on all student materials. One feature of the IPI Mathematics objectives has been continued -- each objective specifies the limits on the problems that the student is required to do to demonstrate mastery.

The number of entry skills has been kept to a bare minimum -- essentially they include the ability to compute with whole numbers and a knowledge of the basic concepts of fractions.

In order that the IMM materials can be used in the same classroom with IPI materials, the objectives have been organized into areas and levels, similar to the areas and levels in IPI. There are seven areas: Foundations, Integers, Rationals and Reals, Geometry and Measurement, Probability and Statistics, Equations and Inequalities, and Applications. There are four levels, labeled K, L, M, N. Levels K and L are intended to cover typical seventh grade mathematics content; levels M and N are intended to cover eighth grade mathematics.

The Individualized Middle Mathematics program includes all of the diagnostic tests that are part of IPI: placement tests (one per level), pretests (one per objective), curriculum-embedded tests (two per self-instructional booklet), and posttests (one per unit).* All of these tests are criterion-referenced measures. There is no use of normative tests.

* A unit consists of all of the objectives at one level in one area.
As in IPI, the principal instructional materials in IMM are self-instructional booklets. However, unlike IPI, some skill booklets have accompanying packets of manipulatives, and there are provisions for group activities.

In order to allow student choices in selecting the order in which the objectives are studied, the objectives are not arranged in a fixed sequence. The objectives in IPI are arranged in a linear order, or continuum, in which the sequencing cannot be altered. The objectives in IMM are not arranged in such a fixed sequence; instead they are arranged in a two dimensional set, where only one of the dimensions is linearly ordered. I have called such a set a bicontinuum, which I have defined as follows:

**BICONTINUUM:** A two-dimensional set in which at least one of the dimensions is arranged in a fixed sequence.

Within each topic area, the levels are ordered. That is, a student must demonstrate mastery of the objectives for Rationals and Reals at level K before he can go on to the objectives for Rationals and Reals at level L. Also, he must demonstrate mastery of objective number 1 in any unit before proceeding to objective number 2. However, a student working at any level will have considerable freedom to choose the area he wishes to study. The only limitations are as follows:

- At level K (only) the student must demonstrate mastery of the skills in K-Foundations before working in any other unit.
- At all levels, the student must demonstrate mastery of the skills in all other units at that level before working in the Equations and Inequalities unit and the Applications unit. He must complete the Equations and Inequalities unit before working in the Applications unit.

Except for these limitations, the student working at any level is free to choose the areas he wishes to study in any order.

An additional degree of freedom is built into the Bicontinuum. After mastering all of the objectives in any unit the student may, if he wishes, study the objectives at the next level in that area before completing the objectives in the other areas at the earlier level. For example, after demonstrating mastery of all of the objectives in K-Geometry, the student may study the objectives in L-Geometry before completing the rest of level K. He may not, however, progress to M-Geometry until he has mastered all of the units at level K.

Perhaps only a few students will choose the option of continuing to another level in one topic area before mastering all of the objectives in the other areas at the given level. However, this option (or second degree of freedom) is included for those students who may become especially interested in one particular topic area and wish to pursue it further before studying the other topics at the given level.

The organization of the proposed junior high bicontinuum is shown on the next page. Any units which lie on the same horizontal line can be studied in any
order. The option of continuing to the next level in an area is indicated by the dotted lines. It must be emphasized that the student does not have a choice of whether or not to study any particular objective. His choices concern the order in which he studies the objectives.

To help the teacher prescribe the appropriate pages within each self-instructional booklet, each such booklet will contain two diagnostic-prescriptive instruments (D-P-I's). In the IMM program these are called Planning Aheads.

The Planning Ahead, which is taken before the student begins work in each booklet, is designed to identify the subskills within the booklet that the student has not mastered. Items on the Planning Ahead parallel the instructional sequence in the booklet and are scored on an all-or-none basis; if the student misses any one of the problems or any part of a problem related to a given subskill, it is assumed that he has not mastered that subskill and the corresponding pages should be prescribed. A second Planning Ahead will follow the Check Up in each self-instructional booklet; this will be administered to students who did not demonstrate mastery on the first Check Up in the booklet.

Graeber (1974) found that the use of diagnostic-prescriptive instruments with IPI booklets decreased both the number of booklet pages and the length of time required for mastery of each objective. Inclusion of diagnostic-prescriptive instruments (Planning Aheads) in IMM booklets should eliminate the problem of poor prescriptions and help shorten the length of time students work on each booklet. This is particularly important, since most IMM booklets will be longer than the typical IPI booklet. The teacher, however, remains the ultimate prescriber. He/she can give a prescription different from the one indicated by the Planning Ahead whenever it seems appropriate.

In summary, the Individualized Middle Mathematics program is designed to build on IPI Mathematics, using the same basic model. It should be easy to use the two programs simultaneously in the same classroom or to use IMM with junior high students who have never used IPI. At the same time, IMM has improved the IPI model by including student options and diagnostic-prescriptive instruments in the program.
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ACCEPTABILITY AND CHOMSKY'S GRAMMATICAL HIERARCHY

Wayne P. Hresko and D. Kim Reid
Temple University

Chomsky (1965) postulates that in a given language a native speaker is capable of perceiving a hierarchy of grammatical violations. In brief, this hierarchy is composed of three structural rules comprising increasing levels of violation (Table 1). Chomsky states that "deviance would be greatest if the item substituted for frighten is a non-verb [lexical-rule violation], less great if it is a verb but a non-transitive verb [subcategorical-rule violation], and still less great if it is a transitive verb that does not take an abstract subject [selection-restriction rule violation] [Chomsky, 1965, p. 152]."

Table 1

An Example of Chomsky's Hierarchy

1. Sincerity may frighten the boy.
2. Sincerity may virtue the boy.
3. Sincerity may elapse the boy.
4. Sincerity may admire the boy.

Chomsky's theory explicitly refers to what the speaker actually knows, not what he may report about his knowledge (Chomsky, 1965). When speaking, for example, people structure their language grammatically, but may be unable to report the basis for their structuring, that is, the rules involved. People have a tendency to speak in accordance with what is acceptable to them. According to Chomsky, "The notion 'acceptable' is not to be confused with 'grammatical'. Acceptability is a concept that belongs to the study of performance, whereas grammaticalness belongs to the study of competence.... Grammaticalness is only one of the many factors that interact to determine acceptability [1965, p. 11]."

Empirical investigation of the psychological reality of this grammatical hierarchy requires the use of performance-based models to infer levels of competence. Downey and Hakes (1968) and Moore (1972) judged subjects' perceptions of grammatical deviance by asking them to rank sentences on the basis of which appeared more acceptable. Moore also measured subjects' reaction time in labeling sentences as acceptable or unacceptable. Although the hierarchies as defined by Chomsky apply only to the verb position, Moore, in order to investigate the generalizability of the hierarchies to other sentence components, expanded the hierarchy to include violations in subject and object positions. In Moore's classification scheme, violations which appear in subject, verb, and object positions are labeled as lexical. Subcategorical violations are those which appear in the verb position. When a comparable violation appears in the subject or object position, it is termed as early selection restriction. Selection restriction in the verb position is called late selection restriction in subject and object positions.

None of the above studies indicated support for Chomsky's proposed hierarchies. The question arises whether the hierarchy does not exist or whether the rating of acceptability so confounds the grammaticality factor as to obscure it.
There is evidence that the hierarchy is psychologically real: of the studies undertaken to examine Chomsky's position, those specifically investigating grammaticality supported Chomsky's theory of hierarchies (Danks & Glucksberg, 1970, 1971; Stoltz, 1969). When the subject is specifically asked to rate according to grammaticality, perhaps the experimenter is focusing the subject's attention on some internal model of grammaticality. When acceptability, however, is the basis for rating, subjects are free to use any combination of factors they may choose. Recent studies which have investigated the processing of sentences have evidenced the influence of semantic content on sentence processing (Bransford, Barclay, & Franks, 1972; Bransford & Franks, 1971; Sachs, 1967; James, Thompson, & Baldwin, 1973). The results of these studies reflect the notion that syntactic structure is neither the only nor the most important factor in processing sentences. Rather, the semantic structure of the sentence is of prime importance. Logically, a sentence which is ungrammatical but makes sense would be judged more acceptable than a sentence containing the same level of grammatical violation but does not make sense.

A sentence's acceptability would depend not only on its grammatical structure but also on its meaningfulness to the subject. No empirical verification, however, exists. A multidimensional scaling technique was, therefore, used to examine the dimensions underlying judgments of acceptability.

Method

Subjects

Subjects were 175 graduate students in the Department of Special Education, Temple University. Students were screened to exclude those who had taken coursework in the psychology of language. Of the 175 protocols, 14 were excluded from the analysis because of patterning of responses (all ones or nines circled).

Procedures

Nine sentences (Table 2) were selected from those used by Moore (1972) in which every level of violation of Chomsky's hierarchy appeared in subject, object, and verb position.

Each subject received a test booklet containing all possible pairs (36) of stimulus sentences. For each pair of sentences, in fifty-percent of the test booklets sentence one appeared above sentence two and in the remaining fifty-percent below it. To further control for order effects, the sequence of presentation of the pairs was randomized.

The instructions were:

The following is an experiment dealing with the psychology of language. We are interested in your perception of the acceptability of various sentences. By acceptable, we refer to sentences which may occur in normal, everyday usage in standard English. At the top of each page of your test booklet are printed two sentences. You are asked to judge how similar each pair of sentences is with respect to their acceptability. Some sentences will appear more acceptable than others. This is a subjective task. There are no right or wrong answers. Participation in this task is not required by your instructor. If you do not wish to participate, either do not take a test booklet or place your test booklet face down on the desk. Your performance has no bearing on grading in this course. If you do participate, please answer all questions.
<table>
<thead>
<tr>
<th>Violation Location</th>
<th>Example</th>
<th>Level of Violation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verb</td>
<td>1. Smart voters uncle honest politicians.</td>
<td>lexical violation</td>
</tr>
<tr>
<td></td>
<td>2. Noisy dogs growl night animals.</td>
<td>subcategorical violation</td>
</tr>
<tr>
<td></td>
<td>3. Catchy slogans believe unwarly citizens.</td>
<td>selection restriction violation</td>
</tr>
<tr>
<td>Subject</td>
<td>4. Modern wanders improve factory efficiency.</td>
<td>lexical violation</td>
</tr>
<tr>
<td></td>
<td>5. Sensible ideas distrust public officials.</td>
<td>early selection restriction violation</td>
</tr>
<tr>
<td></td>
<td>6. Nosey ditches annoy suburb dwellers.</td>
<td>late selection restriction violation</td>
</tr>
<tr>
<td>Object</td>
<td>7. Large factories utilize efficient hesitates.</td>
<td>lexical violation</td>
</tr>
<tr>
<td></td>
<td>8. Big corporations appoint many machines.</td>
<td>early selection restriction violation</td>
</tr>
<tr>
<td></td>
<td>9. Factory foreman appreciate eager tools.</td>
<td>late selection restriction violation</td>
</tr>
</tbody>
</table>

Table 2
Stimulus Sentences

Example

Level of Violation
The subjects indicated the degree of similarity for each pair of sentences with respect to acceptability by circling one value on a scale from one to nine, with nine indicating a high degree of similarity.

For clarity, consider that subjects are asked to compare cups of tea according to preference. The bases upon which they make their judgments may be the sweetness and strength of the tea. Although the cups of tea may also vary in temperature, subjects' ratings may not be affected by that dimension. Multidimensional scaling is a method by which a researcher may determine which dimensions underly subjects' judgments. The interested reader is referred to Green and Carmone (1972), and Shepard, Romney, and Nerlove (1972), for information concerning theory, methodology, and application.

The means of subjects' ratings of the similarities between pairs of sentences were scaled using the Kruskal-Shepard method (Kruskal, 1964a, 1964b). This scaling procedure gave multidimensional scales based on the rank orders of the perceived similarities among stimulus pairs. Sets of scale values were obtained for solutions with from one to five dimensions. For each solution, the operation was iterated until minimum stress was achieved for a least-squares fit using Kruskal's secondary scaling option. Kruskal's primary approach to ties was employed. Stress may be thought of as analogous to the amount of variance unaccounted for. The use of the term dimension is consistent with its use in multivariate behavioral research.

Prior to data collection, an external scale was generated to test the hypothesized grammaticality dimension. Tie procedures for rank order data were used to define Chomsky's hierarchy of grammaticality. Stimuli at each level of violation were considered tied. In this manner, subject, verb, and object violations in the (1) lexical position, (2) early selection restriction and subcategorical position, and (3) late selection restriction and verb selection restriction position were considered tied.

Results and Discussion

Stress values for one to five dimensions are shown in Figure 1. Both an acceptable level of stress (stress = .0827) and an elbow occurred at four dimensions (Kruskal, 1964a, 1964b). In accordance with the consideration of multidimensional scaling—visualizability, interpretability, and parsimony (Shepard, Romney, & Nerlove, 1972)—only pairs of dimensions occurring in three-space are plotted in Figures 2 through 4. The four dimensional solution was uninterpretable.

Stimuli cluster along dimension one according to meaningfulness. To the right of the configuration (See Figure 2) appear stimuli 5, 3, and 1: sentences having political overtones. In the center of the configuration occur stimuli 7, 4, 9, and 8: sentences containing references to industry. Stimuli 2 and 6, which are not meaningfully related to other stimuli, appear together in the upper left
Figure 1. Stress values in five dimensions.
Figure 2. Dimension 1 (meaning) plotted against dimension 2 (Chomsky).
of the configuration. The semantic content of the sentences adequately accounts for the clustering.

There appears, however, to be another level of meaning which explains the ordering of the stimuli along the dimension. The order is a function of the relevance of the stimuli to the subject. Clearly, politically slanted sentences and those having to do with work are more significant than "noisy dogs" and "noisy ditches". Thus, the results confirm Chomsky's belief that meaning is a factor in the judgments of sentence acceptability.

Dimension two (Figure 4) corresponds to Chomsky's hierarchy. To the left of the configuration occur the stimuli representing lexical-rule violations: stimuli 1, 7, and 4. Next appear stimuli 2 and 5, early selection and restriction and subcategorical-rule violations. Moving further to the right, the three stimuli representing verb selection-restriction and late selection-restriction violations cluster. Lexical violations dominate subcategorical and early selection-restriction violations which in turn dominate verb selection-restriction and late selection-restriction violations (with the exception of stimulus 8). The correlation of the external Chomsky scale and the points on dimension two is .69.

An advantage of using a multidimensional scaling technique is visualizability of the relationships among the variables. Because the researcher is able to dispense with the categorization of variables, the ordering among the subject, verb, and object within a level of violation becomes clear. Within each level of violation, an incorrect verb appears to be considered a more serious violation than an incorrect subject, which in turn appears to be more serious than violations within the object position. The importance of the verb in the processing of sentences is not a finding which is confined to this study. Fodor, Garrett, and Bever (1968), based on a series of experiments, concluded that the verb plays a crucial part in the recovery of the base structure in processing. Chomsky considered violations only within the verb position in his theory, but perceptions of violations within a given level of the hierarchy are colored by whether the violations occur within the subject, verb, or object position. These results support Moore's contention that violations within subject and object positions should be considered when examining grammatical hierarchies. Moore's theoretical interpretation of the subject-verb-object relationship, however, was not supported. He maintained that perceptions of grammaticality were based upon whether the disturbance occurred in the subject-verb-object sequence or in a subordinate part of the sentence.

Dimension three appears to indicate a temporal awareness of the occurrence of violations (See Figure 3). During post-testing subjects consistently reported that taken in an imaginative context, sentences 8 and 9 could be considered correct. In addition, many subjects viewed the word "wanders" in sentence 4 and "ditches" in sentence 6 as typographical errors (that is, "wonders" and "bitches") and therefore interpreted sentences 4 and 6 as being correct. This confusion potentially accounts for the clustering of sentences 4, 6, 9, 8.

Other subjects, on the other hand, reported that they recognized the errors in sentences 4 and 6, which explains both their nearness to each other and to sentences 9 and 8. In both sentences 4 and 6 awareness of the error occurs before the verb. Centrally located along this dimension are stimuli 1, 3 and 5. Subjects reported that in these instances, they became aware of a grammatical violation at the mid-point of the sentence. In sentences 2 and 7 subjects were aware of a grammatical violation only when reaching the latter portion of the sentence.
Figure 3. Dimension 2 (Chomsky) plotted against dimension 3 (temporal).
Figure 4. Dimension 1 (meaning) plotted against dimension 3 (temporal).
What subjects are reporting as temporal awareness may have a relationship to the length of time required to process a sentence. Since subjects reported confusion on a semantic level as to the acceptability of sentences 4, 6, 8, and 9, it seems plausible that these sentences took the longest to process. Subjects also reported more difficulty in processing sentences 1, 3, and 5, than sentences 7 and 2. The reasons for this difficulty are unclear. One explanation may be that a sense of dissonance occurred in midstream rather than at the end of the sentence, interrupting the fluidity of processing. Admittedly this is speculation, but this dimension does appear to be related to a time factor. Research is now being planned to examine this hypothesis.

The results indicate that judgments of acceptability involve more than subjects' perceptions of grammatical deviance and are truly multidimensional in nature. So little structure is provided by an experimenter who asks a subject to rate sentences on the basis of acceptability that it is questionable whether the dimensions found in this study are the only ones which underly acceptability judgments. The presence of an uninterpretable four-dimensional solution lends further credence to the possibility of additional underlying dimensions.

It is not surprising that researchers using acceptability ratings failed to uncover subjects' perceptions of a grammatical hierarchy. The findings of these studies must be reexamined, since the presence of a perceived grammatical hierarchy may have been obscured by extraneous, confounding factors, such as the meaningfulness and possible temporal awareness dimensions identified here.
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THE EFFECTS OF IMAGING AND TEXT STRUCTURE ON WHAT IS LEARNED FROM READING
A PASSAGE

Sandra G. Koser
Cornell University

This paper will present some of the data which were collected in connection with two experiments on the role of imagery and text organization in what is learned from reading a passage.

This research was motivated primarily by the rather consistent finding that imaging can function as a powerful associative strategy for learning a wide variety of materials which range from verbal and pictorial paired-associates to sentences and paragraphs. It has been hypothesized that imagery's facilitative effects stem from its ability to function as a particularly good "relational organizer." (Bower, 1970). That is, it is hypothesized that associative imagery operates by linking or relating items so that they form unified wholes or higher order units. And, when one item is recalled, that item acts as a retrieval cue for the other items, thus regenerating the whole.

Imagery is also thought to have some unique properties which affect its associative functioning. Among these is imagery's ability to organize or represent spatial or figural information. This has been demonstrated by Brooks (1967, 1968) and Atwood (1971) who have shown that visual perception tasks interfere more with imagery than do verbal tasks. Thus, it would appear that imagery's particular power comes from its ability to relate, organize and represent spatial or figural information.

In most studies of visual imagery, the nature of the spatial or figural relationships between the items to be remembered by the subject has been left unspecified. In the Bower study, for example, the stimulus materials were paired-associates with no inherent figural relationship to one another. Rather, the subject was instructed to use imagery to create his or her own figural relationship. This raised the question of what the effect would be if these figural relationships were already clearly specified and presented to the Ss within a structured framework.

From research on text organization, we know that variations in the surface structure of concrete texts can affect an individual's ability to recall that text and to determine its underlying relationships (Frase, 1969, 1972; Natzin and Moore, 1971). This seems to be due, in part, to differences between texts in the amount of surface restructuring or inter-sentence reorganization that an individual must do to clarify those texts' underlying relationships. In these terms, a well organized text would be one which required little or no sentence reorganization to clarify the text's relationships, while a poorly organized text would be one that required extensive reorganization of the sentences. If, as has been hypothesized, imagery does indeed function as an organizer of spatial or figural relations, then it should be possible to facilitate an individual's ability to reorganize poorly organized texts by instructing him or her to represent the text information visually. The two experiments to be described here were undertaken to test this hypothesis.

1 This research was supported by Hatch funds, project # 406, under the direction of Dr. Marvin Glock, Department of Education, Cornell University.
2 Address: Department of Education, Cornell University, Ithaca, N.Y. 14850.
Experiment I: Method

Subjects
Sixty Ss enrolled in an introductory psychology course participated. Of these 60 Ss, one S's data were eliminated because his materials were defective; one S's data were eliminated because she failed to complete the materials; and the data of ten Ss were eliminated because they indicated a failure to follow the strategy instructions. Of the remaining 48 Ss, 21 were in the repetition strategy group and 27 were in the imagery strategy group.

Materials
The three passages used in this experiment were similar in format to passages described by Frase (1972). Three groups of 16 sentences were written. Each group named four concrete objects and described four of the objects' attributes or characteristics. Each sentence group was presented to the Ss in one of three sequences or surface organizations, designated as referent, attribute or scrambled. In the referent organization, all the sentences pertaining to a particular object and its attributes were grouped together in a single paragraph. Each succeeding paragraph introduced a new referent with its attributes. For example, here are the first two paragraphs of a referent passage.

In the past few weeks, a well organized gang of thieves has committed four bank robberies. In each case, an unusual escape vehicle was used. In the first robbery, the bank manager identified the vehicle as a tank. The first vehicle was bright red. The red vehicle had a large spotlight mounted on its left side. The driver of the vehicle with the spotlight was a Black woman.

The second robbery vehicle turned out to be a jeep. The second vehicle was dark blue. The dark blue vehicle had a machine gun mounted at its rear. Observers said that the vehicle with the machine gun was driven by a White man.

In the attribute organization, all the sentences pertaining to a particular attribute were grouped together in a single paragraph. For example.

The red vehicle had a large spotlight mounted on its left side. The dark blue vehicle had a machine gun mounted at its rear. The yellow vehicle had an American flag mounted on its roof. The white vehicle had a battering ram mounted on its front.

Each succeeding paragraph described a different attribute and the last paragraph gave the sentences which included the vehicle names. Each paragraph maintained the same vehicle order. That is, the first sentence referred to vehicle one, the second sentence to vehicle two, and so on. In the scramble organization, the sentences were randomly ordered and arbitrarily divided into four sentence paragraphs.

Sixteen test questions were prepared for each passage. Four questions required information from one text sentence to be answered (level one); four required information from two text sentences (level two); four required information from three text sentences (level three); and four required information from four text sentences (level four). Thus, four questions
required only that the S remember the relations which were stated directly in the text, while 12 questions required the S to draw inferences from the text. Some examples of questions at each level follow.

Level one: What was the vehicle in the second robbery?
Level two: What color was the tank?
Level three: What was mounted on the tank?
Level four: Who was driving the tank?

Two sets of written strategy instructions were also prepared. One set directed the S to repeat the information in the passage paragraphs to him or herself, while the other set directed the S to form composite images of the objects described in the passages.

**Design**

The design was a 2 (strategy) x 3 (presentation order) x 3 (passage content) x 3 (organization) x 4 (question level) with repeated measures on the last two factors. A Latin square was used to balance passage content across organization levels.

**Procedure**

The Ss were tested in small groups. The materials, which had been assembled into individual packets, were randomly ordered and given to the Ss in the order in which they arrived for the experiment. The Ss were informed that they would receive different strategy instructions and that they were to apply those strategies as they read the passages. They were also informed that they would be tested on the passage information, and that their reading would be timed. The Ss were allowed 1' 30" to read a passage. After each passage, the Ss answered the test questions and then completed some questionnaire items which asked them to describe the strategy they had applied to the passage. The questionnaire item responses were later used by the E to determine whether or not the S had attempted to apply his or her assigned strategy.

**Results**

An unweighted means analysis of the number of questions answered correctly revealed a significant effect for strategy, $F = 8.11$, df = 1/46 $p<.01$; and for organization, $F = 8.27$, df = 2/92, $p<.001$. However, the strategy and organization main effects were qualified by a significant strategy by organization interaction, $F = 5.29$, df = 2/92, $p<.01$. A test of simple main effects of this interaction revealed a significant difference between the strategies for attribute text, $F = 74.10$, df = 1/132, $p<.001$. There were no significant differences between the strategies for referent text or for scrambled text, although the imagery strategy means were higher in both cases. The differences among text organizations were highly significant at both strategy levels. With imagery strategy, $F = 175.48$, df = 2/92, $p<.001$; with repetition strategy, $F = 174.44$, df = 2/92, $p<.001$. The organization means at each strategy level were compared using the Newman-Keuls procedure. Within each strategy level, the organization means are significantly different from one another ($p<.01$), with referent > attribute > scrambled. These differences are presented in figure 1.
Discussion

It was originally hypothesized that variations in the surface structure of texts, that is, variations in text organization, would interact with the text processing strategy adopted by individuals to affect those individual's cognitive representations of the text information. It was further hypothesized that both the imagery strategy and the referent organized text would function similarly in that they would foster cognitive representations which allowed individuals to disambiguate the underlying attribution or relation structure of the texts. Since most of the text comprehension questions asked the Ss to draw inferences about what they had read, it was necessary for the Ss to have disambiguated the underlying structure of the texts in order to answer these questions correctly. It was, therefore, thought that these questions would provide a sufficiently sensitive measure of the role of both imaging and text organization in disambiguating and organizing underlying text relations.

From the data analysis, it is quite clear that referent organized text, regardless of which strategy is used to process it, fosters disambiguation of text attribute relations. Quite simply, subjects answer significantly more questions correctly when the text has a referent organization. This is not surprising, since the sequence of sentences in the referent organized text serves to group together all the attribution relations that exist between the objects discussed in the text and those objects' characteristics. Thus, the subject need not spend time regrouping the text sentences.

With attribute organized texts, Ss perform less well, but still better than they do with scrambled texts. In neither of these texts are the objects discussed grouped together with all their characteristics. In the attribute
text, however, the grouping is systematic or rule governed, while in the scrambled text, the grouping is random. With attribute text, each succeeding text paragraph always presents the attribute information in the same sequence. Apparently, the Ss are able to make some use of this sequence or surface information to disambiguate the text's relations. With scrambled texts, however, there is neither a facilitative sentence grouping (as there is with referent text), nor a facilitative organization rule (as there is with attribute text). Thus, the S must spend relatively more time disambiguating the text relations. Given the 1' 30" reading time constraint, then, it is no wonder that all Ss do poorly with scrambled texts. These findings and interpretations are consistent with what Frase (1969) reports.

It was hypothesized that the effect of using the imagery strategy would be to restructure non-referent text so that it was organizationally similar to referent text. It was, therefore, expected that Ss who claimed to have used imagery would be able to answer more questions correctly after reading attribute and scrambled texts than Ss who claimed to have used repetition. Thus, a strategy by organization interaction was predicted, with imagery Ss outperforming repetition Ss on attribute and scrambled texts. The predicted interaction was obtained; however, the imagery Ss outperformed the repetition Ss only on attribute text. Apparently, imagery served to reorganize attribute but not scrambled texts. This seemed an odd conclusion. Why should imagery function as a relational organizer in the one case but not in the other? Since this seemed a strange and strained explanation, reasonable alternatives were considered.

Perhaps the initial hypothesis, that imagery would disambiguate relations by reorganizing them was wrong. A plausible alternative seemed to be that while imagery would organize relations, it might play a more limited role in disambiguating them. That is, imagery might call attention to the existence of an underlying relational structure without actually providing a process for disambiguating it. This would account for the relatively poor showing of the imagery group with scrambled text. Since this text organization was in no way rule governed, it was very difficult for the Ss to disambiguate the underlying relations. Thus, the attempt to apply the imagery strategy would result in a grouping of objects with characteristics that was probably not correct. And this would lead to a poor inference making (question answering) performance. Unfortunately, the data of this experiment do not allow us to confirm or disconfirm this explanation since the dependent variable confounded the results of both disambiguation and organization processes.

A second experiment was, therefore, conducted to provide a measure of the S's organization of text relations which was independent of the correctness of those relations. It was again hypothesized that imagery would act as a relational organizer and would restructure or reorganize non-referent texts so that they exhibited a more referent like sentence organization. This hypothesis was tested by replicating experiment I, except that the dependent variable became the Ss' free-recall referent clustering scores. Based on these scores, an index of referent clustering was developed which described the degree to which the free-recall protocols expressed a referent organization. It was predicted that this index would be higher for Ss applying the imagery strategy than for Ss applying the repetition strategy.

Experiment II: Method

Subjects

Forty-seven Ss enrolled in an introductory psychology course participated. Of these, the data of 11 Ss were eliminated because the Ss failed to follow
their strategy group instructions. As Ss arrived for the experiment, they were assigned to either the repetition or the imagery group. The assignment was random except that when a subject's data were eliminated from the study, the next S was asked to use that S's strategy. Complete data were collected on 36 Ss; 18 applied the imagery strategy and 18 applied the repetition strategy.

Materials

The materials were identical to those used in the first experiment except that no test questions were included.

Design

The design was identical to that of the first experiment except that there was no question level factor.

Procedure

All Ss were tested individually. The strategy instructions and the time limits imposed on the reading were the same as in experiment I. After time was called for each passage, the S was instructed to write down any information he or she could remember about the passage. They were also instructed to write in simple sentences and to avoid using pronouns. The free-recall protocols were scored for evidence of referent clustering. This was expressed by counting the number of consecutive relational sentences which referred to the same referent (R), subtracting one, and dividing by the total number of relational sentences (T) in that protocol minus the number of different referents referred to (K) in the protocol \((R - 1)/(T - K)\) x 100. (This is essentially the same method of scoring that Frage (1969) used.) For example, consider the following free recall excerpt.

The first vehicle was red. The red vehicle was a jeep.
The jeep was driven by a Black woman. The second vehicle was dark blue. The fourth vehicle had a battering ram.
The second vehicle had a machine gun.

The sentences of this protocol would be coded as follows: AAABDB. Identical letters indicate sentences which refer to the same referent. The index of referent clustering for this protocol is \((3-1)/(6-3))\ x 100 = 67%.

Results

The mean referent clustering index was 84% for the imagery group and 44% for the repetition group; \(F = 17.30, df = 1/18, p < .0008\). For referent text, it was 86%; for attribute text it was 53%; and for scrambled text it was 52%; \(F = 15.36, df = 2/36, p < .0001\). The interaction of strategy and organization was not significant. The text organization clustering means were compared using the Newman-Keuls procedure. Referent text differed from attribute and scrambled text, which did not differ from one another (\(p < .01\)).

Discussion

Not surprisingly, there was significantly more referent clustering with referent organized text than with either attribute or scrambled text. And, as predicted, Ss applying the imagery strategy exhibited significantly more referent
clustering in their free recall protocols than did Ss using the repetition strategy (see fig. 2). These data demonstrate quite clearly that imagery does function to organize relations. These data are thus consistent with and tend to confirm the explanation put forth to account for the data collected in the first experiment.

That explanation suggested that the imagery strategy functions primarily as a relational organizer, and that its role in disambiguating relations is largely limited to calling attention to the existence of an underlying relational structure. Once attention has been focused on this underlying structure, its disambiguation seems to depend more on the characteristics of the text surface structure than it does on the imagery strategy.


HUMAN PROBLEM SOLVING: A SYNTHESIS OF CONTENT, COGNITION, AND INDIVIDUAL DIFFERENCES

Joseph M. Scandura
University of Pennsylvania

Why is it that some people can solve certain problems whereas others cannot? In one form or another this question has puzzled scholars almost from the beginning of civilization, and lies at the heart of the problem solving process. My goal this afternoon is to show how content (competence), cognition, and individual differences (measurement) can be synthesized in terms of the Structural Learning Theory and to show how this theory might be used to account for the findings of existing problem solving research.

(1) It is generally agreed that the successful problem solver must be able to understand the problems with which he is confronted (or which he defines for himself), he must be able to identify suitable subgoals, he must have at hand or be able to retrieve relevant information from memory, he must be able to distinguish relevant from irrelevant information, he must be able to derive solution procedures for each subgoal, he must be able to carry out these procedures correctly, and he must know how to verify both intermediate and terminal results. But, beyond this general outline, there is little general agreement on the actual nature of the underlying processes. What does it mean to say that a person understands a problem and how does he do it? How does he form subgoals? Retrieve relevant information? Derive solution procedures? Or, use them?

(2) In addition to questions concerning the general nature of problem solving, I will also consider the problem of identifying specific abilities (competencies) that are necessary for solving given classes of problems (content). As in research on computer simulation and artificial intelligence, this involves identifying specific procedures by which given classes of problems can be solved. Unlike most existing research in this direction, however, we have been concerned also with general methods of analysis by which such competencies may be identified. (John Durnin and Wallace Wulfeck describe some of our research on this problem.) More generally, we shall emphasize here the question of how analysis of specific problem domains can be combined with insights about the general nature of the problem solving process to yield a more comprehensive understanding of problem solving.

(3) Individual differences in problem solving ability are also critical. What is a difficult problem for one person, for example, might be quite simple for another. Are these differences due to genetics? Or, do they involve identifiable knowledge, knowledge that can be taught and learned? Undoubtedly, both factors are involved to some extent. But, where and how?

Any complete accounting of problem solving, as a minimum, will necessarily involve specification of the specific knowledge required in solving given classes of problems, an understanding of underlying psychological mechanisms, and some way to deal with individual differences. I believe that my structural learning theory (Scandura, 1973a) is adequate for this purpose, especially with more recent refinements and extensions. Obviously, I cannot do justice to all that might reasonably be covered, in the space available. Rather than attempt a superficial overview of the structural learning theory, the empirical results, and implications for problem solving, I will concentrate on the more significant and relevant features of the basic theory. Further, to increase expository efficiency, instead of using a variety of real world examples, I shall try to "make the exposition concrete with a single, abstract example." In the concluding section, I shall suggest how the structural learning theory relates to other problem solving research.

*This paper was prepared while the author was being supported by the MERGE Research Institute.

**Only material in sections 1 and 2 were actually presented at the Structural Learning Conference due to time limitations. Sections 3 and 4 constitute two thirds of the basic theory and are included here for completeness. Taken collectively, sections 1-4 constitute a draft of one chapter in my forthcoming book, Human Problem Solving: A Synthesis of Content, Cognition, and Individual Differences. This book will contain a more comprehensive treatment of the theory; a substantial amount of related empirical research on cognition in problem solving, content analysis, and the measurement of individual differences; and a more extensive discussion of relations to other problem solving research. Any comments on the present article, especially critical ones, would be greatly appreciated.
1. OVERVIEW

In theoretical work on complex human behavior, there are three general kinds of questions that may be asked: (1) Competence (content): Given a class of tasks, however broad and general (e.g., value judgments) or narrow and specific (e.g., arithmetic computation), how can the competence required for performing these tasks best be characterized so as to reflect human behavior? (2) Cognitive theory: Given a specific task and the relevant knowledge available to a person, what are the mechanisms which determine how this knowledge is put to use and how new knowledge is acquired? (3) Measurement: What is the relationship between competence and knowledge? Or, equivalently, how can one find out what individual subjects know relative to given content domains.

Most existing theories deal with one or another of these themes with at best only passing concern for the others. Polya's (1962) analyses of heuristics, artificial intelligence (e.g., Minsky & Papert, 1972), task analysis (e.g., Gagne, 1970), and other forms of content analysis provide examples of question (1); traditional learning theories (e.g., Hilgard & Bower, 1966) provide examples of question (2); and mastery or criterion referenced testing (e.g., Bloom, 1973) comes closest to dealing with question (3). On the other hand, computer simulation (e.g., Newell & Simon, 1972), psycholinguistics (e.g., Carroll & Freidel, 1972), contemporary research on problem solving (e.g., Greeno, 1973), and semantic memory (e.g., Anderson & Bower, 1973; Kintsch, 1972; Rumelhart, Lindsay, & Norman, 1972; Quillian, 1968) tend to combine competence and psychological considerations. In addition, at a more informal level, educational psychologists (e.g., Gagne, 1970; Bloom, 1973) have been concerned with content, behavior, and (criterion referenced) measurement. With the possible exception of Pask's (e.g., Pask, Scott, & Kullikourdis, 1973) theory of conversations, however, very little has been done by way of (relatively) formal synthesis of all three concerns.

The structural learning theory, as it has evolved over the past several years (e.g., Scandura, 1971, 1973), provides a unifying theoretical framework within which the concerns of the competence (e.g., artificial intelligence, linguistics, subject matter content) researcher, the psychologist, and the measurement specialist may be viewed. In the theory a sharp distinction is made between competence (content) and individual human knowledge, a distinction that is analogous but not identical to that which some linguists make between competence and performance. The theory also explicates the complementary relationship between competence and knowledge. This relationship takes the form of what essentially is a performance test theory. As a result, research in competence and behavioral domains can progress independently but, if it is to have relevance to human psychology, research in any one domain is necessarily subject to constraints imposed by the other.

The observer and the behaving subject both play a fundamental role in the theory, corresponding to the above distinction between competence and knowledge.* The observer determines the criteria to be used in judging both what count as stimuli (inputs) and what count as distinguishable behaviors. He is also responsible for identifying the competence (rules) against which individual behavior is to be judged.

In the theory, as in all generative theories, both competence and knowledge are represented as sets of rules (procedures or labeled directed graphs). Beyond this common feature, however, the characterization of competence differs from that in other generative theories (e.g., in linguistics, and artificial intelligence). In the structural learning theory, rules are allowed to operate on other rules to generate new ones in a way which allows for unanticipated, creative outcomes.

Regarding human behavior, whatever the individual learner does and can do in any particular situation is assumed in the theory to depend inextricably on what he already knows. In addition to whatever specific knowledge may be available to an individual, cognition and behavior are both assumed to be based on a specific control mechanism. This control mechanism is assumed to be common to all people and to determine how available knowledge is put to use and how new knowledge is created. Among other things it provides a basis for answering such questions as why it is that some people succeed in problem situations for which they do not explicitly know solution rules whereas others do not. In Scandura (1973) this mechanism is shown empirically to provide a viable

---

*Although a sharp conceptual difference was made, I used the term "knowledge" in my book (1973) to refer to both competence and behavior potential (knowledge). This usage was related to the terms "competence" and "knowledge" in an epilogue to Chapter 9.
account of learning (rule derivation) and of selection from among alternative rules. 
Subsequent research also has demonstrated its viability as an account of problem definition (forming subgoals), retrieval, and related phenomena.

In contrast to the control mechanism, specific knowledge may vary over individuals. Specifically, the theory shows how competence, identified by an observer, may be used to operationally define the knowledge held by individual subjects in a population. As it turns out, the rules in a competence theory serve as rulers for measuring human knowledge. Competence, however, may not be identified independently of behavior; indeed, behavior provides the ultimate test of adequacy for competence theories.

To summarize, although the structural learning theory provides a synthesis of the old, it also represents a basically new approach to the study of human behavior. Each of these concerns: competence, cognition, individual differences, and their relationships, is considered more fully in the following sections.

2. COMPETENCE

As indicated above, competence is represented in terms of rules introduced by an observer to account for behavior. To get some feeling for what this implies, let us take the role of the observer who wants to understand and be able to predict the behavior of some population of subjects. The first question which arises is what aspects of behavior are to be considered. Surely, if the observer is concerned with the subjects' problem-solving behavior, then whether or not in the process a subject happens to scratch his head or get up to sharpen his pencil is not likely to be of great import. What are central are the types of problems and solutions in question. The first task of the observer, then, is to specify criteria for distinguishing between those aspects of behavior (i.e., those potentially observable inputs and outputs) that are of interest and those that are not. This is the observer's descriptive role.

These criteria, or equivalently, a class of potentially observable input-output pairs, against which actual behavior is to be judged, are predetermined. When the psychologist enters his laboratory, for example, he has a pretty good idea ahead of time what stimuli and what responses he is interested in. Whether or not the subject wiggles in his chair as he elicits the response "MUR" may not only be unanticipated, but typically also will be ignored. Similarly, in testing students to see whether they know some subject matter, the teacher usually determines in advance what are the stimuli and the corresponding acceptable responses.

So far so good. But, being able to identify relevant observables tells only part of the story. In order to have any hope of understanding the behavior, and especially of predicting it, the observer must have some idea as to how those observables can be generated. In effect, the observer, qua competence theorist, also determines how such behavior might reasonably be generated by members of the subject population(s) involved.*

As in all competence theories, competence consists of a finite set of rules together with laws (control structures) governing the way in which these rules may interact in accounting for a given set of elements (in the present case, psychological observables).

In an important sense, the curriculum constructor (whether human or computer) finds itself in a situation which directly parallels that of the competence theorist. The curriculum constructor usually knows ahead of time what the student is to learn, if not in specific terms, then, at least generally. In addition to specifying expected behavior, for example, he must either specify or make "intelligent guesses" as to the rules students need to know to generate the desired behavior. As Glaser (1967) has pointed out, even where objectives appear to be difficult to pin down, as in some forms of open education, this is still a desirable goal.

2.1 Representation of Rules (Procedures, Algorithms).--Individual rules may be represented in terms of labeled directed graphs (see Figure 1), where the arrows represent operations (e.g., add, turn to the right, calm down) and the nodes represent decision making capabilities (e.g., If the numeral has one digit, do (operation) \(O_1\); else, do \(O_2\)). The arrows are labeled to signify which operation goes with which condition (e.g., one-digit numerals might be operated on by \(O_1\); others by \(O_2\)). Two or more of the nodes are

Whereas perceptual as well as cognitive processes may be considered (cf. Scandura, 1973a, Ch. 5), attention here is limited to the latter.
distinguished from the rest, one with the label "Start" and the other distinguished ones with "Stop." The reader, familiar with computer programming, may prefer to think of these graphs as schematic representations of flow diagrams. Further, although the mode of representation may be enriched to make explicit provision for perception and encoding, we prefer here to avoid this complication as it does not play an important role in the work described in later chapters.

Although formal distinctions exist among the terms "rule," "procedure," and "algorithm," I do not believe that these distinctions are critical in discussing human behavior and, throughout, I have used the terms more to connote concern rather than substance. "Procedure" and "algorithm" are used to connote concern for the internal structure of a labeled directed graph. (In formal treatments, algorithms necessarily terminate in a finite number of steps whereas procedures may not.) The term "rule" is used more generally, especially where internal structure is not at issue.

![Fig. 1](image.png)

Furthermore, whereas all rules may be characterized in the same way, certain general distinctions are sometimes useful. For example, rules which operate on elements, which themselves may not act as rules, are termed "simple"; rules which operate on other rules are termed "nonsimple." Another distinction, which becomes useful in discussing cognition, depends on the use to which a rule is being put relative to another. A rule which operates on another rule is of a relatively "higher order," irrespective of whether the latter is simple or nonsimple. Higher order rules in this sense should not be confused with higher order rules as commonly used in the literature (e.g., Gagne, 1970; Restle, 1970). As used by most authors, higher order rules correspond to outputs of what are here called higher order rules. The distinction is conceptually important and directly parallels that in mathematics between a function value and the function itself.

Rules may serve a variety of purposes in accounting for potential behavior. In the role of higher order rules, they can be used to derive other rules, to select from among two or more alternative rules (cf. Taylor, 1960; Chapter 4*), and to retrieve information from memory (e.g., Bower and Anderson, 1972; Rumelhart, Lindsay, and Norman, 1972; Chapter 4*). Rules (including higher order ones) also may be used to assign meanings to mathematical (Scandura, 1973) and natural language (Suppes, 1974) descriptions, and to define problems or to break them into subgoals (e.g., Newell and Simon, 1972; Greeno, 1973; Chapter 4*).

In this regard, it is worth noting that rules need not operate on or generate observables. Thus, the meanings assigned to descriptions (by rules) and the rules derived by application of higher order rules are not themselves directly observable. Similarly, while some rules apply directly to observables, others do not. The distinction corresponds to that between classical and operant conditioning (Scandura, 1972, 1973).

As an example in which part of the stimulus (input) is external and part internal, consider the sequential task of putting an "X" in the next slot of the external stimulus. On the first presentation, the "X" goes in the first slot; on the second, it goes in the second slot, and so on, repeating the cycle beginning on the fourth presentation (and every first presentation, mod three). The point is that since the external stimulus is the same on each presentation, the only way the "X" can be properly placed is by "remembering" the last presentation. In effect, the effective input is the external, together with the (internalized) last placement of "X." From now on "input" means the effectively operating input, irrespective of whether all or part is observable or otherwise -- similarly, for "output."

One final point concerning representation. Rules need not be discrete. In particular, rules may be embedded in larger networks (labeled directed graphs). We return to this possibility below in discussing memory.

---

2.2 Interaction Among Rules.--In addition to the specification of individual rules, all competence theories assume either explicitly or implicitly a mode of interaction among these rules. A simple grammar, for example, consists of a finite set of rules, and is said to account for an input-output pair if some sequence of rules in the rule set can be found such that the successive application of these rules to the input generates the output. Although commonly assumed in all formal systems (e.g., Nelson, 1968) that rules (productions) are composable in this way, it is important to note that this mode of interaction is both very general and highly specific in comparison to human competence. Thus, while formal theories assume arbitrary composition, the fact that an individual is able to compose one pair of rules is no guarantee that he can necessarily compose another. On the other hand, forming composites of given rules is only one of many possible ways in which new rules may be derived from given ones.

In the structural learning theory, rules are allowed to interact in a more general manner. In particular, what is new in the theory is the idea of allowing rules to operate in a higher order fashion, that is, to operate on and to generate new rules. Suppose, for example, that a rule set contains rules for converting from certain English measures of length (e.g., yards, feet, inches) to their metric equivalents (e.g., meters, centimeters) and no others. According to the structural learning formulation, this rule set would be inadequate even for generating English equivalents of metric measures. The rule set has no provision for rules which operate in reverse direction. The whole situation changes, however, on addition of just one (higher order) rule to the set, a rule which maps English-to-metric rules (e.g., p in. \( \rightarrow \) 2.54 x p cm.) into their inverses (e.g., p cm. \( \rightarrow \) p/2.54 in.). Not only will this inverse rule generate a metric-English rule for every English-metric rule in the set but with the addition of any similar conversion rule we get "free" the corresponding inverse.

Allowing rules to operate on rules in this fashion (to generate new rules which in turn can generate behavior) not only provides a great increase in explanatory power, but is consistent with how human beings use the knowledge they have (Scandura, 1973a). Thus, individuals do not need to know explicitly every rule that might be desired. Much of their knowledge is latent in a sense that it can be derived at will when needed from other information which is explicitly available.

2.3 Basic Example -- Finer Distinctions Between Structural Competence Theories and Traditional Grammars and Heterarchical Systems.--The formal distinction between traditional grammars and structural competence theories can be seen from the following basic example. (Variations of this example will be used throughout this paper for illustrative purposes.) Suppose that the given class of input-output pairs of interest consists of strings of the form \( xB \) where \( x \) is a string of a's and \( y \) is the binary numeral representing the number of a's (e.g., \( \text{aaaa}B \rightarrow 101, \text{aa}B \rightarrow 10 \)). A simple grammar which accounts for this class, includes the rules \( r_1 = xxBy \rightarrow xB0y \) and \( r_2 = xxBy \rightarrowxBly \). To account for the pair \( \text{aaaa}B \rightarrow 101 \), for instance, we see that

\[
\text{aaaa}B \rightarrow r_2 \rightarrow r_1 \rightarrow r_2 \rightarrow xB0y \rightarrow 101
\]

Notice that neither of the given rules is sufficient in itself to account for the given pair. It is necessary to assume that the rules may be applied successively as desired.

An equivalent way of accounting for this class is to explicitly include a generalized composition rule \( * \) in the characterizing rule set (Scandura, 1973a), where \( * \) operates on pairs of rules including itself [e.g., \( *(r_1, r_2) = r_1*r_2; *(*, *) = ** \) (adjoin one rule, then another)]; note: \( **(r_1, r_2, r_1) = r_1*r_2*r_1 \). Denote this set \( A = \{ r_1, r_2, * \} \). Accounting for a given input-output pair, in this case, means either that there is a rule in \( A \) which generates the output on application to the input or that such a rule may be derived by application of rules in \( A \) to other rules in \( A \). More generally, we say that \( A \) accounts for an input-output pair if there is a finite number \( n \) such that there is a rule in one of the following sets which generates the output from the input.
\[ A = \{ *, r_1, r_2 \} \]
\[ A^2 = A(A) = \{ *, r_1, r_2, **, r_1 \ast r_1, r_1 \ast r_2, r_2 \ast r_1, r_2 \ast r_2 \} \]
\[ A^3 = A^2(A) = \{ *, r_1, **, r_1 \ast r_1, ***, r_1 \ast r_2 \ast r_1 \ast r_2 \mid i_1, i_2, i_3 = 1, 2 \} \]

With respect to the above instance $aaaaaaB \rightarrow B101$, for example, the rule $r_2 \ast r_1 \ast r_2$ in $A^3$ serves this purpose.

It is important to emphasize that these two formulations are mathematically equivalent insofar as computing power is concerned, so in one sense we have nothing new. Mathematical equivalence, however, does not necessarily imply behavioral equivalence. As I have suggested above, for example, it is neither reasonable to assume that the composition rule $*$ (or any other rule) is necessarily universal in its applicability, or that composition is the only kind of higher order rule that might be included in a rule set. For example, the higher order rule
\[ r_a \Rightarrow r_b \]
operates on rules involving a's and converts them into corresponding rules involving b's. The addition of just this one rule doubles the power of the given rule set to include an equivalent set of input-output pairs where the inputs involve b's instead of a's. More important, every time a new rule involving a's (in the domain of the higher order rule) is added to the rule set, we automatically get "free," because of this higher order rule, a corresponding rule involving b's.

Although the above structural learning formulation illustrates the major differences between it and simple grammars, the formulation is overly restrictive. Specifically, it is assumed that newly generated rules in $A^n$ may only be applied to rules in A, hence the notation $A^n(A)$. A more general form of rule interaction allows for the derivation of new domain rules. For example, if the rules are allowed to interact at each level so as to generate new sets of domain rules, then the formulation would be generalized to
\[ A^n(A^m) = \{ *, r_1, r_2, \ldots, r_{i_1}, \ast r_{i_2}, \ldots \ast r_{i_n} \mid i_1, i_2, \ldots, i_n = 1, 2 \} \]

This rule set includes every rule that can be derived by applying rules in $A^n$ to rules in $A^m$. Cognitive control mechanisms, corresponding to the above modes of rule interaction, are discussed in Section 3 (Goal Switching Mechanism and Extension to Multiple Processes, respectively).

For the computer scientist, the structural learning formulation may appear on first thought to be similar to modular, heterarchical systems in artificial intelligence (e.g., Minsky and Papert, 1972). In both cases, a finite number of modules (rules) is specified together with a control mechanism which governs the way in which the modules interact. (In the case of heterarchical systems, the modules are in the form of computer programs.) In actuality, there is a major difference. Structural competence theories, including both the rules and their assumed mode of interaction, are assumed to reflect idealized human behavior (under memory free conditions). Although not necessarily inconsistent with human behavior, the major requirement of heterarchical systems is that they work with reasonable efficiency.

---

*Given the simplicity of this rule set, it is easy to avoid composition (*) altogether by allowing recursion on $r_1$ and $r_2$. Thus, assuming suitable decision making capabilities, the rule denoted

\[
\text{START } r_1 \text{ STOP } r_2
\]

has the same computing power as the collection of sets $A^n$ ($n = 1, 2, \ldots$).

**Rule sets, associated with individual knowledge, and control mechanisms, which correspond to the proposed mode of (rule) interaction, are discussed in Sections 3 and 2, respectively.
2.4 Semantics.-- The reader should not be misled by the syntactic character of our example. The proposed competence theory does a perfectly good job of handling meaning as well.

Any (composite) syntactic rule, for example, which accounts for a pair of the form $KB-By$, where $x$ is a string of $a$'s and $y$ is the binary numeral representing the number of $a$'s, may denote a semantic rule. In particular, it may denote a semantic rule which operates on unarranged piles of a given number of concrete objects (e.g., five 3" wooden dowels) and regroups them as a base 2 concrete embodiment of the corresponding binary numeral. For example, the syntactic rule $r_2*r_1*r_2$, as applied to the input $aaaaaB$ gives

$$aa\ Hel u n a 1_k_2 = \begin{array}{} a' & a' & B_0 & a & 0,1 \ r_1 & r_2 & a & a & B_1 \ r_2 & a & a & B & 0,1 \
\end{array}$$

The corresponding semantic rule $rs_2*rs_1*rs_2$ regroups objects (e.g., five 3" dowels) at each step into sets of size $2^n$, where $n$ is the number of 0's and/or 1's in the input. Thus

$$\\\\ {/} / / / {/} / / {/} / / {/} / / \ \phi-1 \ // // \ \phi-2 \ // // \ \phi$$

Notice that the $a$'s in the initial input ($aaaaaB$) denote single ($2^0=1$) objects (e.g., 3" dowels). Each $a'$ in the string derived by application of $rs_2$ denotes two ($2^1=2$) objects and the "$a\ Hel u n a 1_k_2$" to the right of $B$ denotes one single element set, denoted $\phi$ (e.g., a 3" dowel with a rubber band around it). In the next string, the $a''$ denotes four ($2^2=4$) objects and the "$\ Hel u n a 1_k_2$" to the right of $B$ denotes no sets containing two objects (denoted $\phi$). Similarly, the "$\ Hel u n a 1_k_2$" just to the right of $B$ in the final output denotes one set of four ($2^2=4$) objects (denoted $\phi\phi\phi\phi$).

In short, each input-output element (whether terminal or intermediary), as well as each of the rules, may be assigned a semantic meaning. The $a$'s denote piles of objects, the sizes of the piles depending on the number of digits to the right of $B$. The digits 0 and 1, similarly, denote sets of size $2^n$ (e.g., groups of dowels with rubber bands around them). The "$B$" serves a strictly syntactic purpose, similar to that of the comma in ordinary English, and makes it easier to interpret each string.

2.5 Innate Bases and Direct Computing Power.--It is a well known fact that if a function (class of input-output pairs in which there is a unique output for each input) is computable (e.g., Rogers, 1967), then there is a countably infinite number of procedures which will account for the function. Equivalently, if one procedure will do the job, then it is possible to devise a countably infinite number of others which will also work. This is equally true of structural competence theories which consist of potentially large finite sets of rules. What keeps the number of feasible accounts within bounds, of course, is the added constraint that the rules in the rule set must reflect the "culture" of the population of subjects in question. This requirement of compatibility is made precise in the final section.

Even given these added constraints, viable, alternative rule sets may differ in important ways. Thus, a rule set $K'$ is said to be an Innate Basis for another $K$, if there are finite numbers $n$ and $m$ such that every rule in $K$ is contained in $K'(K^m)$. For example, suppose $K'=\{ r_1, r_2, * \}$ and $K=\{ r_1, r_2, r_1*r_2 \}$. In this case, $K'(K')=\{ r_1, r_2, *, r_1*r_2, r_2*r_1 \}$ which contains each rule in $K$.

On the other hand, $K$ has more direct computing power (than $K'$) in the sense that the union of the domains of its simple rules is larger than (properly contains) the union of the corresponding domains (Dom $r_1 \cup$ Dom $r_2$) in $K'$. Some implications of these relations will become clearer in the next section.

2.6 Construction of Structural Competence Theories.--In general, in order to devise a competence theory which adequately characterizes a given content domain and subject population, an observer must be intimately familiar with both the domain and the relevant "culture" and developmental level of the population. Unlike linguistic competence, however, structural competence is not concerned with a specific content domain but, generally, with all such domains. Given this breadth of concern, attention cannot be restricted to the evaluation of alternative rule accounts. Attention must also be
given to the general processes by which competence theories are constructed. In linguistics proper, the possibility of systematically devising grammars has not been taken seriously; indeed, it has been held unrealistic (e.g., Chomsky, 1957).

Nonetheless, general constraints imposed by the form of an acceptable competence theory, as is the case with structural competence, do make it possible to proceed in a quasi systematic manner. Furthermore, it is possible to proceed in an at least partially self correcting manner. Since the basic approach is detailed and illustrated in Parts III and IV, we shall be brief.

To make our description definite, let us suppose that the domain of interest consists of the following set of input-output pairs $I_0 = \{ xBBy \mid x$ is a finite string of a's and y is the binary numeral representing the number of a's $\}$ $\cup \{ x'BBy' \mid x'$ is a string of b's and y' = y represents the number of b's $\}$ $\cup \{ wT - Tz \mid w$ and z are strings consisting of the same numbers of a's and b's respectively $\}$. A complementary and ill defined set of additional input-output pairs involving a's and b's.

The first step in analyzing a content domain is to select a diverse (finite) sample of tasks from the domain. For example, suppose we select $\text{aaaaaB-B101, aB-B10, bbbB-B11, bbbB-B100, and aT-Tbb}$. The next step is to devise solution rules for the sampled tasks which are consistent with how the subjects in question might be expected to solve them. The basic theory is neutral as to how this is done: via simple intuitive introspection or informal observation of typical subjects, or more systematic methods, such as described in Merrill (1974), for constructing procedures which simulate behavior on given classes of tasks. Admittedly, this imposes a heavy responsibility on the observer (theorist) but, if one wants to deal rigorously with both specific content domains and individual behavior, I see no viable alternative. Indeed, significant progress has already been made in this direction (e.g., Carroll, 1973; Polya, 1962; Minsky and Papert, 1972; Newell and Simon, 1972; Scandura, Durnin, Ehrenpreiss, and Luger, 1971; Scandura, Durnin and Wulfeck, 1974) and it seems to me to present a fascinating challenge.

Given the five instances above, we get $r_2 \ast r_1 \ast r_2, r_1 \ast r_2, r' \ast r', r' \ast r' \ast r'$, and $r_{*ab}$, respectively, where $r_1, r_2$, and $\ast$ are as above, $r_1'$ and $r_2'$ parallel $r_1$ and $r_2$ with a's replaced by b's, and $r_{*ab}$ replaces each a to the left of T in the input with one b to the right of T in the output. Let $K$ be this set of rules. Clearly, $K$ accounts for some of the selected input-output pairs, but not all of them. It does not, for example, account for $\text{bbB-B1001}$.

The third step is to search for parallels among the solution rules to see whether one can identify an innate basis from which the initial set ($K$) can be generated. Observing the central role played by composition and noting that all of the solution rules may be accounted for in terms of a set of simpler rules, we get $K' = \{ \ast, r_1, r_2, r_1', r_2', r_{ab} \}$ where $K'$ is an innate basis for $K$ since there is a number $n$ such that $K \subset K^n = \{ m$-fold composites (e.g., $r_2 \ast r_1 \ast r_2$) of $\ast, r_{ab}, r_1, r_2, r_1', r_2', r_{ab}$ $; m = 1, 2, \ldots, n \}$. $K^n$ is clearly a far more powerful rule set. But, it still has important inadequacies. For example, it does not account for an input-output pair as simple as $\text{bbT-Taa}$. Recognizing this, we can further increase the potential power of our set by introducing $r_a = r_b$, and eliminating $r_1'$ and $r_2'$ as redundant. This gives the second generation innate basis $K'' = \{ \ast, r_1, r_2, r_{ab} \mid r_a = r_b \}$

Not only does $K''$ include all rules in $K'$ but it accounts for all input-output pairs of the form $zT-Tw$ (where z is a string of b's and w is a string of a's). Further, the addition of any new rule involving a's is tantamount to also adding a corresponding rule involving b's.

Along with the increase in potential power obtained in this manner, it is important to notice that greater simplicity of the individual rules has also been achieved. Whereas the individual rules (in $K$) are composed of a number of atomic (unitary) rules, those in $K''$ are all atomic.

This suggests an answer to the question of where higher order rules come from in the first place. Higher order rules are no more complicated than simple ones; indeed, they may be quite simple (in the colloquial sense). All but the most confirmed environmentalists believe that people come into the world wired in with some capabilities (instincts, general arousal levels, basic perceptual capabilities, and the like). Following the present thesis to its natural conclusion, it is my current position that such capabilities provide the innate basis upon which knowledge grows by interacting with the environment. (It should be emphasized in this regard that this position is neutral as regards maturation. It is certainly reasonable to suppose that new capabilities may come about as a result of physical maturation, rather than learning, but the present theory remains open on this issue.)

On the other hand, the (simple) rules in K have more direct computing power in the sense that they account directly for more complex input-output pairs than the simple rules in K''. (Strictly speaking, K does not have more direct computing power than K'' since \( r_1 \) and \( r_2 \) in K'' account for the special cases B-B0 and aB-B1, respectively.) In Section 3, which deals with human learning and performance, we shall see that direct computing power corresponds to the capability of responding in goal situations directly on the basis of available knowledge (rules) as opposed to first having to generate new knowledge.

2.7 Extensions of the Basic Method.---The preceding discussion sloughs over several matters that have considerable practical as well as theoretical importance. For one thing, nothing was said about competence accounts in which there are two or more rules which provide an equally viable account of some (sub)domain of tasks. For example, the subdomain of instances \( \{ x''B-By'' \} \) where \( x'' \) is a string of \( s_n = 2 s_{n-1} + 1 \) a's where \( s_0 = 1 \) and \( y'' \) is the corresponding binary numeral may be accounted for either by rule

\[
\begin{align*}
(1) & \quad \text{START} \xrightarrow{r_1} \text{STOP} \\
(2) & \quad \text{START} \xrightarrow{r_2} \text{STOP}
\end{align*}
\]

or by rule

\[
\begin{align*}
& \quad \text{START} \xrightarrow{r_2} \text{STOP}
\end{align*}
\]

in which \( r_2 \) alone is used recursively.

As a more concrete example, recall that ordinary subtraction can be and frequently is performed by a variety of methods, the best known being the "borrowing" and "equal additions" algorithms.

The important point is that analogous pairs of rules may account for parallel subdomains. For example, a subdomain, corresponding to that above but involving b's instead of a's, would be solvable by rules similar to (1) and (2) above, with \( r_1 \) and \( r_2 \) replaced by \( r'_1 \) and \( r'_2 \), respectively. When such parallels are observed among pairs (triples, etc.) of such rules, we construct higher order selection rules which distinguish among the rules in the various pairs. (Such higher rules may also allow for derivation as well as selection.) In this example, the selection rule "Choose the simpler rule" might be appropriate.

A second major concern has to do with whether the identified 1-0 inputs are "natural" in the sense that they correspond to unitary tasks (relative to the population). In the present context, for example, the instance aaaaaB-B101 would be natural, whereas the instance aaaaaB-2 would not be, even (especially) if we are told that the "2" denotes the numbers of 1's in the binary numeral representation of the number of a's. It would be more natural to think of the latter instance as a pair, aaaaaB-B101 and B101-2.

Because the instance aaaaaB-2, and the corresponding pair, both may be included in a given content domain, and because the relationship between them is likely to be shared by other instances, it is natural to think in terms of rules which operate on instances and generate other instances, in particular pairs (triples, etc.) of instances. We shall see in the following sections that such rules correspond to problem definition,
or breaking down a problem into subproblems. For example, if presented with aaaaaB and asked to find the number of l's in the binary numeral representing the number of a's, subjects would most likely first solve the task of generating the binary numeral B101, and then count the number of l's in it. (This assumes, of course, that counting is either among the available rules or can be derived from such rules.)

In order to devise a competence account, which takes "problem definition" into account, careful attention must be given to the procedures which subjects in the population use to solve the sampled tasks (instances). In step one of the previous section, for example, we might want to pay closer attention to how subjects actually attack sampled problems. In particular, subjects who tend to solve parts of given problems, before attacking other parts, may be thought of as breaking the problem into subproblems. In this case, again, parallels in the way different problems are broken down are manifestations of underlying problem definition rules.

Because higher order derivation (selection) rules and problem definition rules may both enter into an account of any given instance, it may be helpful to make the distinction between them sharper and more operational. In those cases where subjects attack task instances by attempting to derive a total solution procedure, before actually applying it, higher order derivation rules may be assumed to be operating. On the other hand, where subjects actually solve part of the problem before attempting to derive a solution procedure for the rest, problem definition rules are involved. Given the instance aaaaaB-2, for example, a subject of the former type would attack the problem by generating a binary numeral rule and combining it implicitly or explicitly with a digit counting rule before actually applying (any part of) the derived rule to the input aaaaaB. A subject of the latter type, on the other hand, would first generate a binary numeral rule, then apply it, yielding b101, before attempting to find the number of l's in the binary numeral. Notice, however, that higher order rules may be used to generate (partial) solution rules within any given subproblem.

Further, it should be clear that either type of account may be simulated by the other so that there are no analytic (procedural) differences between them. Any advantages of using both stem from greater flexibility insofar as accounting for the processes of behavior, rather than just end results. Use of this extended formulation in accounting for a realistic problem solving protocol is given in Chapter 14.*

It remains to note that the construction of structural competence theories may reasonably be expected to be a cumulative enterprise. Separate analyses of different content domains may be routinely combined as long as they pertain to the same population of subjects. In particular, the structural competence theory underlying a combined domain is essentially the union of the individual competence theories. In general, with closely related domains, it is reasonable to expect a significant number of rules to be common to each theory so that the combined rule set will contain fewer rules than the sum of the rules in the individual rule sets. In addition, although no empirical work in this direction has been completed, the combination of rule sets could suggest additional and more exacting analysis.

2.8 Global Competence.--In addition to rules of competence that tend to be associated with particular content domains, competence almost necessarily includes more global capabilities as well. Rather than being characteristic of particular content domains, they may enter into a wide variety of different domains and more aptly be thought of as characteristic of given subpopulations. The domains of spatial visualization and moral behavior, for example, tend to have this character in that, although presumably learned, they enter into a wide variety of behavior, and are constrained only by such subpopulation factors as sex and culture, respectively. That is, it is reasonable to suppose that some competencies (rules) are at once relatively independent of and relevant to particular content domains.

Most higher order rules, especially simple ones, tend to have this character. It would be unnatural, for example, to restrict the domain of a higher order composition rule to any particular content domain.

Undoubtedly, the most universally understood, as well as most studied, global competencies (rules) pertain to such concerns as morality, value judgements, logical reasoning, physical space, and the like. Although much of the research in these areas has had a largely empirical cast and has rarely been formulated rigorously in terms of rules, there are some notable exceptions. For example, the work of Taylor (1960) on motivation, Simon (1967) on emotions, and Newell and Simon (1972) on deductive reasoning appear to be formulated in compatible terms. Even the extensive work of the Piagetians is based on the schema—a rule like, albeit relatively imprecise, construct. The latter research, particularly, clearly demonstrates that epistemic competence (i.e., associated with groups rather than individuals) tends to go through identifiable stages during early development with all that implies for devising competence theories for different subject populations.

Epistemic competence is complementary to that emphasized in the present volume in that it deals with general features of broader domains and populations. Furthermore, once specified, such competence provides additional constraints on analysis that may prove helpful in identifying the competence underlying specific content domains. There is no reason, of course, why one could not choose something like moral judgement itself as the area of specific concern. In this case, rather than developing descriptions of various stages of moral development (Kohlberg, 1971), say, theory development would consist of constructing rule sets that account for the kinds of moral judgements made by individuals at particular developmental levels. Presumably, of course, rule sets at one level should allow for growth consistent with rule sets at later levels. In competence theories of this type, notice also that what are considered to be inputs and outputs would likely have a rather molar character (e.g., inputs might consist of rather complex situations).

THE LEARNING AND BEHAVING SUBJECT

So far, nothing has been said about the actual behavior of people. The competence (rules or procedures) associated with a given content domain and subject population may be thought of as representing the knowledge had, relative to that content domain, by an all-knowledgeable member of the population. It reflects an ideal that may only rarely reflect individual knowledge.

What a particular subject does in a given situation, however, depends not on some ideal but on what he or she knows as an individual. Indeed, in order to talk meaningfully about the behavior of individual subjects in specific situations (Scandura, 1973), we must: (1) know how individuals use the specific knowledge that they do have and how this knowledge is affected and modified by interacting with the environment, and (2) have some way of determining what relevant knowledge individual subjects have available.

In section two, we take individual knowledge as given and consider the mechanisms which determine how this knowledge interacts with the environment (i.e., we deal with (1)). Section three deals with measuring knowledge (2), which involves specifying the relationships between competence and knowledge.

3. COGNITIVE MECHANISMS

Information processing psychology is predicated on the belief that human knowledge can be profitably represented in terms of processes (rules, procedures). Given a class of tasks, an information processing cognitive theory of human behavior (relative to that task domain) consists of a procedure which accounts for various facets of human behavior on these tasks. In computer simulation, for example, cognitive theory is equated with a computer program which reproduces the behavior of individual subjects on a given class of tasks (e.g., chess). In contemporary cognitive psychology, a large percentage of information processing research deals with simpler discrimination and short term memory tasks; latency provides one of the favorite indices of process form and complexity.

One of the main goals of contemporary psychological theory, as opposed to competence (e.g., grammar) theories, is to determine which aspects of performance are universally characteristic of human subjects and which aspects are more or less content and/or subpopulation specific. Thus, for example, various parts of a program (theory) in computer simulation may pertain to content specific knowledge (and particular subpopulations of subjects) whereas other features may pertain to physiological constraints of the human
information processor (e.g., his limited capacity for processing information [Miller, 1956]; the time it takes to encode information [about 5 seconds], etc.). There are other features that, while neither common to all human beings nor content specific, are characteristic of various subpopulations (e.g., developmental levels, cultures, etc.). The distinction between learnable information and innate physiological capacities corresponds, in computer science, to "the logical equivalence of program and hardware (Corn, 1973)."

Although there have been numerous attempts to incorporate learning in the information processing view (e.g., Feigenbaum & Feldman, 1963), existing process theories, for the most part, deal primarily with performance. The major goal of this section is to present a simple, cohesive information processing theory and to show how it provides a precise, comprehensive framework for viewing a wide variety of cognitive behavior.

The section is organized as follows:
(1) We propose and illustrate a (innate?) control mechanism that is assumed to govern the way in which known rules interact in producing behavior. This mechanism is just one of probably many "hardware" characteristics of the human information processor, and is assumed to operate with respect to arbitrary domains of knowledge and all subpopulations of subjects. In turn, we show how this mechanism accounts for simple performance, learning (rule derivation), motivation (rule selection), subgoal formation (defining problem situations), and retrieval. Relevant empirical data is presented in Scandura (1973).
(2) Another presumed "hardware" characteristic is the limited capacity for processing information. A theory is proposed which deals rigorously with the question of what counts as a unit (chunk) in processing available rules. Relevant empirical evidence and a stochastic extension of the deterministic theory, which accounts for certain difficult to control variables, is described in Voorhies and Scandura (this volume).

3.1 Representation of Knowledge.-- In the structural learning theory, knowledge is represented in precisely the same way as competence, that is, in terms of labeled directed graphs (rules). The term "knowledge," however, refers to an actual potential for behavior rather than to an account of some idealized, a priori class of potentially observable behavior. More specifically, rules are used to represent behavior potentials of individual subjects rather than to account for group behavior as is frequently the case in existing information processing theories in psychology.

Although all rules of knowledge denote a potential for behavior and are represented in terms of labeled directed graphs, recall that any given rule may play either of two distinct roles. Rules may act on other elements, in which case they serve as operators; or they may be operated upon, in which case they serve as states.

Decision making capabilities (nodes) are also rules, albeit rules which simply classify elements. (It should be emphasized, nonetheless, that decision making capabilities may involve any finite number of predicates [classifications] and, further, that each may be characterized in terms of a class of rules [cf. Landa, 1974].) A partition of strings into those that contain an even number of elements and those that contain an odd number of elements provides an example of a binary decision making capability. Goals in this view are represented as distinguished predicates (decision making capabilities). That is, goals are commands which tell what to do (i.e., what properties must be satisfied); they do not, however, tell how to do it. In the context of our illustration, "Find the binary numeral represented by the number of a's in x_1" is a goal.

It may also be worth noting that where internal structure is of no special interest, rules may be represented by single arrows, or, in the case of single, indivisible elements, as degenerate decision making capabilities (one element partitions). (That is, instead of having a partition on a set of elements, we have an undivided set which, for purposes of the particular analysis, may be viewed as an indivisible unit.)

Given this mode of representation, the question of central concern in the structural learning theory (of cognition) is how rules interact and are modified as the subject interacts with his environment. The structural learning theory is of the interactionist variety. What the subject does in a given situation depends not only on the situation but what the subject already knows and what he is trying to do. It also depends, of course, on behavioral constraints imposed by the physiological character of the human information processor.
Sections 3.2 through 3.10 are concerned primarily with behavioral constructs which reflect such physiologically based characteristics. Specific attention is given to a presumably universal control mechanism and to processing capacity. Among the constraints not considered are inborn instincts, general arousal level (e.g., Farley, 1974), time required to encode new input (cf. Newell & Simon, 1972), and decoding latencies characteristic of various body organs (e.g., hands, mouth).

My present position is that all such characteristics stem from presumably common "hardware" (human physiology). This does not mean, however, that I am committed to the view that all individual differences are due to environment. To the contrary, while I believe, for example, that all subjects have a fixed capacity for processing information, I also believe, that this capacity may vary over individuals. Such differences presumably are innate and may have a large cumulative effect on learning and behavior over the years. Furthermore, given the data accumulated to date, I take no firm position on whether particular physiological characteristics develop in the womb, or after birth. In the latter event, however, the kinds of characteristics we are considering here are more likely ascribable to physiological maturation than to learning in the usual sense.

3.2 Goal Switching Mechanism.—In the next seven sections, we consider the first hypothesized characteristic of the human information processor, that which pertains to the way in which learned rules interact. More particularly, a control mechanism is proposed and shown to provide a reasonable account of complex human behavior, in all its common ramifications: learning, problem solving, problem definition, motivation, and memory storage and retrieval. The basic idea rests on the assumption that human beings are goal directed information processors, and that control shifts among various higher and lower level goals automatically in a fixed, predetermined manner, according to requirements of the situation.

As a first approximation, the mechanism may be thought of, informally, as operating as follows: Given a task (stimulus and goal) for which the subject has a solution rule immediately available, the subject will actually apply the rule. (While this statement may appear almost tautological, it is an assumption. Rule use does not follow logically from availability.) On the other hand, when no such rule is available, control is assumed to automatically switch to the higher level goal satisfied by rules which do apply. With the higher level goal in force, the subject presumably selects from among available and relevant higher order rules in the same way as he would with any other goal. In effect, if the subject has an applicable (higher order) rule available, then he will use it. Where no such higher order rules are available, the theory assumes that control moves to still higher level goals. Conversely, once a higher level goal has been satisfied, by application of some rule, control is assumed to revert to the next lower level.

This mechanism is deceptive. While extremely simple, it is potentially quite powerful.

3.3 Learning (the acquisition of new rules).—To see how the mechanism might bring about learning and to obtain deeper insight into the mechanism itself, let us first describe the mechanism more precisely.

Given a goal situation (S, G), the subject tests to see if the problem solution is immediately available (i.e., to see if he knows the solution, an element which satisfies G). If not, control shifts to the solution goal (G^2=SG), consisting of the set of potential solution rules. The subject then tests each of the rules (r) available to him to see if r includes S in its domain (S ∈ Dom r) and the range of r contains an element in the goal (∃ x ∈ G such that x ∈ Ran r). If such a rule is available, control reverts to the original goal G, and the rule is applied to S. If not, control shifts to the higher level goal (G^3=HG), consisting of higher order rules (h) whose ranges contain a potential solution rule. With G^3 in force, the subject is assumed to test his available rules as before. If one (r') is found (i.e., if ∃ r ∈ G^2 such that r ∈ Ran r'), control reverts to G^2, and r' is applied to other available rules (in its domain), thereby generating a new (potential) solution rule. In turn, if SG is satisfied by the new solution rule, control reverts to the original goal G and the solution rule is applied to S. The problem is solved if the (potential, solution so generated satisfies the goal.
It should be noted that testing, goal shifting, and rule application are essentially the same at all goal levels. Generalization and formalization of the mechanism is given in Scandura (1973). Furthermore, as noted above, higher order rules are formally identical to other rules and obey the same laws of behavior. The descriptor "higher order" refers to the role of a rule in a particular instance of problem solving, not to its basic nature. (In computer science, this is referred to as unstratified control.)

For example, suppose a naive subject is confronted with the stimulus bbbbbB and asked to find the binary numeral which represents the number of b's. There are various alternative ways in which such a statement might be interpreted (e.g., consider the syntax and semantics of the situation). For present purposes, let us assume that the subject understands the problem in a syntactic sense, specifically, that he represents the goal G by

\[ G = \text{Find a string } x, x \in \{ x \mid x \text{ consists of a } B \text{ followed by a string of 0's and 1's} \} \]

Assume also that the only relevant rules available to the subject are

1. \( r = r_2 * r_1 * r_2 \)
2. \( r_a \Rightarrow r_b \)

(The fact that [1] generates a goal string of the required type only when the input is "aaaaaB" is a special, but irrelevant, feature of this example.)

In this case, we may assume that the subject does not have a binary numeral string (i.e., B101) available which satisfies the goal. Hence, according to the postulated mechanism, control automatically shifts to

\[ G^2 = \{ r \mid S = bbbbbB \in \text{Dom } r, \exists x \in G \text{ such that } x \in \text{Ran } r \} \]

Since neither of the available rules satisfy \( G^2 \) (e.g., [1] applies to strings involving a's rather than b's), control goes to

\[ G^3 = \{ r' \mid \exists r \in G^2 \text{ such that } r \in \text{Ran } r' \} \]

Rule [2] satisfies \( G^3 \) since its range involves rules involving b, one of which within our limited system applies to the stimulus bbbbbB and generates a binary numeral in G. Thus, control reverts to \( G^2 \) and Rule [2] is applied to Rule [1] (the only available rule to which it applies), thereby generating

\[ (3) r_2^* r_2^* \]

where \( r_i^* \) (i = 1, 2) operates on inputs involving b's but in every other way is identical to \( r_j \). Now bbbbbB is in the domain of rule [3] and its range contains a binary numeral (i.e., a B followed by 0's and 1's) (i.e., rule [3] satisfies \( G^2 \). Thus, control reverts to the original goal G and rule [3] is applied to bbbbbB. Since the output B101 satisfies G, the problem is solved, and in the process the subject has learned the new rule [3].

As a second example, consider the situation where a subject has previously learned rules

\[ (4) r_2^* r_2^* r_2 \]

\[ r_1^* r_2 \]

These rules are adequate for solving certain of our illustrative tasks. After having learned a number of such specific rules (i.e., having solved a number of specific tasks of this type), it is reasonable to suppose that many subjects may discover (induce) a general method (rule) for solving any such task.

To see how this might come about, suppose the subject also knows rule h, a rule which operates on pairs of rules (like \( r_1 \) and \( r_2 \)) in which the domains are complementary (i.e., where exactly one applies to each element in the given universe of elements [strings of a's]) and generates unitary, general recursive rules which combine the advantages of both. We shall not attempt to precisely formulate such an h but shall rather leave that as an exercise to the interested reader. Once formulated and applied to rules like 4,
h, as a minimum, should generate a general binary numeral generator (rule). One such general rule may be represented by the following labeled directed graph

\[
\begin{align*}
& r_1 \text{ (if even)} \\
& \text{STOP (if null)} \\
& r_2 \text{ (if odd)}
\end{align*}
\]

In addition to illustrating how induction may enter into the theory (for details, see Scandura, 1973a), this example suggests how formerly discrete rules may be integrated into more comprehensive relational nets.

3.4 Rule Selection.—As formulated, the goal switching mechanism tells what happens when a subject does not have any rule available for solving a given problem. But, it leaves open the question of what happens where two or more rules apply. Which of the alternatives does he select?

In order to account for rule selection, the rule derivation mechanism must be modified so that a rule is applied at a given goal level only where exactly one available rule applies. In particular, if two or more rules apply, control is assumed to move to a higher level goal. Otherwise, the mechanism is assumed to work as before.

To see the implications of this modification, it is only necessary to note that rules may act on two or more rules and output one of them. Higher order rules which operate in this way have been called selection rules (Scandura, 1973a). As a simple example, consider the stimulus aaaaaB and G as above. Assume further that the subject knows rules

\[(6) \ r_2^* r_1^* r_2^* r_2\]

where \(r^*_i\) is a generalization of \(r_i\) \((i = 1, 2)\) which applies not only to stimuli involving strings of little a's but to strings of any letter elements (e.g., it would apply to cccccB). Since both rules in (6) apply to the stimulus aaaaaB and have ranges which contain an element of G, control would presumably shift to G as above.

At this level, some selection rule would have to be available in order for the subject to make a choice. One such selection rule might be described loosely as "use the least general rule" (i.e., check the domains and if one domain is contained in the other, select that rule). Such selection rules may apply (potentially) to a broad class of rule pairs and, further, some empirical evidence suggests that they may be reflected in human behavior (Scandura, 1973a).

3.5 Rule Retrieval.—Although retrieval requires no essential change in the mechanism proposed, there is a connotative difference. Learning and problem solving correspond to operating on given rules (semantic nets, relational nets, labeled directed graphs) and generating new ones. Retrieval, on the other hand, refers to operating on a relational net and extracting a portion of it.** In effect, although goal switching operates in the same way, there is a difference as to whether the to-be-generated rule represents a unit of new knowledge or has previously been embedded in a more comprehensive cognitive structure.

To my mind, one major open question concerning the goal switching mechanism involves the possible relationships in testing between \(\text{Ran} \ r\) and \(G^n\). In my original formulation (Scandura, 1973a). I had postulated that \(\text{Ran} \ r \subset G^n\). Unfortunately, this condition is not fully adequate. For example, requiring the range of a composition rule to be contained in a goal is overly restrictive because the range of any realistic composition rule will include a wide variety of composite rules, including composite rules that have nothing to do with the task in question (e.g., see Scandura, 1974).

For this reason, I later proposed (Scandura, 1974) that \(G^n \subset \text{Ran} \ r\). This seems to work and is operational in the sense that the relation can be tested algorithmically, but it is not the only possibility. Above, we have proposed still a third feasible relation between \(\text{Ran} \ r\) and \(G^n\). Ultimately, of course, the proper relation can only be determined empirically, and it could turn out to be content specific. Nonetheless, in the absence of critical, empirical evidence to the contrary, we may assume the above as a reasonable approximation.

**To see the implications of this modification, it is only necessary to note that rules may act on two or more rules and output one of them. Higher order rules which operate in this way have been called selection rules (Scandura, 1973a). As a simple example, consider the stimulus aaaaaB and G as above. Assume further that the subject knows rules

\[(6) \ r_2^* r_1^* r_2^* r_2\]

where \(r^*_i\) is a generalization of \(r_i\) \((i = 1, 2)\) which applies not only to stimuli involving strings of little a's but to strings of any letter elements (e.g., it would apply to cccccB). Since both rules in (6) apply to the stimulus aaaaaB and have ranges which contain an element of G, control would presumably shift to G as above.

At this level, some selection rule would have to be available in order for the subject to make a choice. One such selection rule might be described loosely as "use the least general rule" (i.e., check the domains and if one domain is contained in the other, select that rule). Such selection rules may apply (potentially) to a broad class of rule pairs and, further, some empirical evidence suggests that they may be reflected in human behavior (Scandura, 1973a).

3.5 Rule Retrieval.—Although retrieval requires no essential change in the mechanism proposed, there is a connotative difference. Learning and problem solving correspond to operating on given rules (semantic nets, relational nets, labeled directed graphs) and generating new ones. Retrieval, on the other hand, refers to operating on a relational net and extracting a portion of it.** In effect, although goal switching operates in the same way, there is a difference as to whether the to-be-generated rule represents a unit of new knowledge or has previously been embedded in a more comprehensive cognitive structure.

To my mind, one major open question concerning the goal switching mechanism involves the possible relationships in testing between \(\text{Ran} \ r\) and \(G^n\). In my original formulation (Scandura, 1973a). I had postulated that \(\text{Ran} \ r \subset G^n\). Unfortunately, this condition is not fully adequate. For example, requiring the range of a composition rule to be contained in a goal is overly restrictive because the range of any realistic composition rule will include a wide variety of composite rules, including composite rules that have nothing to do with the task in question (e.g., see Scandura, 1974).

For this reason, I later proposed (Scandura, 1974) that \(G^n \subset \text{Ran} \ r\). This seems to work and is operational in the sense that the relation can be tested algorithmically, but it is not the only possibility. Above, we have proposed still a third feasible relation between \(\text{Ran} \ r\) and \(G^n\). Ultimately, of course, the proper relation can only be determined empirically, and it could turn out to be content specific. Nonetheless, in the absence of critical, empirical evidence to the contrary, we may assume the above as a reasonable approximation.

(See footnote on bottom of next page.)
For example, suppose that the subject has rule $r_2$*$_r_1$*$_r_2$ available and is presented with the task of generating the binary numeral representing the number of a's in aaaaB? Given the above goal switching mechanism, what additional information (retrieval rule) would the subject need to know in order to succeed? One possibility would be to know a higher order retrieval rule which operates on chains of atomic rules (i.e., composite rules) and extracts subchains. Such a rule might, for example, check the domains of each component in turn to see if the given stimulus (aaaB) is in its domain and, if so, to remember it while checking in turn the ranges and domains of following components until there exists either a mismatch or the range contains an element in the desired goal.

3.6 Problem Definition.-- It is assumed above that the stimulus and goal adopted by the subject is known. In typical problem solving experiments, on the other hand, this information is not available directly. The subject is presented with a statement or description of the problem, to be sure, but this is not necessarily the same as ensuring that it will be interpreted as intended.

Problem definition (e.g., breaking a problem into a series of subgoals) is an important aspect of problem solving (e.g., Newell & Simon, 1972). Indeed, perhaps one of the first things a young child must learn is communicating with an adult about problem solving is that such statements as "solve the following problems" must be interpreted to mean: interpret each of the following problem statements, in turn, and then solve the problem so defined. In short, problem statements are invariably broken down into pairs of subproblems, both of which are important aspects of problem solving.

Although the context is new, no changes are required in the goal switching mechanism within any given subproblem. It remains to be shown how defined problems or series of subproblems can be generated by rules and to clarify the nature of problem definition goals (i.e., goals associated with interpreting subproblems). With regard to the latter, consider the problem statement: "Find the binary numeral represented by the number of a's in aaaaB." The word "Find" in the statement is a sure cue that the subject is to break the problem into a pair of subgoals; first define the problem described by the problem statement; and then solve the problem so defined.

During the formative school years, and even at the frontiers of research, there are many different goal criteria which, for any given subject, may correspond to the word "define." For one subject, a problem may be adequately defined whenever a stimulus and a goal have been formulated which capture the meaning of certain key words (even though not all of the essential relationships are represented). For another, a well defined problem may involve logical consistency among the parts as well. For example, the process of understanding a problem statement may yield a defined problem that has no solution (e.g., find an albino with brown eyes). Two possible interpretations of the above statement might be: (1) Find (some) numeral obtained by applying $r_1$'s and $r_2$'s to aaaaB and (2) Find (some) binary numeral which represents the number of a's in aaaaB (i.e., check to see whether the numeral denotes the number five). The former goal would be satisfied by any numeral consisting of 0's and 1's; the latter requires also that the binary numeral represent the number five.

In addition, the process of defining problems (i.e., interpreting problem descriptions) frequently results in a series of subproblems. The problem statement "Find the number of 1's in the binary numeral representation of aaaaB" provides a ready example.

In most information processing theories of memory (e.g., Anderson & Bower, 1973; Kintsch, 1972; Rumelhart, Lindsay, & Norman, 1973), memory is also represented in terms of relational (semantic) nets, with retrieval being viewed as searching through the nets. In the present view, this corresponds to a situation where a rule (directed graph) is in the processor and the desired element is a node in that graph. Retrieval is similar to that in the Rumelhart, Lindsay, & Norman (1973) theory in which items (nodes) are "reconstructed" via higher order nodes (which correspond to subrules). The structural learning theory, however, explicitly allows for the retrieval of non-degenerate subrules.
Confronted with a statement of the form "Find C related to B related to A (where A is the given, C the desired output, and B an intermediary)," the natural thing to do (subgoal to adopt) is to define the problem statement in terms of a pair of subproblems. Thus, given the illustrative problem statement, most adults would break it down into two subproblems: Find the binary numeral representation of aaaaaB, and then find the number of 1's in the obtained numeral. Once defined in this way, control would move automatically to the first subproblem.

Lest there be any confusion on the point, it should be emphasized that problems may be redefined at each given stage. The first subproblem, for example, implicitly allows for interpretation as a series of subproblems. In particular, each subproblem might be characterized by "reduce the number of a's to the left of B by r1 or r2." Indeed, this is precisely what Ernst and Newell's GPS (1969) and Newell and Simon's (1972) production systems would have the subject do.

There is another key feature of problem definition, however, which is not so easily captured by these other formulations (cf. Banerji, 1974). For example, suppose a subject is presented with the problem statement "Find the binary numeral representing the number of b's in bbbbbB" but that he does not know any rules that operate on strings involving b's. He only knows the simple atomic rules r1 and r2 (which operate on strings involving a's) and the general fact that arbitrary strings having the same numbers of elements can be represented by the same numeral. In the present view, such a statement may be interpreted as (a) find the binary numeral represented by the number of a's in aaaaaB and then (b) assign the same numeral to the b's in bbbbbB. In the GPS formulation, on the other hand, it is not automatically clear why aaBl (obtained by applying r2 to aaaaaB), for example, is any closer to the binary numeral for bbbbbB than the original stimulus itself.

Although we shall not attempt to specify specific rules for interpreting problem statements, it is easy to envision a system such as Winograd's (1972), Shank's (1973), or another recent question-answer system in artificial intelligence, serving this purpose. Further, it may be observed that where a subject knows two or more rules for interpreting a given class of problem statements, selections are assumed to follow as described above.

One additional point is worth mentioning. In empirical studies, it has been commonly observed that when the same problem is presented repeatedly over a series of trials, subjects tend to break it into progressively larger subproblems. This seems to be particularly true in well defined tasks where the atomic operations (rules) are specified to the subject in advance (e.g., The Tower of Hanoi [Klix & Sydow, 1967], missionaries and cannibals [Thomas, 1974; C-reno, 1973]). Given experience with a given problem, it seems likely on succeeding trials, that subjects may tend to derive more and more solution rules for the various subproblems. Correspondingly, the size of the subproblems identified may be expected to increase (and the number of such subproblems decrease).

3.7 Information Storage.—Although nothing new is involved, it seems appropriate, having discussed memory retrieval, to comment briefly on storage in memory. When presented with an item of information, whether it be a simple element, simple rule, or a complex, interrelated network, the item is necessarily presented in some context, either external and/or internal. Storage, in any case, involves deriving a rule which relates some portion of the context (retrieval cue) with the item to be stored. That is, the goal during storage is to derive a rule (network) which takes the context as input and contains the to-be-stored item in its range. In this view, when the subject derives a rule for getting from a given input (e.g., aaaaaB) to the desired output (e.g., B101), he has effectively "stored" the response with respect to the input. When the retrieval cue (input) is presented on another occasion, the subject applies the learned rule to generate (retrieve) the appropriate output.
3.8 Extension of the Mechanism to Multiple Processes.--All of the previous analyses pertain to single processes. Of perhaps greater ultimate interest is the study of more complex problem solving situations which involve two or more processes.

In the idealized control mechanism described above, it is assumed at each goal level that the domains and ranges of rules are tested simultaneously. To allow for multiple processes within a given (sub)problem, the mechanism must be generalized so that these tests are performed in series. Specifically, in the enriched mechanism (Scandura, 1973a), higher level goals are satisfied by rules whose ranges contain elements in next lower level goals.

Once a higher level goal has been satisfied (i.e., a rule satisfying it has been identified), control is assumed to revert to the corresponding domain goal. (The domain goal consists of elements which belong in the domain of the identified rule.) Control here is assumed to shift to higher and lower level (domain) goals as with any other initial goal. Once a domain goal has been satisfied, control reverts to the next lower level, the identified higher order rule is applied (to the domain elements generated), and the process continues.

The composition rule (*) introduced above, for example, satisfies a higher level goal in the sense that its range contains a composite \( r_1 * r_2 \) rule whose range contains a binary numeral output (in \( G \)). Hence, control is assumed to shift to the domain goal satisfied by pairs of compatible rules that are consistent with the higher order goal (i.e., \( S \) is in the domain of one rule in the pair and \( \exists x \in G \) such that \( x \) is in the range of the other rule). The only pair that satisfies these conditions is \( \langle r_1, r_2 \rangle \). Once the domain goal is satisfied, control moves to the next lower level goal; the composite rule is applied; and the process continues.

Although the above generalization makes it possible to handle a broader variety of problem situations (where needed domain rules are not immediately available), notice that the mechanism reduces essentially to the earlier one where a needed domain element is immediately available. In this case, the domain goals are satisfied directly; elements which satisfy them do not have to be derived.

3.9 Extensions and Further Comments.--Throughout the above discussion it was implicitly assumed that goals were structureless; they represented unitary tests related to specific tasks, ignoring the broader context (both external and internal) in which the tasks were presented. It is not hard to see limitations of such goals in problem solving reality. Consider, for example, a bizarre situation in which Goldfinger has placed James Bond on a ledge just above a snake pit and has presented him with the challenge of solving a difficult mathematical problem. If he succeeds, he goes free, else... While he is attempting to solve the problem, James must be extremely wary. His goal is a composite one; solve the problem but remain alive in so doing. Any rule used under such circumstances would likely have more to it than mathematics; it would include among its decisions making capabilities some sort of safety valve. If at any point a certain danger threshold is reached, Bond presumably would forget about the problem for a moment and avoid striking fangs. Perhaps a more common (and peaceful) occurrence is a situation scientists often find themselves in -- thinking about a problem while driving one's car to or from work. Under ordinary driving conditions, it is often possible to make reasonable progress. But, in an emergency, things change rapidly.

In addition to these examples, where shifting attention depends on real world events, over which the subject has little control, there are other situations where the triggering events may be a direct result of stimuli produced by the subject himself. Changes in internal stimulation, for example, might well account for such common observations as a person stopping in the middle of a task due to fatigue or hunger. Similarly, results obtained in previous attempts at solving a problem may lead a subject to suddenly take a new tact.

Once a shift from immediate to more general goal components is triggered, a subject is apt to engage global competencies (which may be incorporated into a solution rule as suggested above). Thus, for example, a given person may react in much the same way, in broad classes of problem situations, when tired. Stable individual differences in such cases, presumably, are a function of differences in relevant global capabilities and/or physiological predispositions.
As simple as it appears, the proposed control mechanism clearly has considerable power. It provides a potential basis for explaining various aspects of problem solving: learning, motivation, problem definition, storage and retrieval from memory, and apparently just about every conceivable kind of human behavior. There are some fine points which are still unresolved, of course, and the mechanism provides only a schema for the more specific competencies (rules) likely to be involved in any particular application.

The question of how to isolate the proposed control mechanism(s) for empirical study poses problems, problems not unlike those confronted in contemporary research on memory. When a subject performs on a memory task, for example, it is not always easy to determine whether information comes from short term or long term store (cf. Atkinson & Shiffrin, 1968; Waugh & Norman, 1965). Similarly, in most real world environments, it is not easy to determine which aspects of behavior are due to the proposed built-in control mechanism, which to specific learnable knowledge and, further, as we shall see in the next section, which to a person's limited capacity for processing information.

The approach my collaborators and I have taken has been to study behavior under idealized conditions, where it was known in advance exactly what relevant rules the subject knew and had immediately available and where explicit provision was made to ensure that the subject's processing capacity was not exceeded (e.g., where the subject had all of the time he needed and/or where paper and pencil or other aids were available for recording intermediate results). Relevant experiments are reported in Scandura (1973a, 1974).

3.10 Man: A Limited Capacity Information Processor.---It would be convenient if the control mechanism described above were all that were needed to explain human behavior. As noted above, however, this clearly is not the case.

Throughout the above discussion, no limits were imposed on the number of rules and elements that might be immediately available to the subject during cognition -- in effect, it was implicitly assumed that human capacity for processing information is essentially unbounded. One hardly need refer to the massive literature on information processing, however, to note that, in general, a subject's ability to cope with a given problem situation depends in substantial part on the memory load imposed by the task (e.g., Bruner, Goodnow, & Austin, 1956). Man is unquestionably a limited capacity information processor.

This section deals with the following questions. How does processing capacity interact with the proposed control mechanism in generating behavior? If the memory load imposed by a task is too great, the task may exceed the subject's capability even where the subject "knows how" to solve the task. What, however, constitutes memory load and how is it determined?

As a first approximation, memory load clearly depends on the number of things that must be kept in mind during processing. For illustrative purposes, recall once again our standard example: Let S be the stimulus aaaaaB, G the goal, * a higher order composition rule, and r1 and r2 rules for operating on strings of even and odd numbers of a's, respectively. Upon initial presentation, the subject must keep in mind each element in the set

\[ A = \{S, G, *, r_1, r_2\} \]

At this point, the control mechanism takes over and introduces the higher level goal G^2, thereby increasing memory load. With G^2 in control, the individual elements in set A are tested. Since none satisfies G^2, the mechanism takes over again introducing G^3, adding further to memory load. Upon subsequent testing, we find that G^3 is satisfied by *. Here, the control mechanism moves control to the domain (goal) of *. (The domain goal replaces G^3, so memory load remains constant.) With this domain goal in force, the available rules are again tested, this time singling out the pair r_1 and r_2. At this stage, * is in control and operates on the pair r_1, r_2, yielding the composite rule r_1*r_2. By the control mechanism, control goes to G^2 and the available elements (including r_1*r_2) are tested. Since r_1*r_2 satisfies G^2, r_1*r_2 is applied to stimulus S (with G^2, *, r_1, and r_2 no longer adding to memory load) yielding the desired output. As a final step, control goes to G and the output is tested against it.
This example provides a general, qualitative account of how memory load may change during processing. Because it deals exclusively with rule extensions, rather than their internal structure, however, it rather lacks detail and precision. As Miller (1956) has noted, memory load is not a simple function of the number of nominal elements that must be retained but rather of the number of "chunks" involved.

Although there are many examples of "chunks" in the literature (e.g., digits, letters, words, equivalences between base 10 and binary numerals, etc.), it is not clear exactly what a chunk is, or, to put it differently, what counts as a chunk in computing memory load. In addition to such entities as digits, words, and so on, my present view is that a chunk may also be, for example, a rule, a part of a rule, or a goal. Indeed, given the equivalence of data and process (e.g., Gorn, 1973), it must be so. In the current theory, what is a chunk depends on what elements (i.e., rules and goals) are available and the current stage of processing. There are three basic types of control that may obtain at any given point in time: (1) The control mechanism controls shifts among goals and rules. (2) Rules control generation. (3) Goals control testing (of rules).

Memory load is computed relative to what is in control (i.e., the mechanism, rule, or goal) at each moment. Let us suppose, for example, that a given rule is engaged. Then, memory load is determined as follows. At each stage of a computation (i.e., at each stage of an application of a rule to a given stimulus), a specific number of elements must be retained in the processor in order to determine future outputs and operations. At the conclusion of any given stage, it may be possible to eliminate certain of the elements required at a preceding stage, and new elements may be added. In adding 45 + 71, for example, it is necessary to remember the two units digits 5 and 1 before summing them, but, afterwards, only the partial sum 6 must be retained.

The number of elements that must be retained in the processor at a given stage of a computation constitutes the memory load at that stage. The memory load of an entire computation is the maximum of the memory loads associated with the various stages of the computation. Details as to how memory loads may be determined with respect to individual rules, together with related empirical support, are given in Scandura (1973a) and Voorhies and Scandura (1974).

With respect to higher order rules, memory load depends on the degree to which the internal structure of the relevant input rules (and goals) must be taken into account in carrying out the individual decisions and operations of the higher order rule in question. The more the individual input rules act as units, the easier they are to operate on, and the lower the memory load. Conversely, memory loads will be relatively high where explicit attention in higher order rules is given to each component. In our basic illustration involving the control structure *, r1 and r2 were treated as wholes. No mention was made of internal structure.

In general, each rule imposes one unit of memory load on the processor just to the extent that atomicity reflects psychological reality in a given situation. Each additional subrule (subgraph) or subelement similarly increases memory load by one. Correspondingly, a unitary goal is also assumed to impose a load of one on the processor. With a composite goal, the load would be relatively larger (since a greater number of things would have to be kept simultaneously in mind).

Although it is beyond the scope of this treatment to delve into the matter, the distinction between unitary and composite goals may have some relation to the notion of intensity of concentration. In particular, the more unitary a goal, the greater the degree of concentration that may be possible, presumably due to the lower load imposed by the goal on the processor. In such a situation, however, the subject's behavior is apt to be less flexible. Perhaps this has something to do with the phrase "single minded."

4. INDIVIDUAL DIFFERENCES

In Section 2, we saw how arbitrary content domains can be analyzed to determine the underlying processes (higher and lower order rules) characteristic of given subject populations. In Section 3, we discussed the psychological characteristics of the human information processor and showed how they provide a comprehensive framework for viewing
much of human cognition. The specific cognitive content (rules) available to individual subjects was assumed.

In this section, we consider the question of how to identify (and characterize) the rules available to given individuals.

4.1 Background.—Current information processing approaches to this question have:
(1) centered on attempts to identify processes which provide the best overall account of performance by some population (group) of individuals on some class of tasks, or
(2) been concerned with identifying the processes used by particular individuals.

In the former case, underlying rules or processes are postulated, predictions based on these processes are made, and the predictions are compared with averaged data (usually averaged over items and groups, although sometimes over items within individuals). Such an approach ignores individual differences (involving individuals, items, or both). For example, suppose that we identify two processes by which the binary numeral representing the number of a's in xB (where x is a string of a's) might be generated, namely rule

\[
\begin{align*}
& r_1 \\
& r_2 \\
& * \end{align*}
\]

and, collectively, \( r_1, r_2, * \). In each case, (random) parameters can be introduced to represent the times required to perform the various parts of the respective processes. For example, \( \alpha, \beta, \) and \( \gamma \) might be parameters representing the times required to carry out \( r_1, r_2, \) and \( * \), respectively. Ignoring the time required to determine whether the number of a's is odd or even (which would involve at least one additional parameter), the time required to apply rule (1) would be \( x_1 \alpha + x_2 \beta \), where \( x_1 \) and \( x_2 \) denote the number of applications of \( r_1 \) and \( r_2 \), respectively. (Presumably, by adding suitable parameters, one could also represent latencies involving the interactions among rules \( r_1, r_2, \) and \( * \).) Estimates of these parameters could be obtained by standard regression methods using empirical (group) data. The relative adequacy of the respective "theories," then, would be determined by substituting these estimates into the latency expressions and comparing the resulting latency predictions with the obtained average data. Finally, the process which provides the best fit would be chosen as the preferred account. (Note: This example is for illustrative purposes only. For an actual study along these lines, see Suppes and Groen, 1967.)

The main problem with this approach is that individual processes may be obscured by group data. The fact that a process provides the best overall account says nothing directly about the processes used by individuals. (Indeed, as became so clear as a result of the controversy concerning all-or-none versus incremental learning during the early 1960's, completely contrary statistical assumptions may lead to essentially the same predictions regarding average behavior. For further details and discussion along the lines c' our example, see Scandura [1973a, pp. 259-262; 1967].)

The second approach is perhaps best typified by research on computer simulation. In computer simulation the goal is to devise explicit computer programs (rules) which perform on given classes of tasks (e.g., cryptoarithmetic, chess) in the same way as individual subjects. That is, a given program may be thought of as representing the knowledge relative to a given task domain by a particular subject.

Although there is no entirely systematic method for devising simulation programs, the basic approach is not unlike that described in Section 2 on competence. Individual subjects may be observed while solving a variety of representative problems and programs devised to parallel these observed processes. (In existing simulations, such programs typically incorporate such performance constraints as a limited capacity for processing information [cf. Newell & Simon, 1972].) Finally, the outputs of trial programs are compared with new behavior, with subsequent refinements and evaluation where necessary.

To date, the approach seems to be useful primarily as a means of modeling performance. Little progress, for example, has been made in dealing with learning. Nonetheless, computer simulation research perhaps more than any other single movement is responsible for the mass shift in experimental psychology toward information processing.
From the present point of view, the simulation approach suffers two major limitations.
(1) It can be extremely inefficient. Whereas rules designed to deal with averages often fail to account for individual behavior (or knowledge), the simulation approach too often fails from the other end. A simulation program may adequately represent the knowledge of particular individuals but not that of many (most) others in the population. In general, simulation programs must be constructed anew for each subject. (2) Simulation programs generally confound control mechanisms with rules representing specific knowledge. Where (easily) separable at all, as in Newell and Simon's (1972) production systems or Minsky and Papert's (1972) heterarchical systems, for example, there is little direct evidence or justification to suggest that the control mechanisms are characteristic of humans. As described in Section 3, more veridical separation (of control and knowledge) could have important advantages in accounting for cognitive activities (e.g., learning) other than simple performance.

4.2 Assessing behavior potential.--The structural learning theory combines many of the advantages of both of the above methods. The competence rules are used as an instrument of sorts with which to measure individual human knowledge. More specifically, the theory tells how, via a finite testing procedure, one can identify which parts of given rules in a competence theory individual subjects know -- that is, which rules or parts thereof accurately represent their potential for behavior. The rules in a competence theory in a very real sense serve as rulers of measurement, and provide a basis for the operational definition of human knowledge.

Let us briefly review how this may be accomplished (for details, see Scandura, 1973a; Durnin & Scandura, 1973). Note first that all rules may be represented as labeled directed graphs, and that the various components of any directed graph (e.g., the arrows and nodes) can always be broken down far enough (i.e., into simple enough components) so that each subject in a given population is able to perform each component perfectly or not at all (cf. Suppes, 1969; Scandura, 1970). In short, each component step of a procedure (rule) may be assumed to act in atomic fashion. (The above assumes, of course, that the subjects in the population share a common culture and that the rule of competence accurately reflects that culture relative to the task domain.)

In general, a path through a rule acts in atomic fashion if and only if each component acts in atomic fashion. Success on any path requires perfect performance on each component. Failure on any one part implies failure for the whole; the chain is only as strong as its weakest link. Furthermore, there are only a finite number of paths through any given rule since we do not distinguish paths according to the number of repetitions of loops.

For present purposes, let us assume that the component operations and decisions of rule (1) above act in atomic fashion. Then, there are three distinct paths through rule (1), represented by

\[
\text{(la) } \bigcirc \rightarrow r_1 \quad \text{(lb) } \bigcirc \rightarrow r_2 \quad \text{(lc) } \bigcirc \bigcirc \rightarrow r_1 \bigcirc r_2
\]

Paths (la) and (lb) are obviously atomic since they each involve only a single operation. Path (lc) is also atomic since each of its components is.

Collectively, the paths of a rule impose a partition on the domain of stimuli to which the rule applies. That is, each path makes it possible to generate responses to a uniquely specified equivalence class of stimulus items and to no others. For example (if we ignore for argumentative purposes the final step of generating a "1" to the left of a string of 0's, then), path (la) applies to all strings which contain a number of a's equal to some power of two (e.g., aaaaaaaB) and path (lb) applies to all strings which contain a number of a's equal to 2s + 1, where s is the number of a's in another string to which path (lb) applies (e.g., path (lb) applies to aaaB, so it therefore also applies to aaaaaaaB because 7 = 2 \times 3 + 1). Path (lc) applies to all other strings.

The fact that the paths of a rule partition its domain makes it possible to pinpoint through a finite testing procedure exactly what it is that each subject in the corresponding population knows relative to that rule. It is sufficient for this
purpose to test each subject on one item selected randomly from each equivalence class. Success on any one item, then, implies success on any other item drawn from the same equivalence class, and similarly for failure. In effect, individual knowledge (behavior potential) is represented in terms of rules, specifically in terms of subrules of given rules of competence.

Suppose, for example, that a subject is tested on the strings aaaaaaaaB, aaB, and aaaaB, corresponding to paths (la), (lb), and (lc), respectively. Also assume that the subject is successful on the first item but not on the second or third. In this case, the subject's knowledge would be represented by rule (la).

In constructing (sub)rules to characterize individual knowledge, it is important to keep in mind certain hierarchical relationships among the various paths. For example, if a subject succeeds on a test item corresponding to path (lc), it can reasonably be assumed that the subject will also succeed on paths (la) and (lb) because this path (now viewed as a rule) also applies to the items associated with paths (la) and (lb). Success on paths (la) and (lb), on the other hand, does not necessarily imply success on path (lc) because it is possible to learn repeated application of rule r₁ (path la) and/or rule r₂ (path lb) without necessarily having mastered the items corresponding to path (lc). Hence, the individual knowledge of a person who knows paths (la) and (lb), but not path (lc), would be represented by a discrete pair of rules, whereas a subject who also knows path (lc) might be represented by rule (1) (corresponding to path lc).

In effect, the question of whether to represent knowledge as discrete networks (directed graphs) or as integrated networks depends on how the testee's performance relates to the hierarchical relationships among the various paths. If success on prerequisite paths implies success on a superordinate one, then knowledge may be represented in terms of the integrated network. Otherwise, discrete representation is indicated.

The above examples make clear that the knowledge attributed to different individuals may vary even though only one rule of competence may be involved. The idea is directly comparable to measuring different distances with the same ruler. Fortunately, none of this is idle speculation. Support stems from a wide variety of data collected by Durnin and myself (Scandura, 1973a; Durnin & Scandura, 1973), involving a large number of different tasks, with subjects ranging from preschool children to Ph.D. candidates. When run under carefully prescribed laboratory conditions, where it was known what the atomic rules were, it was possible to predict performance on new items, given performance on initially selected test items, with over 96% accuracy (Scandura, 1973a). When the testing took place under ordinary classroom conditions, where the subjects were run as a group and the competence theorist had to make judgements concerning the atomic rules, the predictions were accurate in about 84% of the cases (Durnin & Scandura, 1973).

4.3 Discussion.—Although the structural learning approach retains many features of the methods of averages and simulation, it is not identical to either. Unlike the method of averages, where information processing models (rules) are designed to reflect the average performance of a group of subjects, rules of competence are designed to reflect idealized performance, which in some sense reflects the ultimate in performance to be expected of the subjects in the population in question. Furthermore, although accounts of average behavior are useful for many purposes (e.g., in devising overall instructional treatments), the structural approach, even here, allows more detailed characterization. For example, because the number of distinct paths through a given competence rule is finite, there are only a finite number of different combinations of paths (subrules) that might represent individual knowledge. Hence, it would be possible, by testing a broad sample of subjects, to determine percentages of subjects whose knowledge can be best represented by various subrules. Even single subrules may be used to summarize various aspects of overall behavior (much as with averages). For instance, the rule which accounts for the behavior of the largest proportion of subjects may be said to provide a "modal" account. Further, it takes little imagination to conceive of probabilistic rules which reflect average behavior directly. For example, instead of deterministic decisions, one could introduce probabilities.

Although the structural learning approach is more efficient than that based on simulation in that one competence rule can be used to characterize the knowledge of all
individuals in a given population, it has disadvantages in its simplest form. In particular, where two or more distinct "cultures" are combined in the same population, two or more distinctly different rules may be required to adequately represent the underlying competence. Ordinary subtraction, for example, is often carried out by quite different methods (rules), depending upon the culture in question. In contemporary American schools, the "borrowing" method is almost universal, whereas in an earlier day the "equal additions" method seemed to be favored. In Europe, even today, still a third method (of complements) is very common. Because simulation keys on the individual, such variations do not cause much difficulty.

In the structural learning formulation, the competence theorist identifies as many different rules as he feels are necessary to account for the various possibilities. The individual rules, then, may be routinely combined (by anyone familiar with programming) to form a single, unitary rule which combines the features of them all. To the extent that a combined rule is compatible with a subject's knowledge, it may be used as a basis for assessing behavior potential as before. Combined rules have the effect of distinguishing between test items that involve distinct paths of one or more of the various component rules. (For details, see Scandura, 1973a; Durnin & Scandura, 1973.)

At the other extreme, of course, a content domain may be too big. It may be so complex that it is extremely difficult, if not impossible, to devise a single rule of competence which accounts for the domain. Indeed, this is the norm in research on artificial intelligence.

4.4 Distinguishing Between Learning and Performance During Testing.--As it stands, the proposed approach to assessing behavior potential has an important, basic limitation. One can never be sure after testing, whether in fact the subject performed successfully because he knew a solution rule prior to testing, or because he derived a new one during the testing. In effect, test behavior may be based on direct performance or on learning.

Superficially, it might appear that the process of testing may affect what the subject knows in a manner analogous to the Heisenberg principle in physics. On tasks associated with particular solution rules, however, these alternatives are immaterial in so far as predicting behavior is concerned. Although there may be measurable differences (e.g., latency) attributable to behavior based on learning versus performance, precisely the same success-failure predictions will be made.

A basic difference between performance and learning alternatives, however, may arise during testing when the given task domain is larger than that associated directly with the performance (solution) rule in question. In this case, the potential to learn may reflect itself in considerably broader behavior potential. The essential difference between performance and learning alternatives can be seen in the following example. Consider the task domain consisting of input strings of the form xB and x'B, where x is a string of a's and x' is a string of b's, and outputs of the form By, where y is the binary numeral representing the number of a's or b's in the corresponding input. Let those instances involving a's as inputs constitute the (sub)task domain of primary interest. In this case, rule (1) provides a direct performance account. An alternative learning account of this (sub)task domain is provided by rules r1, r2, and a higher order recursion rule which operates on complementary rules like r1 and r2 and generates recursive combinations of the components (like rule [1]).

Clearly, any behavior profile associated with this (sub)domain can be accounted for either by rule (1) (the performance account) or by an alternative account based on learning. These alternative accounts, however, are not equivalent with regard to behavior on the rest of the task domain. Learning (account) subjects, for example, who are trained on rules r1 and r2 (which correspond to r1 and r2 and apply to inputs involving b's) may be expected to perform better than performance subjects who are similarly trained. Specifically, in the former case, but not the latter, success would be expected on any input x'B, involving the same number of b's as some success input involving a's, and similarly for failure. As the reader may verify for himself, different success-failure profiles may be obtained by assuming different patterns of availability of initial (sub)rules.

* Consideration of latency data is beyond the scope of this paper, although it is not necessarily beyond that of the basic theory (cf. Scandura, 1973a).
In spite of these differences, it should be emphasized, for example, that the above learning account can be simulated by introducing a single, more complex rule which takes as inputs not only strings of a's or b's but pairs of individual component rules as well. Such a simulation rule would amount to combining the postulated learning mechanism with the individual lower and higher-order rules. My personal preference for distinguishing between the presumably innate learning mechanism and rules representing specific knowledge is clear. If we assume this basic mechanism, then we can assess behavior potential, relative to arbitrary task domains, by testing separately with respect to each individual rule. This would not be possible where the control mechanism and the individual rules are incorporated into the same simulation rule.

The same type of analysis can be applied with task domains where two or more rules may account for a given (sub)domain. Although their joint effects may be determined by combining the individual rules, as indicated above, this may result in a loss of predictive power on other tasks in the larger domain where selections might have to be made. For example, consider the illustrative (sub)domain above together with rule (1) and, say, the degenerate special rule r which operates on aB, aaB, aaaB, and generates the outputs B1, B10, B11, respectively. Assume also that performance on these items via rule r is faster than would be expected by application of rule (1). In effect, the subject uses the special rule r on these three items and rule (1) on the others. Although such a performance profile may be accounted for adequately in terms of (some subportion of) a combined rule involving special rule r and rule (1), doing so would have a limitation similar to that described above involving learning. That is, if a subject's behavior is generated via application of a selection rule to alternative rules r and (1), rather than by direct application of the combined performance rule, then this would have important implications for performance beyond the immediate subdomain of interest. In particular, where alternative rules may be used, individuals tend to be systematic as to which type (of rule) is selected under which conditions. To see this, suppose, say, that the selection rule is defined by "Select the more specific rule," and envision special rules r' corresponding to rule r and rule (1') corresponding to rule (1), which involve b's as inputs.

To summarize, it would appear that whenever a given task domain is too big, so that it is not possible (or feasible) to identify a single performance rule underlying it, or is too small, in the sense that two or more rules account for (some part of) it, it is often desirable to proceed with the next step of the analysis. That is, prior to assessing behavior potential, the competence analysis should be extended (see Section 2) to identify the underlying higher order derivation and selection rules. In this case, if a subject happens, say, through special training, to know a particular (solution) rule for a certain subdomain, and not related higher order rules, then this will show up directly in the testing. The subject will succeed on tasks in the subdomain but will fail on other tasks solvable via the higher order rules.

Although it is beyond the scope of this paper to consider the matter, it would be desirable to extend this type of argument to higher order rules. For example, it makes a difference in predicting performance whether a solution rule is derived by direct application of a single higher order rule, or by a combination of problem definition (subgoal formation) rules and two or more simpler higher order rules (which apply individually to the subproblems).

4.5 Context.—Throughout the above analysis, we have assumed that all relevant knowledge is immediately available to the testee. Testing effects, due to the human processor's limited capacity for processing information, have been ignored.

In this section, we consider briefly how performance on given test items may be sensitive to context. Thus, for example, if the testee is presented with a novel item after solving a series of test items of a misleadingly similar type, he may fail even where he might otherwise succeed. The water jar problems of Luchins (1942) provide a well known prototype (see chapter 14 Scandura [in process] for more details). After solving a series of such problems using one rule, Luchins' subjects failed to see another simpler mode of solving a new water jar problem. Although Luchins did not run a parallel condition of testing on the novel problem before the initial series of problems was presented, it seems likely from an analysis of the problems that the
novel one would have been easier under these conditions.

The obvious explanation for such context effects is that the control processor may be filled with rules that are either adequate or inadequate to the task. Thus, after solving a series of tasks of a given type, the processor is apt to be filled with rules that are inadequate for solving new problems which, although they appear similar, require a different solution procedure. More generally, of course, the contents of the processor are determined by a variety of factors. In addition to being affected by attempts on previous test items, for example, the immediate context of a given test item may have an important effect. Suppose, for example, that a subject is shown how to cover the nine dots in

![Diagram of nine dots with five strokes]

with five strokes (lines) of a pencil without lifting the pencil off the paper, and then is asked to do the same thing with only four strokes. If you don't know the answer, try the problem before reading the footnote.

*Hint: Try the problem allowing some of the strokes to extend beyond the boundary of the dot array.
5. RELATIONSHIPS TO OTHER PROBLEM SOLVING RESEARCH

The proposed theory provides an intuitively simple, apparently viable mechanism by which individuals may be assumed to bring the knowledge they have to bear in problem solving. It also provides a basis for analyzing the specific competencies underlying given problem domains and for using such competencies to determine the relevant knowledge available to particular individuals.

It is still fair to ask how the theory fits into the current zeitgeist of problem solving research. (1) Does the structural learning theory provide reasonable explanations for the results of available psychological research on problem solving? (2) Does the theory provide a basis for explaining subject protocols obtained during the course of problem solving? Let me just consider a couple of examples.

5.1 Experimental Research -- Regarding Question (1), consider a result common to a number of earlier problem solving studies (e.g., Maier, 1930). Given a problem for which all of the components of a solution procedure are available, some subjects succeed on the problem whereas others do not. To the extent that memory is not a factor, explanation follows directly from the idealized theory. Those subjects who succeed can be distinguished from those who fail by the availability of an appropriate higher order rule.

In another well known study, Luchins (1942) found that, after solving a series of water jar problems using one solution procedure, subjects strongly tended to use the same procedure on a subsequent problem even though the problem could also be solved by a simpler method. On initial problems in the series, the subjects presumably had to derive the solution procedure in order to succeed. Once derived, however, the procedure could be assumed to be directly available (i.e., active) in the processor on subsequent problems. Since the procedure applied in all of the subsequent problem situations, including the one potentially solvable by a simpler rule, the theory would predict that the former procedure would be used. According to the structural learning theory, subjects are assumed to derive new solution procedures only where some previously learned solution procedure is not available. Prior constraints on a problem, of course, change the problem situation. To some extent, this may be what happened when Luchins told his subjects, "Don't be blind."

Before moving to protocol analysis, I would like to comment on the commonly made distinction between propositional and algorithmic (rule) knowledge. Although such a distinction can be made, in my opinion it has nothing to do with the nature of knowledge per se. Whether knowledge (a rule) is to be considered as propositional or algorithmic depends not on any of its properties as such, but rather on the use to which the rule is being put by the subject at any given point in time. Knowledge that is actively being used, as an operator, corresponds roughly to the term "algorithmic," although a false distinction is sometimes made between ongoing operations involving symbol manipulation and, for example, manipulation of a geometric figure. Knowledge that is being acted upon or that is (to be) generated (e.g., a goal), acts as a state, and corresponds to "propositional" knowledge. Again, however, because of certain confusions in the literature the above correspondence is not rigorous (e.g., see Scandura, 1974).

I believe that a similar point has been made to psychologists by Alan Newell; indeed, it is fundamental throughout computer science where it goes under the rubric of "unstratified" control (e.g., Gorn, 1973).

In psychology, much of the confusion stems from the fact that the rules needed in problem solving may not stand alone but may be embedded in more encompassing relational nets of the sort discussed by Bower (1972), Kintsch (1972), Rumelhart, Lindsay, and Norman (1972), and Quillian (1968). (At a formal level, there is no distinction between a relational net, as used by these authors, and the labeled directed graphs used to represent rules in the structural learning theory [cf. Scandura, 1973a, 1973b].)

A complete theoretical account of the phenomena involved will necessarily require integration of a number of loose ends. Although it is not hard to conceive of (higher order) rules which extract subrules from available nets, however, very little research which bears directly on this problem has been done, either by us or by others. Nonetheless, the general nature of retrieval in this view almost certainly will have more in common with the reconstruction of items from memory (e.g., see Rumelhart et al., 1972) than it will with searching pathways from node to node (e.g., see Anderson in Bower, 1972).
where the nodes in the relational net are at the same level of abstraction. The real key in theory development, I think, will not only be the precise specification of retrieval rules but also extension of the proposed method of determining memory loads to determine forgetting priorities (re the limited capacity processor) during problem solving. As it stands, Voorhies and I (this volume) have reasonable confidence in the method only where a single rule is active (in the processor).

5.2 Problem Solving Protocols -- Granting that the results of problem solving experiments can be readily interpreted within the structural learning theory (as is the case with some other theories of problem solving), questions remain as to the theory's adequacy as a means of accounting for the process of problem solving -- for example, actual protocols of subjects in solving problems. This requirement is more stringent than in most experimental studies.

To see what might be involved, consider the problem of "circumscribing a circle about a given triangle using straightedge and compass."

The protocol goes as follows:

"What does this mean? Ah yes, that we have a certain triangle -- and we want to construct a circle that goes through the three vertices of the triangle. What should I do first?... If I knew the center of the circle, it would be easy. Let me see if I can find the center. How can I do this? Let's see, the center is equi-distant from the three vertices of the triangle. I don't know a procedure off hand. But perhaps I can figure one out.

What would happen if I bisected two of the angles?... The bisectors would meet at a point. Let's try it. Too bad! Their intersection isn't necessarily equi-distant from the three vertices.

What else can I do? Let's see -- I know how to find the locus of points equi-distant from two points. So! I can do this twice, each time with a different pair of vertices. Yes, that might work. Let me try it. Good! I have the center.

Now I need to construct the circle. That's easy. I can measure the distance from the center to one of the vertices and then I can use that distance as a radius to construct the circle. (The subject carries out the constructions and solves the problem.)"

Placing emphasis on the postulated theoretical mechanism, this particular protocol might be explained as follows. When confronted with the problem statement and asked to solve "the" problem, the subject apparently broke the problem defined by this statement into a series of subgoals: (1) Find a representation of the problem (i.e., identify the given, the goal, and any information about the solution) and then (2) solve the problem so defined. This method of breaking a problem down into subgoals appears to be broadly applicable and undoubtedly is learned very early. The presentation of almost any problem statement together with the direction "solve the problem" is almost universally interpreted to mean, first interpret the statement (i.e., identify the problem involved) and then solve the problem.

Once the problem was defined in this way, control according to the theory went to the first subproblem (where the stimulus is the statement and the goal is to find its meaning). Here, the subject appears to have a learned rule available by which the meaning can be determined. He seems to know, for example, what triangles and circles are, that "circumscribed" refers to the vertices of the triangle, and the necessary semantic grammar. It is beyond the scope of this analysis to get into the linguistic intricacies involved but it seems reasonable to suppose that analyses such as that of Winograd (1972) could be adapted for these purposes.

Once having determined the given problem, the subject appears to break the problem into a pair of subproblems: (1) Find the center of the goal circle (which the subject notes is equi-distant from the three triangle vertices). (2) Construct the circumscribing circle, given the center.
The subject apparently does not know a procedure for solving the first subproblem off hand so control shifts to the higher level goal of deriving one. The protocol becomes sketchy at this point but it appears, next, that a higher order conjunction rule (which generates conjunctions of rule pairs that apply to the same stimulus) may be either available or directly accessible (retrievable) to the subject. The next statement in the protocol suggests that the rule for bisecting an angle is available in the processor (along with possibly other elements). It is hard to say why this is so, without more information, but one possibility is that the subject may in the recent past have been confronted with a similar problem (e.g., inscribe a circle in a triangle) in which this rule was required for solution. In this case, the conjunction rule would be applied and the outputed, combined rule would be tested to see if it applies to S and has a range that contains G. Indeed, the subject seems according to the protocol to be checking to see if the point of intersection of the two bisectors is equidistant from the vertices. Rather than using a logical argument for this purpose, the subject's comments suggest that a quick sketch (or image) convinced him that the intersection so obtained is not equi-distant from the three vertices.

At this point, according to the theory, the subject starts the problem over. Although the protocol again is not explicit, it seems reasonable to suppose that the subject retained the higher order rule and searched for a domain rule which applies to the triangle (twice) and such that the cross product (intersection) of its range with itself contains the goal (i.e., the set of points equidistant from three arbitrary vertices).

This time, the subject recalls (retrieves or generates) a rule for constructing the locus of points equidistant from a pair of points, and generates a conjunction of the rule with itself. This conjunction satisfies the higher level goal, so control goes to the original goal and the subject actually uses the rule to construct an intersection of loci, namely, the center of the circle.

Next, control goes to the second subproblem, which appears to have been solved more directly. In this case, it would almost seem that the subject broke the second subproblem into even simpler subproblems. First, the subject measured the distance from the center to one of the vertices and, then, used that distance and centerpoint to construct the goal circle. The solution to each subproblem appears to have been direct.

This example illustrates an important limitation of protocols. All protocols, even this relatively explicit one, have frequent gaps and provide only the barest suggestions concerning the processes actually used in problem solving. Even where a fairly explicit theory of problem solving is available, it is often difficult to distinguish between alternative explanations.

In spite of this general limitation, my interpretation does demonstrate the flexibility of the structural learning theory. It would appear, given any protocol, that some reasonable account of it can be devised that is consistent with the theory.

5.3 Further Comments -- The fact that the structural learning theory provides a way of explaining existing problem solving data tells only part of the story. Other theories purport to do the same thing. The computer simulation theories of Newell and Simon (1972) and Ernst and Banerji (1972) are particularly noteworthy in this regard.

There are, of course, important conceptual differences as well as similarities between these theories and the structural learning theory. The structural learning formalism (Scandura, 1973a), for example, is computationally (mathematically) equivalent to the problem space approach; both are bounded above by the power of a universal Turing machine (e.g., see Banerji, this volume).

Perhaps the major advantage of the structural learning theory is that it provides a more comprehensive picture of complex human functioning. Its potential power resides in its conceptual unity with regard to content, cognition (including learning, problem definition, motivation, memory), and individual differences.
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SOME ASPECTS OF PRODUCTION SYSTEMS*

Allen Newell
Carnegie-Mellon University

Due to illness in the family, Dr. Newell was unable to attend this year's conference. For your convenience, we are including a bibliography of Dr. Newell's work on production systems.

Bibliography


Early version of production systems for cryptarithmetic.


Introduction to computer production system, PSG. (Contains a PS for cryptarithmetic as an example.) Explores a particular task of stimulus encoding to see how production systems would handle it.


Basic introductory paper on productions systems as models of the human immediate processor. Uses PSG. Contains detailed treatment of Sternberg paradigm.


A short working paper consisting entirely of production systems and example runs for a model described in a talk to Math Psychology Meeting, Montreal Sep. 73. Models Sternberg (as in Newell 1973a) and some elementary arithmetic tasks (inequalities, additions, multiplication). Done with PSG with STM-order for conflict resolution.


First use of production system as psychological model, in an analysis of chess.


Contains an extensive general treatment of productions in the context of problem solving. Includes detailed treatment of cryptarithmetic task. Much general background on information processing theories. Incorporates both Newell and Simon (1965) and Newell (1967).
This talk was about the language production of a specific child, Laura, age 2. Twenty-five one hour video tapes were taken of Laura in her home over a period of 6 months. On tape twenty-four her maximum speech production consisted of 12 two-word utterances. On tape twenty-five, made 6 weeks later, she spoke over 200 four, five, and six word utterances.

The specific questions addressed were: (1) By what manner and mechanisms was Laura able, for the first time, to produce long utterances? (2) How can one distinguish production (output) from meaning processes which direct what words will be used?

A prosodic field is the totality of the aspects of intonation, pitch, frequency, stress, and loudness. It is a continuous space which represents at each moment the total attentive, interactive, and object directed state of the child. An important property of the field is historicity. Historicity means that the broad outline of the prosodic contour, the field as it stretches over time, that occurs on a particular occasion is already determined at the beginning of the contour, i.e. the first moment the contour is uttered.

Articulation is an area where there are located suitable functional systems to articulate individual words. Each individual word has a particular articulatory structure.

Traces from a graphic level record of Laura's speech output show that it is highly rhythmic, highly peaked. Each peak is a transient wave which momentarily unifies both the prosodic field and the articulatory region into a single audible output. The peaks may be explained in two ways: (1) A pacer or initiator causes the transients, and the prosodic contour adjusts to them. (2) The series of transients is fitted into the contour as a whole, in a time-global fashion. There are a number of phenomena within Laura's speech pattern which support the latter view. For example, she starts to say "silly putty" and she says, "Set up" and then repeats, "Set up putty". On the first there was a wrong stress distribution, the peak came out much too low. The second time it comes out nice, even, rhythmic, so this suggests that there is something time-global in the way stress is being put into the various peaks. The dynamic organization possessed by Laura on tape twenty-five was not present on tape twenty-four.

The second part of the talk concerned meaning. A special class of situations called expansions, where the second phrase of an utterance has an additional part (e.g. "Tastes icky, tastes icky silly putty"), was considered. Expansions are characterized by time lag, addition of words, expansion of the prosodic contour and usually a higher initial or maximum pitch on the second occurrence. It was found that the meaning process is relatively unchanged at the beginning of an utterance. The meaning process stays relatively unchanged in the first phase of an utterance, and then changes. One can think of the change as an enlargement of whatever the first phase is and while this is going on it has no effect on the actual production of the utterance. This has two implications: (1) The meaning process complex is a stationary, dynamic form that stays on level one for about two seconds and then enlarges. (2) The different submeanings corresponding to the subphrases are not really in evidence. Somehow one keeps the global entity going and the exact submeanings don't come into play.

* Summary of talk taken from tape recording.
REPRESENTATION, ABSTRACTION, AND RECOGNITION
OF STRUCTURED EVENTS

Frederick Hayes-Roth

The University of Michigan

ABSTRACT

Structured events are configurations of objects in logical, spatial, temporal or activity relations. A parameterized structural representation system for this class of events is proposed. Parameters in such representations are arbitrarily chosen symbols used to insure consistent references to the same object in diverse relations. All-or-none matching of two representations is the basis for pattern recognition. In this framework, descriptions of pattern or concept prototypes act as structural templates for stimuli. As a result, recognition can be performed in a natural and structural way and is unaffected by manipulations of irrelevant variables. A network embodiment of structural representations is described in which matching of any pattern can be performed associatively without reliance on intermediate memory or computation. Such a capability makes the associated recognition system a natural successor to Pandemonium as a paradigm for pattern recognition and learning. Partial matching of a set of representations is a basis for abstracting common subrepresentations. These abstractions can be used for the solution of general relational concept learning and recognition tasks and for the induction of schematic rules of behavior. Several efficient algorithms appropriate to these problems are described.

INTRODUCTION

Many prevalent questions in information science concerning perceptual, learning, classification, and retrieval functions share a common conceptual base. These functions all necessitate some more or less formal approach to the representation of information and techniques for comparing two or more information structures. As an example, the development of adaptive rules of behavior is easily understood by consideration of the application of mechanisms of abstraction to appropriate sets of training information. In this paper, the notion of a structured event, a discrete, integrated, relational information structure, is introduced. Structured events provide a desirable basis for the representation of a wide variety of knowledge. Further, transformations between events are easily described and can be used to represent general behavior rules.

The bulk of this paper addresses three basic questions which, for the sake of concreteness, are cast in the area of visual perception and classification learning: (1) How should a stimulus and a memory prototype (e.g. a Gothic capital letter "A") be represented? (2) How can a stimulus representation be matched to a memory representation to accomplish recognition? (3) How can representations of several exemplars of a single concept or pattern class be compared to abstract those characteristics common to each of them which are the basis of membership in that particular class? The answers to these questions will be easily seen to be generalizable to other problems involving the representation and comparison of
information structures. Before proceeding to a detailed discussion of these questions, however, a brief review of previous approaches and an overview of the proposed structural representation theory are provided.

**PREVIOUS THEORIES OF REPRESENTATION AND MATCHING**

Established theories for the representation and recognition of patterns fall into four categories. These will be called the graphic template model, spatial model, feature model, and generative model. Each class is considered in turn.

The graphic template model (see, for example, Lindsay & Norman, 1972) proposes a simple and seemingly desirable solution to both the representation and pattern matching problems. In brief, a memory prototype is a graphic template or replica of the type of item to be recognized. The memory representation of a Gothic capital "A" is conceived of as a stencil or photograph of that letter. Stimuli are recognized as "A"'s, roughly speaking, whenever the light which they emit is present where the template is light and absent where the template is dark. The advantages of such a system are that recognition is determined by a direct contact and comparison of homologous stimulus and memory structures and that all classification alternatives may conceivably be evaluated simultaneously. Its disadvantages are well known and are summarized by the statement that a template is an oversensitive representation and one which lacks any basis for generalization. Even insignificant deviations between the stimulus and template (e.g., differences in proportion, size, orientation, font) may completely inhibit proper recognition.

Spatial models underlie scaling theory approaches, signal detection theory, dimensional representations, correlational methods, discriminant analysis, and most decision theory approaches. In brief, a spatial model proposes that a prototype of a pattern class be represented as a single point in an n-dimensional (usually metric) space where each dimension reflects some multivalued attribute which takes a particular value for each stimulus. Any stimulus item is evaluated on each dimension and is represented by the point at the corresponding coordinates in the pattern space. A stimulus is matched to each memory prototype by some arbitrary distance function, and classification is usually performed by assigning the stimulus to the class associated with the nearest prototype.

These models have the simplicity of representation and matching operations as their outstanding qualities. Their primary disadvantages are a corollary of this simplicity. These models are generally incapable of representing criterial value dependencies among a subset of stimulus attributes. They are also unable to recognize that, although a particular set of features or feature values are relevant to one pattern class, those features may be completely irrelevant to the definition of other classes. One way in which this can be seen is by considering the pattern volume corresponding to each pattern class. In spatial models, the procedure of classifying all stimuli close to one prototype to the corresponding class defines a non-empty volume of points around each prototype which corresponds to the related class. If particular features values were irrelevant to some class (as "level of fatty acids" is irrelevant to the pattern class "Volvo"), a decision procedure should ignore "level of fatty acids" in considering the potential classification of objects as "Volvo." The appropriate pattern volume in such a case would then be a zero-volume hyperarea of some dimensionality less than that of the entire pattern space (Hayes-Roth, 1973, 1974(b); Michalski, 1973; Watanabe, 1973).

Feature models like that of Pandemonium (Selfridge, 1959) posit that each class is defined by the simultaneous presence of a particular set of feature values.
A prototype is represented as a set of criterial feature values and their necessary frequency of occurrence in a stimulus which is to be considered an element of the corresponding class. While these models solve the dependence and irrelevance problems attributed to spatial models, they too have difficulties. Chief among these is that stimuli possessing correct features in an inappropriate configuration are improperly recognized. This is a direct result of the matching process used with feature list representations. A measure of the degree of successful matching of stimulus and prototype is usually computed by determining the proportion of features prescribed by the prototype that are found in the stimulus. Classification is then performed by assigning the stimulus to the category associated with the best matched prototype.

Generative models include grammatical approaches to representation and matching, including linguistic pattern recognition (Uhr, 1971; Joshi, 1973; Thomason, 1973), analysis-by-synthesis (Neisser, 1967), and top-down language understanding systems (Winograd, 1973; Woods, 1970). These approaches employ syntactic and semantic rules to describe the kinds of stimuli that may be produced and encountered in the environment. A prototype is represented or conceived of in terms of a list of productions, transitions, or transformations which must be employed to generate it from a meaningless starting symbol. Matching of stimuli and prototypes is usually done in two steps. First, the stimulus is synthesized or "forged"; the rules of grammar are employed in some arbitrary manner until a particular sequence of transitions is found which leads to the production of an acceptably close replica of the stimulus. Second, when the transitions can be given an interpretation which is plausible in the problem domain, that interpretation is employed in some way to effect classification or understanding. One advantage of this type of approach is particularly noteworthy. Given sufficiently powerful grammars, the generative technique is capable of computing all definable recognition functions (Hopcroft & Ullman, 1969). In specific, any structural dependencies or feature irrelevancies can be appropriately incorporated into the rules of the grammar. On the other hand, the power of these approaches is intimately connected to their principal disadvantages. Among these is their usually enumerative, recursive, or non-deterministic searches of the space of possibilities (all sentences or stimuli which can be produced by the grammar). As a result of such search procedures, these programs do not provide plausible models of the apparently simple and immediate recognition that is apparently involved in the perception of a well known pattern like the letter "A". Furthermore, the performance of these systems is seriously degraded by any expansions of the possible set of rules applicable at each step.

In some sense, generative models seem related to natural mechanisms of recognition in the way Turing machines are related to human cognition. In both cases the strength of the relationship rests primarily on the ability of one machine to effect input-output transformations of a complexity equivalent to that of the natural system. Beyond that, there is little to support the notion that the machine provides a believable or otherwise promising model of the natural computations of interest.

**STRUCTURAL REPRESENTATION THEORY**

Structured events (Hayes-Roth, 1973) are configurations of objects in logical, spatial, temporal, or activity relations. To represent these configurations, several kinds of elements are used. A relation is a set composed of a predicate and a possibly ordered set of named predicate objects. A predicate is any property that is asserted to obtain among one, two, or more objects. The functional role of each element in a relation is identified by a preceding symbol, "p" for predicate, and completely arbitrary type names for the predicate objects. Parameters are arbitrarily
chosen symbols which name objects and are necessarily introduced in these representations to permit consistent multiple references to an object in diverse relations. Finally, a parameterized structural representation (PSR) is a two-tuple containing a set of parameters and a set of parameterized relations which are simultaneously true and which constitute the description of a single event of interest.

Figure 1. Structural template as prototype.

Although the current paper is primarily directed to the structure and formal properties of such representations, it will help to consider the concrete example in Figure 1, in which a Gothic capital letter "A" is illustrated and the five parameters used in its description are indicated. The corresponding PSR is labelled A and is given below:

\[
A: \{\{a, b, c, d, e\},
\{p=\text{node, name}=a\}, \{p=\text{node, name}=b\}, \{p=\text{node, name}=c\},
\{p=\text{node, name}=d\}, \{p=\text{node, name}=e\},
\{p=\text{line, node}=a, \text{node}=b\}, \{p=\text{line, node}=a, \text{node}=c\},
\{p=\text{line, node}=b, \text{node}=c\}, \{p=\text{line, node}=b, \text{node}=d\},
\{p=\text{line, node}=c, \text{node}=d\}, \{p=\text{line, node}=c, \text{node}=e\},
\{p=\text{line, node}=d, \text{node}=e\}\}
\]

(1)

Each parameter in the parameter set \{a, b, c, d, e\} identifies a node of the line drawing of the "A". The body of the PSR contains relations asserting that each of these parameters is a "node" in the graphic structure and that several "line" relations obtain among these nodes. That is, any two nodes occurring in a single relation containing the predicate "line" are connected by a line in the graphic structure.

It is not claimed that the PSR (1) is an accurate model of what humans acquire when they learn the corresponding pattern. However, such a representation has several salutary features. The representation is insensitive to attributes of an "A" which are not essential to the basic concept. A similar description would be true of any "A" which reflected these structural dependencies regardless of its orientation, font, proportion, etc. As a result, the PSR labelled A is considered a structural template. It describes those properties--visual, in the current case--of any stimulus which are necessary for it to be classified as a proper instance of the class of block capital "A"'s. Although it is possible that additional features (unary relations) or other n-ary relations (n=2, 3, ...) might be present in any exemplar of this class, all of these may be considered extraneous for the purpose of representing a prototype "A".

Because the number of elementary relations may make the complete listing of a PSR tedious, a compact form is also used in this paper. In that form relations with redundant predicates and permutable objects are merged and represented by their set union. If this is done for the PSR A for Fig. 1, the following compact PSR is produced:

\[
A: \{\{a, b, c, d, e\},
\{p=\text{node, name}=a, \text{name}=b, \text{name}=c, \text{name}=d, \text{name}=e\},
\]

Because the number of elementary relations may make the complete listing of a PSR tedious, a compact form is also used in this paper. In that form relations with redundant predicates and permutable objects are merged and represented by their set union. If this is done for the PSR A for Fig. 1, the following compact PSR is produced:

\[
A: \{\{a, b, c, d, e\},
\{p=\text{node, name}=a, \text{name}=b, \text{name}=c, \text{name}=d, \text{name}=e\},
\]

Because the number of elementary relations may make the complete listing of a PSR tedious, a compact form is also used in this paper. In that form relations with redundant predicates and permutable objects are merged and represented by their set union. If this is done for the PSR A for Fig. 1, the following compact PSR is produced:

\[
A: \{\{a, b, c, d, e\},
\{p=\text{node, name}=a, \text{name}=b, \text{name}=c, \text{name}=d, \text{name}=e\},
\]
Before considering the use of structural templates in recognition and more complicated problems, the general properties of the proposed structural representation system should be elaborated. Predicates may be chosen with complete freedom where the only consideration need be the task to be performed. Object type names, specified by the particular prefix symbols preceding objects in a relation, are also arbitrary and should be chosen to suit the specific task. Some predicates may be able to accept more objects than are of interest at any moment, and these others need not be specified at all. For example, one might conceive of a distinct predicate for each verb-sense in a language and associated predicate objects representing each of the cases associated with that verb-sense, e.g. agent, instrument, location, etc. In some instances, the order of a relation (the number of possible predicate objects) will not be the number of distinct object prefixes. For example, each of the line relations in (2) is actually a symmetric binary (second order) relation. Because it is tedious to distinguish first and second objects in symmetric relations, both are indistinguishably prefixed by the same name "node". The interpretation of such relations is straightforward.

Any set of relations may be named by assigning it an arbitrary parameter symbol, and the corresponding labelled event may be cited as the object of some predicate by referencing that symbol as the appropriate predicate object. This is particularly useful where a total configuration comprises several perceptually or logically distinct subevents which are related as unitary wholes in some way. Examples of such representations can be found in the translation of a linguistic phrase structure tree into a corresponding PSR, with each node in the tree associated with a parameter representing the set of descendants emanating from that node.

Although the PSRs thus far described have employed only parameters as predicate objects, in some sense this is not essential. When all objects are parameters and all content words are restricted to use as predicates, the PSRs are considered to be in explicit form. Otherwise, they are in implicit form. The relationship between the two forms is evident in the following semantically equivalent PSRs for the sentence, "John who is a very tall adolescent likes Mary to run with him."

\[
\begin{align*}
\{p\text{-}line, & \text{ node}\text{-a, node}\text{-b, node}\text{-c), } \\
\{p\text{-}line, & \text{ node}\text{-b, node}\text{-d}, \\
\{p\text{-}line, & \text{ node}\text{-c, node}\text{-d, node}\text{-e})
\end{align*}
\]

(2)

(\{t, u, v, w, x, y, z\},
\{p\text{-}name, \text{ person}\text{-w, word}\text{-x}, \{p\text{-}name, \text{ person}\text{-y, word}\text{-z}, x:\}\{p\text{-}John\},
\text{ v:\}\{p\text{-}very\}, t:\}\{p\text{-}run\},
\{p\text{-}adolescent, \text{ who}\text{-w}, u:\}\{p\text{-}do together, what\text{-}t, \text{ agent}\text{-w, agent}\text{-y},
\{p\text{-}like, \text{ agent}\text{-w, object}\text{-u})\}
\}
(3)

\[
\{u, w, y\},
\{p\text{-}name, \text{ person}\text{-w, word}\text{-John}, \{p\text{-}name, \text{ person}\text{-y, word}\text{-Mary},
\text{ \{p\text{-}tall, how much}\text{-very, who}\text{-w}, \{p\text{-}adolescent, who\text{-w},
\text{ u:\}\{p\text{-}do together, what\text{-run, agent}\text{-w, agent}\text{-y},
\{p\text{-}like, \text{ agent}\text{-w, object}\text{-u})\}
\}
(4)

The advantage of an implicit form like (4) is that it is easy to read because the content words which actually represent predicates may be used as if they were constants within relations. Some of the examples presented later in this paper will take advantage of this property. The value of an explicit form like (3) is that it clearly identifies every proposition predicated about the event. As a result, the comparison of any two structured events is most easily performed on explicit PSRs because irreconcilable differences between two patterns will always result from some lack of correspondence between predicates and will therefore be
easily interpreted. This will become clear when partial matching, the mechanism of abstraction, is explained later.

The representation of programmatic rules of behavior in this framework is achieved through the use of transformations between contingency and response event PSRs. The contingency PSR describes an internal condition or state of the computing system which must be satisfied before the transformation is invoked and the response occurs. This view of computing is like that in production systems (Newell, 1972; Becker, 1973) and pattern-directed procedure invocation (Hewitt, 1972; Rulifson, et al., 1972). The response PSR describes conditions which are to occur as a result of the successful invocation of the transformation. A computing system which is constructed in this way is called interrupt-driven or stimulus-driven, because computing is directly controlled by the detection of conditions of importance. Transformations whose contingencies are descriptions of stimulus encodings and whose responses describe appropriate classification or recognition behaviors are called categorical. Substitution transformations, which employ one or more parameters in both the contingency and response PSRs which are common between them, represent behaviors in which particular values are extracted from a stimulus and are incorporated directly into the related response configuration.

These two types of transformations alone are sufficient to represent all conceivable procedures. Although categorical transformations are really special cases of substitution transformations, they are induced in somewhat different ways as will be explained later. Transformations have been introduced at this point to complete the structural representation story and to facilitate the reader's appreciation of the generality of the later results.

Enough detail has now been provided on the representation question to permit the consideration of two types of matching: all-or-none matching, the logical basis of pattern recognition, and partial matching, the logical basis for abstraction of commonalities of several exemplars of a single class.

**ALL-OR-NONE MATCHING: THE LOGICAL BASIS OF RECOGNITION**

Presuming that known pattern prototypes are represented by PSRs, the task of recognizing the occurrence of a pattern exemplar is that of detecting when a stimulus contains all of the structural relations specified by the prototype. Consider the example in Fig. 2 of determining whether the stimulus S matches the structural template A previously described (2). Two problems arise as a direct result of the introduction of arbitrarily chosen parameter symbols into the representations of both the stimulus and prototype. The binding problem concerns the determination of a distinct correspondent among the parameters in S for each parameter in the template A. Corresponding parameters represent objects which play equivalent roles in their respective patterns, those roles being defined by the relations in the
The solution of the binding problem is, however, closely allied to a solution of another problem, the matching problem. The matching problem concerns the identification of a corresponding relation in S for each relation in A such that the two relations are completely comparable when the alphabetic differences between corresponding predicate object parameters are ignored. In the current example, it is clear that every relation in A is contained in S under the stated parameter equivalences. Thus S is said to match A, denoted S(*)A, and the interpretation is given that the pattern S contains the subpattern A.

In short, having solved the binding problem, the matching problem is to determine whether every relation present in A is also present in S. On the other hand, a desirable solution to the binding problem must necessarily provide a complete solution to the matching problem, too. In the next sections, two alternative algorithms for resolving these problems efficiently are presented.

INTERFERENCE MATCHING: A WIDELY APPLICABLE SERIAL PROCEDURE

The first algorithm, the interference matching procedure, is a three step serial procedure for simultaneously solving the binding and matching problems. The procedure is easily described in terms of the concept of models of two or more events. A model of a set of events with PSRs E₁, E₂, ..., Eₙ comprises the following components: a set of parameter correspondences defining equivalent parameters in each of the Eᵢ; an abstraction F which is a set of relations common to each of the Eᵢ when alphabetic differences between corresponding parameters are ignored; and a set of residuals, R₁, R₂, ..., Rₙ which are sets of relations present in each original Eᵢ, respectively, which are not represented in the common abstraction E. Distinct models of a stimulus and a template will describe alternative ways of matching the stimulus to the template (e.g. identifying more than one occurrence of a particular subpattern in a stimulus pattern). Distinct models of any set of events identify alternative ways in which each element in the set is similar to the others. The former interpretation will now be elaborated as the use of models in the all-or-none interference matching procedure for pattern recognition and information retrieval is explained.

The three steps of the procedure as applied to the question of determining whether S matches A are as follows:

Step 1. The stimulus and template are represented as explicit PSRs S and A, respectively. In parallel, all relations in S are compared with all relations in A. Each pair of relations from S and A which contain identical or semantically equivalent predicates are matched to produce a corresponding model. The abstraction in this model contains a single relation of the same type as in both compared relations. Each parameter in this relation is assigned a new symbolic name identifying the pair of parameters from S and A which must be assumed to correspond in the original patterns to allow the interpretation that the relations are exactly equivalent. The residuals of S and A in this model are all relations originally present in S and A, respectively, except for the matched relations represented in the new abstraction. In each model, the set of parameter correspondences contains each pair of parameters assumed to correspond by the forced equivalence of matched relations from S and A. At all times during the interference matching procedure, only models which entail consistent parameter bindings are allowed; that is, each para-
meter in A can be assigned at most one correspondent in S.

Step 2. In parallel, all pairs of consistent and mergeable models are combined to form new, more informative models. Two models are consistent if their parameter correspondences are jointly consistent in the previously described sense. They are mergeable if all residuals in each model contain the abstraction of the other model. That is each model to be merged must reduce the unexplained residuals of the other by identifying some relations which are common to both and which are complimentary to those already identified. When these conditions are satisfied, the models are combined by following these simple rules: the set of parameter correspondences of both models are merged by forming their set union; the abstractions of the two models are merged by forming their set union; and each residual in the new model is the set intersection of the corresponding residuals in the original models.

Step 3. Each model which contains a null residual for the template pattern A identifies one occurrence of the pattern A in the stimulus S. Each distinct model represents a unique occurrence of A in S. The correspondent in S for each parameter in A is specified by the appropriate element in the merged set of parameter correspondences.

Although it is apparent that this procedure is effective, two additional points should be made. First, every possible occurrence of the template A in the stimulus S is detected and represented by a corresponding model. Second, this algorithm is probably optimal for the task of identifying every occurrence of A in S. This conclusion is a direct result of the fact that only those models which may lead to a solution are ever manipulated, and manipulations cease as soon as sufficient evidence is obtained that any further operations will be futile. Further, the procedure rapidly reduces the set of mergeable models by reducing residuals whenever a merge occurs and, therefore, is guaranteed to halt.

A DIRECT MEMORY CONTACT METHOD: SANER NETS

The major drawback to the type of recognition process just described is that it involves a large amount of computation and the transition through several steps before recognition is achieved. It seems, therefore, seriously lacking as a potential model of the apparently immediate pattern recognition observable in natural systems. The reason that structured representations cannot be recognized as directly as items in a feature or spatial model is that the introduction of parameters into the representations entails a solution to the parameter binding problem whenever two patterns are compared. In this section one framework which banishes the parameter but completely retains the power of structural representations is introduced. In this framework, recognition can be easily and immediately achieved by the direct comparison of two superimposed homologous representations, one of the stimulus and one of the template.

The proposed method employs structured associative network event representation or, simply, SANER nets (Hayes-Roth, 1974(a)). The elements of these networks are nodes, corresponding to each distinct predicate object type name; arcs, directed according to lexicographic order, connecting any two nodes corresponding to loci occupied by the same parameter in the corresponding explicit PSR; event labels, used to relate all nodes and arcs arising from the same event representation; component frequencies, designating the number of times the same node or labelled arc arises in the net representation of one event; and permutation indices, auxiliary labels
attached to each arc event label designating that the connected node corresponds to the occurrence of a parameter object in a relation in position i in the k-th possible permutation of the complete list of the n relations in the PSR which are of the same predicate type. \((i=1,2,\ldots,n; k=1,2,\ldots,n!\))

\[
\begin{array}{c}
\text{f} \rightarrow \text{g} \\
\text{(position,left)} \ C(1) \\
\text{(triangle,name)} \ C(1) \\
\text{square, name} \\
\end{array}
\]

\[
\begin{array}{c}
\text{C(1)} \ (\text{position, right}) \\
\text{C.1.1.1(1)} \\
\text{C(1)} \ (\text{square, name}) \\
\end{array}
\]

Figure 3. A structured event and its SANER net representation.

The label \(C(1)\) on nodes in the SANER net indicates that that predicate object occurred one time in the PSR \(C\). The label \(C.1.1.1(1)\) on arcs in the SANER net indicates that only one position predicate and one geometric figure type (square, triangle) occurred in the PSR labelled \(C\) occupied by the same parameter (in one case \(f\) and in one case \(g\)).

A structured event, its PSR, and a corresponding SANER net is given in Fig. 3. In this example, the SANER net is quite simple but reflects the significant attributes of this approach. Note that the representation is distributed; that is, the elements are connectable only logically, by the presence of a common event label \((C)\). The content of the representation is a function of the predicate types employed, the multiplicity of references to each parameter (indicated by arcs), and the frequency with which such nodes and arcs occur. In the current example, all frequencies are one, as denoted by \((1)\) in Fig. 3. The permutation indices appearing as auxiliary arc labels in Fig. 3 are interpreted as follows: the first index is the number of the permutation used to encode this net, \(1\) in this case where only one permutation is possible; the second index is the rank of the position relation in the permuted list of all position relations, \(1\) in this case because only one position relation occurs in the PSR \(C\); similarly, the third index is the rank of the square and triangle relations in their respective lists of all such relations in the PSR \(C\).

Now suppose that the SANER net labelled \(C\) is one of the templates to be checked in subsequent recognition tasks, and a stimulus \(S\) is presented which happens to contain the event of interest as a subpattern. The stimulus is first encoded: it is represented as a set of alternative SANER nets, each arising from a distinct permuted ordering of classes of relations with identical predicates. One of these nets will necessarily satisfy the following recognition condition: each node and permutation indexed arc in the SANER representation of the template will be matched by an exactly indexed component in the stimulus net representation and the frequency of every template component will be equalled or exceeded by the frequency of the corresponding component in the stimulus SANER net.

The recognition condition is satisfied if and only if \(S(*)C\). As a result, a theoretically simple computational device can be constructed for structured event recognition using only numerical threshold gates to compare corresponding component frequencies and compute an overall comparison conjunction. Because recognition is thus performed directly on the content of the representation and without intermediate computation and memory, it is appropriately considered an associative or direct memory
contact process. To my knowledge, SANER nets are the only framework yet designed in which direct memory contact recognition of structured events is possible. Because of the complete generality of PSRs and their correspondence to SANER nets, this approach appears to be adequate for all conceivable structured event recognition tasks. The major drawback to this technique is that the occurrence of several relations with a common predicate necessitates a potentially large number of permutations to generate the set of alternative SANER net encodings of a stimulus. Any one of these permutations may be chosen as the representation of a prototype template, but, if recognition of stimuli is to be immediate, all possible permuted encodings of the stimulus relations must be generated before matching. This is a serious technological problem. The future solution of this problem would seem to be a goal of vast import because of the obvious practicality and generality of these techniques.

PARTIAL MATCHING: THE LOGICAL BASIS OF ABSTRACTION

An example of an abstraction problem is presented in Fig. 4 in which the stated task is to ascertain the rule by which all exemplars on the left are assigned to the category "A" and those on the right are assigned to "B". Such a rule is an example of a categorical transformational behavior. If the task seems too difficult, attend only to the "A" category because "B" contains anything that is not classifiable as "A".

<table>
<thead>
<tr>
<th>A₁:</th>
<th>A₂:</th>
<th>B₁:</th>
<th>B₂:</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Triangle" /></td>
<td><img src="image2" alt="Square" /></td>
<td><img src="image3" alt="Triangle" /></td>
<td><img src="image4" alt="Circle" /></td>
</tr>
<tr>
<td>A₃:</td>
<td>A₄:</td>
<td>B₃:</td>
<td>B₄:</td>
</tr>
<tr>
<td><img src="image5" alt="Circle" /></td>
<td><img src="image6" alt="Triangle" /></td>
<td><img src="image7" alt="Circle" /></td>
<td><img src="image8" alt="Triangle" /></td>
</tr>
</tbody>
</table>

Figure 4. An abstraction problem.

The solution to this problem is that "A" contains those events with two pairs of nested geometric forms in a vertical configuration such that the interior figures of both pairs are the same. A compact representation of the categorical transformational rules defined by this solution is given below in implicit form:
Representation, Abstraction, and Recognition of Structured Events

T: \((\{w, x, y, z\},\)
\{\{p=\text{form, type=?}, \text{name}=w, \text{name}=x, \text{name}=y, \text{name}=z\},
\{p=\text{contain, outer}=w, \text{inner}=x\}, \{p=\text{contain, outer}=y, \text{inner}=z\},
\{p=\text{above, hi}=w, \text{hi}=x, \text{lo}=y, \text{lo}=z\},
\{p=\text{same shape, name}=x, \text{name}=z\}\})
\(5\)

U: \((\{w, x, y, z, T\},\)
\{\{p=\text{not true, what}=T\}\})
\(6\)

Say-A: \((\{w, x, y, z, T\},\)
\{\{p=\text{transformation, contingency}=T, \text{response}=\text{"A"}\}\})
\(7\)

Say-B: \((\{w, x, y, z, T, U\},\)
\{\{p=\text{transformation, contingency}=U, \text{response}=\text{"B"}\}\})
\(8\)

The rules Say-A (7) and Say-B (8) prescribe categorical (constant) responses to any stimuli which either match or do not match the criterial pattern specified by T, respectively. The "?" in the description T represents our indifference regarding exactly what type of geometric forms the four objects are.

This example usefully illustrates several points about the proposed approach to learning. First, the frequently encountered notion that exemplars of a concept or pattern are best interpreted as distortions of a pattern prototype (see for example, Franks & Bransford, 1971; Bransford & Franks, 1971; Reed, 1973; Thomason, 1973) is not adopted here. The preferred view holds that prototypes constitute propositions that are true of all exemplars of a concept (with appropriate interpretation for disjunctive concepts). If this view is accepted, the obvious solution to abstraction problems is to identify those properties common to each class and verify that they are not evidenced by the negative exemplars (see, for example, Hunt, 1959; Bruner et al., 1956). The only two problems which arise in such an approach are (1) generating the possible unitary or compound propositions which are hypothetical bases for classification and (2) choosing appropriately among these. Solutions to these problems are now discussed.

Consider first the problem of producing hypotheses by identifying properties which are common to each element in a set of structured events. Suppose that the first two exemplars of category "A" in the previous example are given the following PSRs:

\(A_1:\)
\((\{a, b, c, d\},\)
\{\{p=\text{form, type}=\text{square, name}=a\},
\{p=\text{triangle, name}=b, \text{name}=c, \text{name}=d\},
\{p=\text{contain, outer}=a, \text{inner}=b\}, \{p=\text{contain, outer}=c, \text{inner}=d\},
\{p=\text{above, hi}=a, \text{hi}=b, \text{lo}=c, \text{lo}=d\},
\{p=\text{same shape, name}=c, \text{name}=d\}\})
\(9\)

\(A_2:\)
\((\{e, f, g, h\},\)
\{\{p=\text{form, type}=\text{square, name}=e, \text{name}=f, \text{name}=h\},
\{p=\text{form, type}=\text{circle, name}=g\},
\{p=\text{contain, outer}=e, \text{inner}=f\}, \{p=\text{contain, outer}=g, \text{inner}=h\},
\{p=\text{above, hi}=e, \text{hi}=f, \text{lo}=g, \text{lo}=h\},
\{p=\text{same shape, name}=e, \text{name}=f, \text{name}=h\}\})
\(10\)

The identification of properties common to both exemplars is easily operationalized in terms of models produced by the interference matching procedure previously described. If the corresponding explicit PSRs for \(A_1\) and \(A_2\) are matched using that
procedure, every distinct model produced represents a unique way in which the exemplars can be seen to be similar when objects identified by corresponding parameters are asserted to play functionally similar roles. In this use of the interference matching procedure, however, there is no distinction made between stimulus and template. Models are merged until it is no longer possible to reduce either of the two residuals. Such matching is called partial matching, because it determines the extent to which two PSRs are similar and identifies, in the residuals, associated irreconcilable differences.

One of the models so produced has the following compact implicit PSR as its abstraction:

\[
(\{ae, \text{bf, cg, dh}\},
\{p=\text{form, type=square, name=ae}\},
\{p=\text{form, type=?}, \text{name=bf, name=cg, name=dh}\},
\{p=\text{contain, outer=ae, inner=bf}\},
\{p=\text{contain, outer=cg, inner=dh}\},
\{p=\text{above, hi=ae, hi=bf, lo=cg, lo=dh}\},
\{p=\text{same shape, name=?}, \text{name=bf, name=dh}\})
\]

(11)

This PSR can be given the following verbal interpretation, "Four geometric forms in two nested pairs in a vertical configuration such that the uppermost figure is a square and three forms, two of which are the interior figures, are the same shape." The parameters in this PSR are named by juxtaposing the two parameters symbols of corresponding parameters from \(A_1\) and \(A_2\), respectively. The appearance of "?" in this PSR signifies a residual difference in the model of the compared explicit PSRs, an irreconcilable difference in the corresponding predicates occurring in the original representations.

This abstraction is related to the original concept learning problem in that it is a possible hypothesis for the criterion of membership in class "A". Moreover, any possible subrepresentation of (11) which could be produced simply by replacing parameter symbols by "?" or deleting whole relations is an equally plausible hypothesis about the true "A" prototype.

Because there are many such subrepresentations, one would be ill-advised to attempt to generate and validate each one at this point. Instead, attention should first be limited to the set of maximal abstractions, those abstractions which are not matched by any other abstraction yet produced. Maximal abstractions are easily identified in the interference matching procedure, because they are all contained only in models which were never merged into more informative models. Each of these maximal abstractions is subsequently partial-matched to the third exemplar of "A". The resultant maximal abstractions are identified and matched in turn to the last exemplar. At that point, the most informative maximal abstraction obtained represents the desired concept solution to the abstraction problem and is identical to \(T\) in (5). There may, however, be other abstractions which are also plausible bases for classification rather than the one asserted to be the "right" solution. Each of these will either be a maximal abstraction or a subrepresentation of one. In the next section, a statistical classification theory is presented which provides a method for selecting among these alternatives.

**SCHEMATIC CLASSIFICATION THEORY**

Within the proposed framework, the logical basis for classification decisions is the presence of one or more criterial characteristics in each item to be classified. Such a characteristic is called a criterial schema. Schemata are subrepre-
sentations, properties, relational attributes, or subpatterns of the structural
descriptions of events. Schematic classification theory assigns to every possible
schema matched by any exemplar of a pattern class a measure of its capacity to indi-
cate membership in that class vis-a-vis the alternatives. By utilizing the operation
of partial matching to identify subpatterns common to the set of exemplars of each
pattern class and evaluating the predictive power or "cue validity" (Reed, 1973) of
each of these schemata as indicators of membership in the associated class, each novel
test item can be classified on the basis of the most powerful predictor which it
matches.

A variety of measures may be used for the predictive power of a schema as an
indicator that items which match it belong to a particular class. The Bayesian
posterior expected net gain of weighted correct less weighted incorrect classifica-
tions resulting from the classification of all items matching a schema T as a member
of class C—under the assumption that the conditional membership of an item in C
which matches T is a Bernoulli process with some probability q to which we assign
a uniform prior distribution—is one measure which is very general, widely applicable,
intuitively reasonable, and easy to evaluate. If the gain attributable to each cor-
rect classification of an item in class C is denoted \( G_C \), the loss attributable to an
incorrect classification of an item in class C is denoted \( L_C \), the proportion of ele-
ments which actually are elements of C is denoted \( p \), the number of training exemplars
of class C is denoted \( |C| \), the number of training exemplars of class C matching T is
denoted \( |C(T)| \), the number of non-exemplars of C is denoted \( |\overline{C}| \) and the number of
those matching T is denoted \( |\overline{C}(T)| \), the predictive power of the schema T as a basis
for indicating that an item S is a member of class C given that S(*)T is then defined
to be:

\[
U(T=>C) = \frac{\overline{C}(*)T}{1 + \frac{|C(*)T|}{2} + |C|} - \frac{L_C}{1 - p} (1 - \frac{|\overline{C}(*)T|}{2} + |\overline{C}|)
\]

The only thing remaining to explain is how one might reasonably constrain the
set of schemata considered as bases for classification. In even simple examples, the
number of schemata is vast because it is the cardinality of the union of the complete
sets of subrepresentations of each exemplar. This selection problem is greatly
exacerbated when disjunctive concepts are encountered, because criterial schemata
need not be matched by all exemplars of the same class, nor is it possible to know
definitely how many disjunctive terms (independent schemata) are criterial or which
exemplars manifest the same unknown criterial schema.

An algorithm has been developed which handles these difficulties in the same
way for both conjunctive and disjunctive concepts. It is called the Space Limited
Interference Matching (SLIM) procedure and is part of a fully implemented computerized
learning and classification system. SLIM is chiefly constrained by the number of
schemata it may maintain in working memory. Within the limitation imposed on memory
space, the procedure performs the following actions in sequence: it successively
partial-matches exemplars of each class; it extracts maximal abstractions; it evaluates
the unconditional predictive power of each schema as in (12); it dynamically ranks
schemata indicating the same class; it appropriately reduces (conditionalizes) the
predictive power of schemata which are redundant with (are matched by) more informative
and higher performing schemata or match less informative and higher performing sche-
mata; and, finally, it eliminates from overcrowed storage the lowest conditionally
performing schemata. As a result, the procedure dynamically optimizes the overall
net performance of all schemata in storage. When the production of such maximal
abstractions is complete, the schemata from all classes are merged and sorted so that
test items may be classified according to the highest performing schema which they
match.
RULE LEARNING: INDUCTION OF TRANSFORMATIONS

It should now be clear what is involved in learning categorical transformations, rules that assign a constant response like "A" or "B" to stimuli matching different specified contingencies. The schematic classification theory just discussed completely specifies how assignment of categorical responses should be made to each predictive schema which may be present in a stimulus. The implementation of these assignments as contingency-response transformations is straightforward.

To complete the discussion of rule learning it must be shown how substitution rules also can be induced from training exemplars. Fortunately, the solution of this problem requires no new operations. Suppose a set of exemplar (stimulus, response) event pairs is provided as the training information from which a substitution rule is to be abstracted. Substitution rules are induced in two steps. The first step is to partial-match each stimulus PSR with its related response PSR. The bindings of corresponding parameters in these matches identify where substitutions might be reasonably expected to occur. Each parameter in a pair of correspondents is renamed to be identical with its correspondent.

The second step in the rule learning process is to partial-match successively each (stimulus, response) pair with the others, ensuring that stimulus components are matched only with stimulus components, and likewise for response components. Each maximal abstraction obtained from this procedure will have one component arising from the matched stimulus events and one from the matched response events. The former becomes the contingency component and the latter the response component of a substitution transformation.

If this procedure is applied to (stimulus, response) pairs of (active, passive) equivalent sentences as an example, an active-to-passive transformation, illustrated in Fig. 5, is obtained. Parameters occurring in the contingency of a substitution transformation like that in Fig. 5 (NP₁, NP₂, V₁) represent universally quantified variables. Whenever a stimulus sentence matches such a contingency, the particular event which is labelled by the correspondent of each quantified variable is bound to that variable as its value and is substituted directly into the appropriate loci in the response configuration. As an example, the stimulus sentence "the boy hugged the dog" will match the contingency in Fig. 5 and will cause the binding of "the dog" to NP₁, "hugged" to V₁, and "the dog" to NP₂. As a result, the sentence "the dog was hugged by the boy" will be produced as the response of this transformation.

CONCLUSIONS

Structural representations were introduced to permit a natural description of complex events. These relational representations necessitated the use of arbitrary parameters to name objects and events cited as predicate objects. Because the parameter symbols were chosen arbitrarily, even trivial questions like determining whether
two representations were identical would be very difficult to answer. An inter-
ference matching procedure was described which provides a basis for answering that
question and other related ones of principal importance, including all-or-none
matching for pattern recognition and partial matching for abstraction.

One approach toward direct memory contact methods of matching employed SANER
nets to represent structured representations. These nets succeed in removing para-
eters from representations but require permuted stimulus encodings in many cases.
Nevertheless, the discovery of such a network representation is a basis for optimism
concerning the possibility that other direct memory contact methods may be found
without comparable disadvantages.

The use of partial matching for generating abstractions is an essential compo-
nent of pattern learning procedures based on schematic classification theory. In
that framework, schemata which are highly predictive cues of class membership are
abstracted and used to classify test items which match them. An algorithm for iden-
tifying a dynamically optimal set of schemata was described.

The prospects for fruitful application of these structured techniques are sub-
stantial. The manipulations of structured knowledge which these techniques accom-
plish appear to be basic to a wide variety of problems including pattern recognition
and perception, comparison of current and goal states in problem solving, categorical
response and substitution rule learning, and information matching and retrieval. In
retrospect, the capabilities underlying representation, recognition, and abstraction
of a pattern as simple as a Gothic letter "A" may also account for a wide variety
of cognitive skills which appear, at first glance, wholly unrelated.
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GRAPHICAL REPRESENTATION OF ABSTRACT CONCERNS IN TEXTUAL MATERIALS

John M. Yancey, PhD
University of Pennsylvania

Graphical representations of abstract concepts (usually designated ideographs or ideograms) have been used throughout history. Ideographs are frequently employed in journals of science, and occasionally appear in student texts; yet the efficacy of this usage had not been previously investigated. The purpose of this study was to commence a line of inquiry into the graphical elaboration of textual materials intended to communicate abstract concepts.

Mental imagery research has shown relevant images to be positively associated with ease of learning, and accuracy of memory, for isolated verbal items and concrete textual materials. Several theoretical speculations have suggested that perceived structure also aids learning and memorial processes. It was, therefore, hypothesized that the graphical elaboration of a verbal text intended to communicate abstract concepts would elicit facilitating images, leading to superior learning retention. It was further predicted that ideographs depicting the inherent structure of the concepts described by the text would be associated with better performance than nonstructured graphics. Since imagery research has shown that abstract words seldom evoke images, it was hypothesized that the basic verbal text, even elaborated with redundant outlines, would not be associated with achievement levels as high as that demonstrated by subjects receiving the basic text elaborated with either structured or nonstructured ideographs. Subjects creating their own relevant graphics were expected to perform better than those provided with ideographs.

In this experiment, 345 undergraduates were randomly assigned to one of five levels of textual elaboration. Each of the five experimental groups received one of the following variations of reading materials: the basic verbal text only; the basic verbal text elaborated with redundant verbal outlines; the basic verbal text elaborated via graphical representations of redundant verbal outlines; the verbal text elaborated by means of graphical representations of the inherent structure of the abstract concepts contained in the basic text; or the basic verbal text, with graphical elaborations of the textual concepts to be constructed by the learner.

Following the initial learning session, all subjects took an
objective achievement test. Two weeks later an equivalent retention test was administered. Following the delayed test, a set of verbal transfer materials was read by all subjects and a transfer test administered. A postexperiment questionnaire measured the quantity and quality of mental images employed by each subject. The quantity and quality of subject-produced diagrams on the learning and testing materials was also recorded. In addition, other individual difference measures were compiled.

The data collected confirmed the hypothesis that relevant mental images are positively associated with superior learning and retention of abstract concepts. This significant relationship remained even after the affects of scholastic aptitude were statistically removed. The basic verbal test read by all subjects, however, elicited relevant images in approximately the same proportion of subjects in each group. Indeed, most of the subjects in every group developed and used appropriate images in most learning and retention tasks. These two factors effectively eliminated any possibility for the variations in textual elaboration to differentially evoke facilitating images.

The type of graphical elaboration provided clearly influenced the structure of subject-produced diagrams, but the equality of group achievement indicated the underlying images to be functionally equivalent. This failure to clearly assess the relationship between subject-produced graphics and image structure precluded an unequivocal examination of the hypothesis that images reflecting the inherent structure of abstract concepts are superior to nonstructured images.

The results of this experiment suggested several areas for further study. Specific recommendations were made regarding choice of materials (to best test the influence of various types of textual elaboration), and several individual difference variables were proposed for investigation. Pedagogical implications included possible criteria for using ideographs, and the specific benefits to be expected. The literature reviewed suggested several possible advantages of using the graphical mode to communicate the inherent structure of abstract concepts: (1) Ideographs communicate more directly (they remain essentially unchanged across languages); (2) Ideographs communicate an all-at-once gestalt (which is presumably more readily grasped, stored and subsequently recalled); (3) Ideographs establish similar images in both the sender and the receiver (establishing a common basis for associated verbal communiques); and (4) Ideographs communicate less irrelevant or incorrect detail (than image-evoking analogues).

The inherent risks of using image-evoking graphical representations of abstract concepts (or image-evoking concrete analogues) were enumerated. The possible risks, however, were found to be more than compensated by the probable advantages.
THE EFFECT OF IDENTIFICATION OF SEMANTIC RELATIONSHIPS ON PROCESSING LOAD DURING SENTENCE COMPREHENSION ¹,²

Richard L. Isakson
Cornell University

Psycholinguistic research has not provided a clear picture on how or when the meanings of the individual words in a sentence are integrated by the listener or reader to form an internal, cognitive structure representing the meaning of a sentence. Attempts have been made to apply Chomsky's (1957, 1965) theory of linguistic competence to this problem. To some degree, these attempts demonstrated variables which influence comprehension. However, they did not succeed in accounting for how or when the meaning of a sentence is pieced together from the individual words comprising the sentence (Gough, 1971; Fodor and Garrett, 1966). Indeed, Chomsky never intended his theory to be a model of performance which would explain how the deep structure of a sentence is recovered by the listener (Lyons, 1970).

Evidence has been found that cognitive processing activity varies at different points as a sentence is comprehended. In reviewing a portion of this literature, Bever (1972, p. 105) states: "Such operations do not apply homogeneously throughout a sentence, and the effects of preliminary word- and phrase- processing are reflected in minor variations in attention to nonspeech stimuli during a clause." In several studies, sentences have been presented aurally and Ss were required to react to some signal contained in, or presented during the sentence. The signal was either a click (Abrams and Bever, 1969; Holmes and Forster, 1970) or a particular phoneme in the sentence itself (Foss, 1969; Hakes and Foss, 1970; Foss and Jenkins, 1973). These studies assumed that if the signal occurred at a point where processing load on the listener was high, reaction time to the signal would be longer than it would be at a point where processing load was relatively low. These studies indicate that differences in reaction time are found as a result of certain variables assumed to influence processing demands such as major constituent boundaries, frequency of usage of particular lexical items, and ambiguity. The above findings do not, however, make clear how sentence meaning processing takes place.


²This research was partially supported by Hatch Act funds from the U.S. Department of Agriculture. Dr. George W. McConkle, Dept. of Education, Cornell University, was the advisor to this research.
The purpose of the present research is to examine sentence processing activity with regard to the identification, on the part of the reader, of the underlying semantic structure of a sentence. The semantic structure of a sentence has been described by Fillmore (1968, 1970, 1971). Fillmore (1968, p. 21) states: "The sentence in its base structure consists of a verb and one or more noun phrases, each associated with a verb in a particular case relationship." Some of the more common case relationships are: agentive, experiencer, objective, instrumental, and locative. The action or main verb together with its case actors form what Fillmore terms a "proposition".

In light of the contribution made by Fillmore's theory, the process of understanding a sentence can be viewed as an activity in which the reader identifies the individual words and stores their meanings in an active memory until the case role can be assigned to a segment of the surface input. At this point a type of processing occurs which integrates the meanings of the words into the cognitive representation that the reader is forming of the sentence meaning. Thus, at the points where a case relationship becomes clear, the reader processes a portion of the meaning of the sentence and thereby pieces together a cognitive representation of the underlying proposition of the sentence. This cognitive activity will be referred to as partial sentence meaning processing (PSMP).

Recent research (Isakson, 1974) has provided evidence in support of this view of sentence processing. Sentence pairs were constructed such that in one member of the pair the case role of a preceding noun phrase becomes clear at the 5th word. It was hypothesized that at the 5th word PSMP could be initiated, thereby placing greater processing load on the reader. In the other sentence type the 5th word did not make clear the case role of the preceding noun phrase and, therefore, it was hypothesized that PSMP would not be initiated at that point. Cognitive processing load was indexed by means of a click response task similar to that employed by Abrams and Bever (1969) and Holmes and Forster (1970). Subjects heard and responded to clicks presented shortly after the onset of either the 5th, 6th, or 7th word in the experimental sentences.

Response times to clicks at the 5th word position were characteristically longer in the sentences in which case role was identifiable at that point compared to sentences in which case role was not identifiable at the 5th word. The purpose of the present study was to replicate the findings of the first experiment and to monitor processing load at the 4th word position in addition to the three word positions which were probed in the earlier study. The various word positions were examined in order to locate, at least generally, the point at which case identification may have the greatest effect on processing load. Since the members of the sentence pairs are identical up through the 4th word, there should be no difference in response times to clicks occurring there. If no differences were found, the processing load at this point could be used as a baseline against which to compare processing demands at later points in the sentence. In an effort to avoid the possible
problem of some Ss not allowing their response times to vary according to the demands of the primary, comprehension task, as seemed to be the case in the first experiment, the pay-off system in the present experiment was modified to place less emphasis on speed of response and greater emphasis on comprehension.

Subjects -- Twenty-four Cornell University undergraduates participated as Ss.

Materials -- Sixteen sentence pairs were utilized from among the set of sentences developed for the first experiment. Each sentence was 13 words in length. An example sentence pair is:

Type A: The serene mother comforted the children who trusted her when they were afraid.

Type B: The serene mother comforted by children who trusted her grew braver every minute.

Both sentence types had identical words in the first nine word positions, except for position 5. At word position 5, Type A sentences always had the word "the" which served as a cue to identify the preceding word string as a main verb, or action of the sentence, and the animate or inanimate agent of the action. Type B sentences had either the word "with", "from", or "by" which left the case role of the preceding noun phrase unclear, and also failed to identify whether or not the verb was the main verb of the sentence.

Two 16mm films were prepared for presenting the sentences, with one word per frame. Each film contained eight Type A sentences and eight Type B sentences, plus 20 filler sentences of similar grammatical structure, and a number of blank frames during which base reaction times could be measured.

Procedures -- A subject was seated eight feet from the viewing screen. Each sentence was presented at a constant rate of approximately three words per second. Sometime during the presentation of each sentence, an audible click occurred in the S's earphones, at which time an electronic clock was started. When S pressed a microswitch the clock was stopped. The click always occurred 60 msec. after the onset of a word. It occurred at the 4th, 5th, 6th, or 7th word positions in the Type A and B sentences and at other positions in the filler sentences. After seeing a sentence the S attempted to recall it as accurately as possible. Subjects were given feedback after each sentence and were awarded points, later to be exchanged for money, for their sentence recall and click response performance.

Results -- The response time data are displayed in Table 1 and Figure 1. An analysis of variance of the data yielded a significant main effect for sentence type ($F = 7.46$, $df = 1/22$, $p < .012$). The mean response time to
clicks in Type A sentences across word positions 4, 5, 6 and 7 was 290.04 msec., while that of Type B sentences was 271.78 msec. The sentence type X click position interaction was not significant.

TABLE 1

Mean Click Response Time for Sentence Type A and B at Word Position 4, 5, 6 and 7

<table>
<thead>
<tr>
<th>Sentence Type</th>
<th>Word Position</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td>A</td>
<td>308.29</td>
</tr>
<tr>
<td>B</td>
<td>264.08</td>
</tr>
</tbody>
</table>

An inspection of the graph in Figure 1 indicates that, rather than showing no difference, the response times to clicks occurring at the 4th word position were considerably longer in the Type A sentences. A t-test for correlated data between the two means at word position 4 indicated a significant difference ($t=2.47, df=23, p < .05$) in favor of the Type A sentences. The difference between the means at word position 5 approached significance ($t=1.45, df=23, p < .10$).

![Graph showing mean click response time for Type A and B sentences at word positions 4, 5, 6, and 7](image-url)
Discussion -- The significant main effect for sentence type, with the Type A sentences resulting in a longer overall mean response time than the Type B sentences, supports the view that sentence processing activity is related to the identification of case relationships. The graph in Figure 1 indicates that the greatest difference between Type A and B sentences came at the 4th word position. This finding could be explained in terms of the possibility that Ss sometimes delayed their response to a click at word position 4 long enough for them to see the critical 5th word. Response times over 290 msec. would allow S to see word 5 while he was still in the process of responding to the click at word position 4. Upon seeing the 5th word in a Type A sentence, these Ss initiated PSMP which may have caused a delay in responding to the previously heard click. It should be noted, however, that in a subsequent experiment the difference between Type A and Type B sentences at the 4th word position was not found. However, mean response time at word position 5 in this more recent experiment was significantly longer for Type A than for Type B sentences. Thus, three experiments have found longer response times for Type A sentences at the 5th word position. These findings support the position that the meaning of a sentence is processed at points where the semantic structure of the sentence becomes clear to the reader such that he can assign a segment of the surface structure to a case role. An alternative view of sentence processing, in which the reader analyzes only the surface structure of the input string until after the entire sentence has been received, is called into question by the present results. Such a view is implied in the theory of the semantic component as put forth by Katz and Fodor (1963) and has more recently been suggested by Weisberg (1973) and Dell and Feldman (1974). If the reader were processing only the surface structure of the sentence at word position 5, one would expect greater processing load for the Type B sentence since its surface structure becomes considerably more complex at that point compared to the surface structure of the Type A sentence.

The picture of sentence processing which emerges from the present research is compatible with recent evidence (Suci and Hamacher, 1973; Shafto, 1973; and Wilson, 1973) which indicates that the memorial representation of a sentence is based on a case relationship structure. These findings and the findings of the present research indicate that as a sentence is understood, the reader, or listener, discovers the semantic or case relationships in the sentence's underlying structure and then forms a cognitive representation of the sentence's meaning based on these relationships.
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Miller's (1956) classic "The magic number 7 ± 2" has inspired a considerable amount of experimental research on task memory load and its relation to human information processing capacity. To date, however, much of the most directly relevant research on the topic involves list learning of one sort or another. The reason is not hard to find. Given that to-be-remembered elements may contain more or less information, because of a process Miller (1956) called "chunking," the relation between list learning and memory load seems clear. The memory load imposed on a person retaining a list is simply the number of chunks.

Until recently, relatively little has been done by way of clarifying why, psychologically, a chunk is a chunk or, more generally, of developing general methods for determining memory loads on arbitrary tasks. As a first approximation, memory load clearly is a function of task complexity, and varies both across different tasks (e.g., memory span, addition, multiplication) and over different instances of given tasks (e.g., adding mentally two- versus three-digit numbers). Existing information theoretical (e.g., Posner, 1964) and regression (Suppes, 1967) models provide general quantitative measures of task complexity but they seem to work better with some tasks than others, and deal only indirectly with underlying cognitive processes.

Scandura (1973) has proposed a more general, deterministic-analytic method for determining the memory load imposed at each stage of processing by any given procedure (rule) as applied to any specific task. Data collected by Voorhies and Scandura (reported in Scandura, 1973; Voorhies, 1973) using this method showed that there are individual differences in processing capacity that are stable across different tasks (e.g., digit lists, addition). Not surprisingly, however, they also found that there were deviations from the deterministic ideal. For example, a subject with capacity eight sometimes recalled seven digits correctly and sometimes nine.

The main purpose of this paper is to introduce random variation into the Scandura (1973) theory as a means of accounting for obtained deviations. The extended stochastic model is applied both to previously reported and new data. The paper is organized as follows: (1) a review of relevant research pertaining to processing capacity; (2) a summary of the deterministic analytic model proposed (Scandura, 1973) for determining memory loads, along with relevant data; (3) the stochastic model proposed to account for deviations from ideal performance; and (4) application of the stochastic model both to existing data (Scandura, 1973) and to new data (Voorhies, 1973) collected under different conditions.

Related Research. The distinction between primary and secondary (permanent) memory has been with us since William James. It was not, however, until Miller's (1956) classic work that the notion of a fixed processing capacity came into prominence. Synthesizing research involving absolute judgements, span of attention, and span of immediate memory, Miller showed that humans have a definite limit in the amount of information they are able to process at one time, and that generally speaking the limit is 7±2 elements.

Drachman and Zaks (1967) further demonstrated that there is a rather sudden decrement in performance -- a "memory cliff" -- at capacity. They administered the same task twice, using the data from the first administration to account and adjust for individual variation on the second. After first determining individual memory
spans, they administered additional memoranda (strings of digits) of various lengths. The dependent measure on the second test was a function of the digits recalled by subjects on strings of length span minus one, span, span plus one, etc. Pooling the data across subjects, and adjusting for individual spans in this way, there was a fairly sharp break in performance beyond the estimated memory span.

This limit appears to be independent of whether or not the elements being processed are familiar. Crowder (1967) and Conrad (1960), for example, found that requiring subjects to prefix to-be-remembered lists at recall with an extra, redundant digit (e.g., "1") causes a decrement in the percentage of correct responses. Savin (1968) further showed that prefixing a given digit to, say, an eight digit list causes the list to act at recall as a nine digit list. The extra digit, even though highly familiar to the subjects, apparently occupies as much processing space as any other.

Processing capacity, however, depends only indirectly on the number of elements. As Miller (1956) has shown, the essential factor is the number of effective units, which he called "chunks." In a similar vein, Bower (1969) has shown that the critical feature in recall is the number of functional units in memory, rather than the sheer number of units. He had subjects recall words from lists which included single words (one functional unit), three-word cliches (one functional unit), or three-word triples (three functional units). In all cases, although the number of words recalled varied, the number of functional units recalled was the same.

More important in view of the approach adopted below, there are indications in the literature that the number of chunks depends on the procedures subjects use as well as on the tasks themselves. Posner and Rossman (1965), for example, gave subjects number strings, and required them to transform the strings in various ways (e.g., add, give the highest number, give the lowest number, etc.). They found that both the number of transformations and their size had a significant effect on the amount of untransformed material that was lost from store. The more processing required of the subject, the less peripheral material he can continue to rehearse. This suggests that on the average the more complex a procedure, the more processing space is required to apply it. (In this regard, it should be noted that Posner and Rossman used an information theoretic measure of transformation difficulty /i.e., the size of reduction in "bits"/, which on some tasks was not compatible with obtained difficulty. We comment on this again below.)

This dependency, clearly, is not a simple one; procedures can serve to decrease the number of chunks that must be retained, leave it unchanged, or possibly even increase the number. The results of Miller (1956), for example, suggest that a subject can increase the absolute number of elements (e.g., strings of binary digits) he can process by recoding them into a smaller number of chunks (e.g., strings of decimal digits) in a way which makes it possible to regenerate the original elements on demand. Dalrymple-Alford (1967) overcame the highly variable and often idiosyncratic effects of rehearsal by building it (rehearsal) directly into his experimental procedure. Rather than attempt to prevent it, he tried to insure that rehearsal was of a known type and magnitude, and was uniform across all subjects. He had his subjects rehearse all previous digits aloud before the experimenter added a new digit. For example, suppose the first four digits were 2, 7, 3, and 9. Then, the subject had to say "two, seven, three, nine" before the experimenter presented the next digit. Following Brown (1958), Dalrymple-Alford reasoned that any increase in retention as a result of rehearsal is due to recoding and not rehearsal per se (i.e., the "strengthening of memory traces"). With this in mind, he also determined each subject's memory span in the conventional (Woodworth and Scholsberg, 1954) manner. Surprisingly, the proportions of errorless repetitions were almost identical under both conditions indicating that no learning (recoding) occurred during rehearsal. Dalrymple-Alford further noted the absence of traditional serial position effects. First errors in repetition (breakdowns) tended to occur equally often at all positions of the number sequences. Meunier, Ritz, & Meunier (1972) have shown further that rehearsal is used (at least) primarily to maintain items in short-term memory.
The limited capacity hypothesis (cf. Broadbent, 1958) also has considerable explanatory power. It has been used as a basis for explaining and/or predicting the effects of a number of variables in short term memory experiments. Katz (1968), for example, found that primacy and recency effects on the serial position curve for short-term free recall are due to the subject's selective use of attention and storage and retrieval strategies operating under the constraint of a fixed short-term processing capacity. He had his subjects repeat random lists of two-digit numbers, and instructed one group to give the last pair before recalling the others. The other group was allowed to give the digits in any order they wished. Although he found no overall difference between the two groups in correct recall, the former group showed a relatively strong recency effect and the latter, a relatively strong primacy effect.

The results of several other studies suggest that processing capacity underlies the opposing effects of certain pairs of factors. Murdock (1965), for example, reasoned that if memory capacity is constant, then it should be possible to "trade off" the number of times a stimulus is presented with the exposure time on each trial. He constructed a list of six pairs of common English words, and presented them for study for a period of 24 seconds. Three conditions were used: (a) In the first condition, each pair was presented once, for a period of 4 seconds; (b) in the second, each pair was presented twice for a period of 2 seconds (on each trial); (c) in the third, each pair was presented four times for a period of 1 second (on each trial). Murdock found that the former condition was essentially no difference between conditions a and c, with b only slightly better than both. In a study involving incidental learning, Somers (1967) obtained basically the same result. Sitterly (1968) used various combinations of digit and interdigit duration and also found that retention depended on total presentation time.

Other studies have been of a primarily empirical nature. Thus, for example, Williams and Fish (1965) showed that increasing the length of the individual items to be recalled, and increasing the number of symbols from which the items are constructed, both decrease the percentage of correct recall (of the items). Corballis (1966) varied the speed at which strings of nine digits were presented as well as the duration of time each digit was actually visible. He found that when stimulus durations were long, the number correct was higher the slower the presentation speed, but when stimulus durations were short, there was a tendency for this trend to be reversed. Although generally compatible with the limited capacity hypothesis, the results were relatively complex and no theoretical explanation was offered.

Use of the limited capacity hypothesis as a basis for explanation with more complex tasks has been limited largely to correlational studies. Whimbey, Fischhof, and Silikowitz (1969), for example, measured performance on a digit span task, a mental addition task, a vocabulary task, and a test of general intelligence. They found a generally high correlation between the digit span task and the mental addition task, suggesting that both are influenced by a limited processing capacity. Vocabulary and general intelligence both showed little relation. Whimbey and Leiblum (1967) found similar high correlations among simple repetition, repetition preceded by "n", and repetition with interspersed verbal activity. Later, Whimbey and Ryan (1969) found correlations between the digit span task and mental syllogistic reasoning problems.

By way of summary, three general conclusions may be drawn from the available literature. First, there is a definite limit on the number of effective units (chunks) that subjects may process at any one time; this limit is 7 ± 2 chunks. Second, the memory load imposed by a task depends in a nonsimple way on the procedure used by the subject as well as on the task itself. Third, the limited capacity hypothesis provides a useful basis for explanation, and, hence, it is not surprising that it plays a central role in most contemporary theories of memory (Anderson and Bower, 1973; Rumelhart, Lindsay, and Norman, 1972; Scandura, 1973).

Although more might be gleaned from the available literature, there are two important limitations inherent in it. For one thing, there is no way to specify precisely how a subject is to process given information, except with the simplest tasks. Savin (1968), for example, required his subjects to prefix a given digit
at recall but did not specify how this digit was to be processed in relation to the others. Other investigators have instructed their subjects not to organize the given digits but made no attempt to tell them what they should do. Under these conditions it is uncertain, for example, when information is in memory and when it is in the information processor (Waugh and Norman, 1965). Even on simple tests of memory span, recoding and rehearsal processes tend to be highly dependent on individual preference and susceptible, at best in only partly known ways, to even slight changes in experimental conditions. Indeed, in only one study reviewed (Dalrymple-Alford, 1967) was a serious attempt made to insure that the subjects used a particular procedure (rehearsal).

For another thing, even if procedures were to be specified, there is no a priori way available to determine the processing load they (the procedures) impose on the subject. Under these conditions it has been impossible to compare different tasks (procedures) with regard to memory load, short of direct empirical testing. As promising as the technique originally appeared, measures of information reduction (e.g., Posner, 1964) seem to work well only with certain tasks. Suppes (1967) proposed an analytic method for calculating memory loads that was used with some success in predicting latencies on simple addition problems. Suppes' (1967) regression model involved three structural variables, the magnitude of the sum (MACSUM), the magnitude of the smallest addend (MACSMALL), and the number of steps necessary to complete a problem (NSTEPS). In determining NSTEPS, specific account is taken of how many quantities must be kept in memory in the course of solving a problem. Although the predictions made by the model correlated .86 with the actual data of 24 fourth-grade students, the method used to determine memory load was too crude for present purposes.

Model for Memory Load.

In information processing, new elements may be encoded, thereby adding to memory load, and old elements may be decoded, thereby reducing memory load. In addition, internal operations themselves may serve either to generate new memory elements and/or to eliminate (erase) others.

Scandura (1973) has proposed an analytic model for calculating memory loads at each stage of processing, with arbitrary tasks and taking into account the particular procedures used. In the model, the memory load is characterized in terms of the number of distinct substimuli (defined below) which must be distinguished during the future course of a computation. In addition to specifying the number of substimuli at any given stage, which enter into the next operation, a count is taken of all substimuli which enter into any subsequent operation.

Directed graphs are used to represent underlying processes; with the nodes labelled so as to indicate memory loads at each stage of processing. In these directed graphs, nodes represent states and arrows between nodes represent operations between states.* The model rests on the principle that at any given state each substimulus (antity) that must be processed as a distinct unit, by the next or subsequent operation imposes a memory load of one (on the processor). The memory load at any given state, then, is the sum of such units, and the memory load for an entire computation (the sequence of states between the input and final output) is the maximum of the memory loads imposed at the various states of the computation.

The directed graph in Figure 1 represents a process for adding two n-digit numbers.

\[
\begin{align*}
\text{an} & \text{ a}_{n-1} \ldots \ a_2 \ a_1 \\
+ \text{bn} & \text{ b}_{n-1} \ldots \ b_2 \ b_1 \\
\text{Sn} & \text{ s}_{n-1} \ldots \ s_2 \ s_1
\end{align*}
\]

* It is possible to generalize directed graphs to include decision making capabilities as well (e.g., see Gorn, 1973), but we have not done so here.
This process includes three nodes (states): FIRST ADDEND STATE, SECOND ADDEND STATE, SUM STATE. The first addend \( a_i \) is presented and encoded prior to the FIRST ADDEND STATE and \( b_i \) is presented and encoded prior to the SECOND ADDEND STATE. The sum of the last two addends (less than 10) is determined prior to the SUM STATE. At each state, the processor must retain the partial sum (\( s_{i-1} \ldots s_2 s_1 \)) obtained prior to encoding the new addends \( a_j \) and \( b_j \).

In adding two three-digit numbers, for example, the maximum load of six occurs at the SECOND ADDEND STATE just before the third pair of digits (\( a_3, b_3 \)) is added: two for the column sums \( s_2 \) and \( s_1 \), one for the chunk (unit) \( (s_2 s_1) \), two for the new addends \( (a_3, b_3) \), and one for those addends as a distinct unit. The rationalization for distinguishing (counting) \( (s_2 s_1) \) and \( (a_3, b_3) \) as substimuli over and above their constituent elements is that these units enter into subsequent operations, \( (s_2 s_1) \) during recall at the SUM STATE and \( (a_3, b_3) \) during addition between the SECOND ADDEND STATE and the SUM STATE. Notice that after the sum is generated, the load is four: three for the column sums \( s_3, s_2, \text{and } 1 \) and one for the unit \( s_3 s_2 s_1 \), which is subsequently repeated. The maximum load at the FIRST ADDEND STATE is also four: two for the column sums \( s_2 \) and \( s_1 \), one for \( (s_2 s_1) \), and one for \( a_3 \).

Test of the Analytic Model. The empirical viability of the proposed model was studied by Voorhies and Scandura (reported in Scandura, 1973; Voorhies, 1973). The method and results are summarized below.

(Method). Six tasks were used in the experiment: repeating digit lists (L), repeating digit lists and extra time (XL), saying "1" before repeating digit lists (IL), non-carry addition (NCA), carry addition (CA), and mixed addition (MA) with both carrying and non-carrying.
In the three list tasks, the digits were presented orally, one at a time. After each digit was presented, the subject was required to say the digit and then repeat every digit presented up to that point. After hearing the instruction "Repeat" in task XL, the subject was required to repeat the last string of digits an extra time. In task IL, the subject had to say "I" before repeating the last string. The lists used in tasks XL and IL were of predetermined length; in task L, new digits were added until the subject made a mistake.

The addition tasks were presented similarly. Each successive pair of digits corresponded to the digits in one column of a column addition problem. After each such pair, the subject was required to say the sum of the two digits. In the NCA task, the next pair of digits was presented immediately thereafter, and the process was repeated until the subject made a mistake. In the CA task, the subject verbally separated the tens and units digits of each column sum before continuing and added one to the first input digit from the next column. In the MA task, the tens digit of the sum was sometimes zero so that no carrying was involved. In all addition tasks, the subjects were required to repeat each partial sum after adding the digits in a given column. This repeated overt responding on the part of the subject made it possible to both monitor progress during processing and help insure that rehearsal was of a fixed, known variety.

The digits used in the individual problems were selected randomly subject to constraints designed to minimize undesired chunking. On each task, the subjects were also asked to evaluate the degree to which they followed the assigned processing procedure.

The subjects were six volunteer graduate mathematics students at the University of Pennsylvania who were tested individually. The subjects were thoroughly trained on the nature of the study and on the six tasks over a period of approximately three months prior to the experiment. Their cooperation in following each processing procedure to the best of their ability was strongly encouraged. In addition to extensive practice, a metronome was used to pace both the experimenter's presentation of digits and the subject's processing. The metronome speeds varied over subjects and were chosen so as to maximize the subject's "comfort." Preliminary training and practice continued until the experimenter was confident that the subjects were able to process the numbers automatically, under the experimental conditions and without errors or hesitations. During the experiment proper, each subject was tested within a ten day period in a room as free of distractions as possible.

Each task was given on a different day with the order of tasks counterbalanced over subjects. After a brief review of the procedure in question and being reminded of the need for cooperation, the subject was given five warm-up problems. Performance was evaluated on the 20 problems which followed. The main dependent variable was the percentage of criterion strings of a given length that were repeated correctly.

The analytic model described in the previous section was used to determine memory loads for each task at each stage of processing. Loads of 7 and 8, respectively, were predicted for lists of length 6 and 7, non-carry addition with 4 and 5 digits per addend, carry addition with 3 and 4 digits per addend, and mixed addition with 3 and 4 digits per addend.

(Results and Discussion). The data of the individual subjects was analyzed to determine sharp drops (over 40%) in percentage correct from one load level to the next. The average of the base load levels (just prior to such drops), rounded to the nearest integer, was used to estimate each subject's processing capacity (C). Two of the six subjects had estimated capacities of 7 and four had capacities of 8.

Figure 2 summarizes the experimental results adjusted for capacity and averaged over subjects for each task.
Figure 2. Performance at various capacity levels pooled over subjects, but adjusted for varying capacities.

Although the differences between C-1 and C ($t_{10} = 2.5, p < .02$), C and C+1 ($t_{10} = 5.35, p < .001$), and C+1 and C+2 ($t_{10} = 1.9, p < .05$) are all significant, the drop at capacity C from 65% correct to 27% correct at C+1 is more than twice that for the drops of 17% between the other successive loads.

In general, the analytic model seemed to provide reasonably good estimates of the memory loads involved in applying the assigned procedures to the various tasks. In the vast majority of cases (26 of 36) actual percentage drops in individual performance between successive loads on the various tasks were as predicted. That is, these drops tended to occur at the same analytically determined (predicted) load level regardless of the task in question. Because all subjects were using essentially the same processing rules, this result suggests that information processing capacity has a physiological base and is not itself subject to training (although task performance may be). We agree with Miller (1956); the "magie" of the number 7 (or 8) is one manifestation of being human.

Incidentally, rehearsal was observed to act just as any other processing procedure, and did not seem to improve performance. Although rehearsal may provide opportunity for recoding, where subjects inject rhythm or other process deviations into the procedure, rehearsal in and of itself does not seem to affect retention.

A Fixed Capacity, Stochastic Model of Human Information Processing. In spite of the heuristic value of the analytic, Scandura (1973) model, actual predictions were something less than perfect. For example, at load C-1, 16% of the items were missed, while at load C+1, 27% of the items were repeated correctly. In spite of our Herculean efforts to minimize idiosyncratic variation, by intensively training subjects on particular procedures, such variation still existed. Undoubtedly, there were lapses in attention, unwitting chunking, and other deviations from the ideal which
Influenced performance.*

One obvious way to account for such deviations is to introduce random variation into the Scandura (1973) model. There are two basically different ways in which extraneous processing may influence performance. Such processing may increase memory load, for example, where new, irrelevant information is unintentionally activated (e.g., via self monitoring, thinking of things external to the algorithm). Such information may replace needed information and thereby hinder performance. On the other hand, extraneous processes may reduce memory load, for example, where two digits are recoded as one unit (chunked).

Letting \( \alpha \) be the probability of an extraneous element entering the processor and displacing an element already present, and \( \beta \) be the probability of two critical elements being chunked into one unit, then \( \alpha^n \) and \( \beta^n \), respectively, are the probabilities of \( n \) extraneous elements entering the processor and \( n+1 \) elements being recoded as one. Accordingly, the probability of an error at the \( j \)th stage of processing is

\[
P(E_j) = \alpha^{C-L_j+1} \left(1 - \sum_{i=1}^{\infty} \beta^i\right) + \sum_{i=1}^{\infty} \beta^i \alpha^{C-L_j+1+i}
\]

which is equivalent to

\[
P(E_j) = \alpha^{C-L_j+1} \left(\frac{1-2\beta}{1-\beta} + \frac{\alpha}{1-\alpha\beta}\right)
\]

where \( C \) is the individual's capacity, \( L_j \) is the load at stage \( j \), and \( i+1 \) is the number of critical elements reduced to one chunk. Assuming the subject never corrects him or herself once an error is made, the probability of making an error in an \( n \)-state computation is

\[
P(E) = P(E_1) + (1-P(E_1))P(E_2)+...+(1-P(E_1))...(1-P(E_{n-1}))P(E_n)
\]

Implicit in equation (1) are the assumptions that there is a positive probability that no critical element is displaced \( (1-\sum_{i=1}^{\infty} \alpha^i) > 0 \) and that no chunking occurs \( (1-\sum_{i=1}^{\infty} \beta^i) > 0 \). These relations lead to the boundary conditions \( 0 < \alpha < 1/2 \) and \( 0 < \beta < 1/2 \).

* Although our training procedures were fairly intensive, our subjects were volunteers and hence not subject to the type of control that might have been possible had they been explicitly hired for purposes of the experiment, with attendant reward for "good" performance. To some extent, the algorithms taught could also have been somewhat ambiguous regarding memory load. For example, we did not attempt to formally represent distinctions stemming from whether items were to be stored or held in active memory.
Test One of the Stochastic Model. In view of the complexity of the above equations, parameters $\alpha$ and $\beta$ cannot easily be estimated using standard maximum likelihood methods. Instead, a computer program was constructed which considered all possible $(\alpha, \beta)$ pairs, representative of intervals of size .01 (i.e., $(.01, .01)$, $(.01, .02),..., (49, .49)$). The estimated values $(\hat{\alpha}, \hat{\beta})$ were the means of those $(\alpha, \beta)$ pairs for which the sums of the absolute differences between obtained and predicted data was less than some predetermined standard. (Details of the program may be found in Voorhies, 1973.)

The obtained $(\hat{\alpha}, \hat{\beta})$ estimates for each of the six subjects on tasks L, MCA, and CA are shown in Table 1. Figure 3 shows that these estimates provided a good fit of the data.

Table 1

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>MCA</th>
<th>CA</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>.08</td>
<td>.23</td>
<td>.09</td>
<td>.21</td>
</tr>
<tr>
<td>$S_2$</td>
<td>.62</td>
<td>.62</td>
<td>.62</td>
<td>.62</td>
</tr>
<tr>
<td>$S_3$</td>
<td>.23</td>
<td>.26</td>
<td>.29</td>
<td>.26</td>
</tr>
<tr>
<td>$S_4$</td>
<td>.16</td>
<td>.36</td>
<td>.26</td>
<td>.26</td>
</tr>
<tr>
<td>$S_5$</td>
<td>.20</td>
<td>.30</td>
<td>.29</td>
<td>.29</td>
</tr>
<tr>
<td>$S_6$</td>
<td>.38</td>
<td>.36</td>
<td>.36</td>
<td>.36</td>
</tr>
</tbody>
</table>

* None of the possible $(\hat{\alpha}, \hat{\beta})$ pairs met the required standard suggesting that these two parameters were not adequate to account for the data.

Figure 3. Obtained and predicted performance based on the stochastic model. Note: obtained and predicted performance of L overlap.
In general, the estimates of $\hat{\alpha}$ and $\hat{\beta}$ were relatively high, $\hat{\alpha} = .32$, $\hat{\beta} = .31$. There were only five cases where $\hat{\alpha}$ or $\hat{\beta}$ was below .15. This result seems consistent with both the experimenters' informal observations and the subjects' evaluation of their own performance, and suggests that both extraneous processing and chunking were involved to a considerable degree.*

**Study Two.** In spite of precautions to the contrary, the subjects' processing in the first study frequently appeared to deviate from the training procedures. This was evidenced by the use of (auditory) rhythmic patterns, slurring numbers, and even verbal reports by the subjects themselves. To determine whether this effect could be eliminated (or modified) a second study was conducted in which the subject was encouraged to also bring visual and tactile processes into play.

(Method). Four of the six subjects in the first study volunteered again to serve as subjects. Three of the six tasks (L, NCA, and CA) were used and presented as in the first study with the following differences: (1) Subjects were asked to "bring a picture to mind" of each digit presented but to eliminate the picture before processing the next digit. The analogue of an automatic slide projector was used. (2) Subjects were required to move their arms in sharp, up and down movements as digits were spoken in cadence with the metronome. After each task instance (problem) the subjects were also required to respond to an explicit evaluation sheet concerned with the extent to which they felt the problems had been processed as planned. In addition, one-fourth of the 36 problems for each task were presented on each of the four experimental days, instead of one task per day as in study one. The reported results are based on that two-thirds of the data, where the processes used were rated highest by both the experimenter and the subject.

(Results and Discussion). Using the same criteria as study one to determine the individual capacities (C) of individual subjects, the obtained estimate for each of the four subjects was one higher than in the previous study. For example, Sj's average capacity in study one was 7 3/8 (rounded to 7), whereas in study two, it was 8 1/4 (rounded to 8). Because of the higher incidence of chunking reported by subjects in study two and to facilitate comparison, the lower estimates were used consistently.

The experimental results are summarized in Figure 4. The drops between C and $C+1$ ($p < .05$), $C+1$ and $C+2$ ($p < .05$), and $C+2$ and $C+3$ ($p < .025$) are all significant.

Overall, the obtained results differed in two ways from those in study one: (1) the subjects performed at a generally higher level and (2) the relatively sharp drop in performance which was previously found between C and C+1 was replaced by a more gradual decline, spread over several load levels.

Although it was impossible to specify precisely the source of the generally improved performance, it seems unlikely that the experimental manipulation (between studies) more sharply distinguished the digits during the processing. Indeed, the subjects' comments on the post hoc evaluation form suggested that forming images (cf. Paivio, 1971) of the digits may have increased chunking. For example, the subjects reported that "pictures" of the digits often tended to linger and become superimposed on one another in memory, enabling them to "read" the digits off during recall.

* Although the small number of cases precluded statistical tests, the parameters tended to vary more over subjects than over tasks. The respective means of $\alpha$ and $\beta$ over subjects ranged from .20 to .45 and from .23 to .47, while over tasks $\alpha$ ranged from .28 to .38 and $\beta$, from .28 to .33. Furthermore, with the exception of $S_p$, the standard deviation of each subject's $\alpha$'s and $\beta$'s about his or her mean value was less than or equal to the standard deviation of the $\alpha$ values of the task means. In addition, with the exception of data points (.41, .06), (.46, .09), and (.37, .11), there is an apparent linear relationship between $\alpha$ and $\beta$, with $\beta$ roughly equal to 3/5 $\alpha + .16$. These observations could be merely happenstance, but they could also reflect the possibility that $\alpha$ and $\beta$ correspond to fundamental human traits, which like information processing capacity, may vary over individuals but be relatively stable across tasks, at least in certain kinds of task situations.
Figure 4. Performance at various capacity levels pooled over subjects, but adjusted for varying capacities.

Application of the stochastic model tended to support this interpretation; the suggested increase in chunking is reflected in the estimated values of $\alpha$ and $\beta$. (With respect to the individual estimates in Table 2, $\chi^2$ tests revealed no significant differences between obtained and predicted performance. In study one, $\chi^2$ was significant in only 1 of 30 cases.)

Table 2

$\langle \hat{\alpha}, \hat{\beta} \rangle$ Values at Critical Loads C - 1, C, C + 1

<table>
<thead>
<tr>
<th></th>
<th>L</th>
<th>NCA</th>
<th>CA</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>SJ</td>
<td>.44, .49</td>
<td>.24, .45</td>
<td>.31, .44</td>
<td>.33, .46</td>
</tr>
<tr>
<td>SB</td>
<td>.30, .43</td>
<td>.15, .43</td>
<td>.43, .48</td>
<td>.29, .45</td>
</tr>
<tr>
<td>SF</td>
<td>.33, .45</td>
<td>NS</td>
<td>.43, .46</td>
<td>.38, .46</td>
</tr>
<tr>
<td>SG</td>
<td>.12, .47</td>
<td>.21, .45</td>
<td>.33, .39</td>
<td>.22, .44</td>
</tr>
<tr>
<td>Mean</td>
<td>.30, .46</td>
<td>.20, .44</td>
<td>.38, .44</td>
<td>.30, .45</td>
</tr>
</tbody>
</table>
The obtained estimates of $\hat{\beta}$ averaged 0.14 above the corresponding mean in study one. In only two cases did $\hat{\beta}$ decrease, and then only by 0.04. Although the $\hat{\alpha}$ estimates for individual subjects and tasks, differed from study one, the average value ($\bar{\hat{\alpha}} = 0.30$) remained at approximately the same level ($\bar{\hat{\alpha}} = 0.32$). Furthermore, whereas the variability of $\hat{\alpha}$ was approximately the same in both studies ($\hat{\sigma} = 0.13$ in study one and 0.11 in study two), the standard deviation for $\hat{\beta}$ was reduced from 0.14 in study one to 0.03 in study two. The cause of this effect was not clear. One possibility was that directing the subjects to process digits simultaneously in multiple modes reduced the individual variation open to the subjects in study one. Another (related?) possibility was that the result was an artifact reflecting a boundary condition on $\hat{\beta}$.

**Concluding Comments.** Basic theory and individual results aside, perhaps the most important contribution of this research is the new method it provides for studying a wide variety of memory and information processing phenomena. Rather than having to rely exclusively on highly prescribed experimental conditions to control subjects' behavior, the proposed method of representing procedures (including processing loads) provides a feasible way of also manipulating the processes individual subjects use in dealing with such tasks. This possibility would appear to be especially important in working with relatively complex tasks. (In this regard, we note parenthetically that if there is one way (procedure) for accomplishing a given task, then according to a well known result in computer science there is an infinite number of other ways that will also work.)

Research along these lines could have important practical as well as theoretical implications. In mathematics education, for example, considerable attention has been given to research concerned with the relative efficiency of various algorithms in arithmetic computation -- between, say, the borrowing and equal additions methods for subtraction. The results of such research have traditionally been ambiguous. The proposed model provides a way not only for the explicit analytic determination of memory loads in using the respective algorithms but also a feasible method for obtaining definitive, empirical information.

On the theoretical side, the proposed methodology could provide a useful way of dealing with such perennial experimental problems as ensuring that an item is in short term store (or long term memory) when that is what we want (cf. Waugh & Norman, 1965). In most such applications, of course, further development of the theory itself will almost certainly be required. It is an open question, for example, whether the parameters $\hat{\alpha}$ and $\hat{\beta}$ are independent of processor load. Indeed, it is reasonable to argue that $\hat{\alpha}$ and $\hat{\beta}$ depend on processor load in two diametrically opposed ways. (1) The likelihood of extraneous processing and/or chunking could be a direct function of the availability of space for "turning around" on oneself. (2) On the other hand, extraneous processing and/or chunking could vary (directly) with cognitive strain. Another open question concerns the relative advantages of assuming that $C$ has an integral value rather than estimating $C$ as a data parameter.
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HOW CAN ONE CHARACTERIZE KNOWLEDGE STRUCTURES . . . ?

F. Schott
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Abstract

An approach to the construction of the contents, objectives and sequences of teaching within a formalized descriptive system.

The formalized descriptive system here proposed has two objects:

1. The exact definition of the structure of educational contents, teaching objectives, teaching sequences and behavioral change in a single formalized descriptive system.
2. The construction of a terminology for "educational contents", "teaching objectives" etc., in which all the concepts can be referred to the same formal system.

The proposed formalized descriptive system has three types of constructional elements: "building blocks", situations and changes. The "building blocks" consist of elements and relations. From these "building blocks" situations can be constructed; these represent propositions. From situations, changes can be constructed; these may represent teaching objectives, behavior or behavioral change.

The descriptive system permits both a quantitative determination of the contents and of the similarity between contents, and also the presentation of the structure of contents. Moreover, it permits precise discrimination between the content aspects and the behavioral aspects of objectives. Propositions can be represented unequivocally in three dimensions. The method of presentation derives from the work of Newell, Shaw and Simon, and that of Dorner.

The usefulness of the proposed formal system of description in the empirical investigation of different educational problems will be demonstrated through examples.
The system described below has been developed to facilitate teacher planning through the utilization of concepts and approaches drawn from information feedback and management. The basic assumption of the system is that each teacher can be viewed as a manager of materials, manpower, and production schedules, who is locked into a closed system of set demands and yet subjected to continuously shifting conditions requiring on-going decision making.

The closed system is the pre-set demands of a particular curriculum, bounded by the administrative strictures of school districts, demographic conditions, budget constraints, etc.; the manpower is the student population with which the teacher must interact on a daily basis; the materials are all of the non-human resources on which the teacher can draw in order to meet production standards, and the production standards are both the curricular and achievement averages which are posited as norms for any given grade or curriculum area.

Although the initial impetus for the system was a result of work done by the authors in the Program for Learning Studies at Children's Hospital National Medical Center under the direction of Dr. Mark N. Ozer, it is now utilized as a planning system for all classroom teachers in the elementary grades. Additionally, the initial target populations were learning disabled children who were identified as beyond the scope of the classroom teacher. At present, however, the system is viewed as generally applicable to any individual child, small group, or total class within a given learning structure.

System Principles

The system itself uses a demonstration-planning approach through which all of its major principles are exemplified. The administrative path through which the system travels is:

1) clinical interaction with selected learning disabled children and their teachers;
2) transfer of system-planning principles from the interface of single child and teacher to groupings within the class;
3) transfer of system-principles to planning for the class;
4) use of the planning system on a selective basis where standard classroom planning techniques prove inadequate.

The system addresses itself to the principles of Energy Conservation (on the part of the teacher); Differential Production Frameworks (on the part of the child); Information Feedback (between teacher and child). Each of these principles is exemplified in a specified segment of the Demonstration System described below.

The Demonstration System

The Demonstration System is composed of three major phases, each one illustrating a particular strategy framework through which information and problems can be presented to the child. Each of these frameworks illustrates an organizational principle relating to the information delivery, and a functional principle relating to problem solving. The organizational
principle refers to the teacher's role, and the functional principle to the child's role. These frameworks are:

I. Programming/Logic
II. Modality Variation/Patterning
III. Focus/Reasoning

Each of the strategy frameworks encompasses a series of tasks of graduated difficulty, with each task utilizing the problem-solving information developed through its predecessor task.

Cutting across all of the strategy frameworks is a cueing system which is operative for every task. The cueing system allows for the manipulation of information vis-a-vis the initial instruction, so that each child can be guaranteed successful solution and/or completion of the task. It addresses itself to elements of the initial problem and the range of possible solutions, and involves the following three steps:

I. Identification. This cue reformulates or restates the initial instruction, but maintains all of the complexity of the original problem and the original solution.

II. Isolation. This cue focuses on specific parts of the problem, and the objective is to reduce the probability of student error. Although the initial presentation of the problem is reduced, the complexity of the solution remains intact.

III. Manipulation. This cue allows for changes in any or all parts of the original problem. Further it may bring both teacher and child into physical contact with the materials of the problem and the original solution may be radically changed so long as a single element of each is retained. It must guarantee ultimate solution.

Surrounding both the strategy frameworks and the cueing system is a dual information feedback loop through which teacher and child are informed of progress at any given point in the system, and through which they are presented with the information necessary for decision making. This dual information feedback loop is triggered by a pre-arranged signal system in which the teacher and the child agree on a set of differential reinforcers. The first reinforcer is operative when the child has attempted solution but needs further help; the second reinforcer is operative when the child has achieved partial solution to a given problem; the third reinforcer is operative when the child has arrived at solution to a single problem; the fourth reinforcer is operative when the child has completed all his tasks within a single strategy framework, or set of problems; and the fifth reinforcer is operative at the completion of the entire demonstration.

1. Non-solution. The teacher uses a neutral phrase to indicate that further work is needed in order to complete the problem ("O.K. Let's work on it together.").

2. Partial solution. The teacher identifies the correct parts of the solution and reintroduces the initial instruction in order to complete the problem.

3. Single solution. The teacher utilizes a pre-arranged signal to let the child know that he has successfully completed the problem. This signal is agreed upon prior to the demonstration by teacher and child, usually by the child selecting a word or phrase through which he would like to be informed of his own success.
4. **Solution sets.** The child identifies the ways in which he arrived at a solution to X number of tasks, following the teacher's positive reinforcement of his success.

5. **Completion.** The teacher summarizes all of the successes (hits) achieved by the child, and asks the child which tasks and solutions he found most helpful.

The differential production principle is carried by the strategy frameworks. One of the major issues confronting most teachers in planning the management of their class, beyond the choice of curricular units, is the production framework through which they would like the children to arrive at problem-solution. Unfortunately, most teachers have not been trained to differentiate varying levels of production complexity. Thus, although their selection of materials and curricular units may be entirely appropriate for the class or any individual children, the method of production may be well outside their [the children's] range. In the demonstration, the Focusing/Reasoning Framework illustrates the simplest form of production, where all of the information is given to the child, the child's task then is to identify, or in some way manipulate that information without either creating new information or changing the original elements.

The Programming/Logic section identifies the final solution, but provides only part of the information necessary in solving the problem. The Production Method, therefore, (an intermediate one), demands no change in the initial elements of the problem, but requires that the child move from the known to the unknown on a binary decision path.

The most complex production tasks demand that the child totally reconstitute given information in order to arrive at exclusively independent production. This is illustrated through the Modality Variation/Patterning Framework. It is quite evident in the demonstration that each production method allows a range of tasks from the most simple to the most complex. It is not the problem and the solution that constitute the greatest challenge to the teacher's planning capabilities, but, rather, her ability to identify appropriate production methods for each child or each group in the class.

The energy conservation principle is carried by the cueing frameworks. Each of the three cues demands a differential amount of energy on the part of the teacher, vis-a-vis helping the child arrive at successful solution. In any learning framework, it is desirable to transfer maximum amount of energy expenditure from the teacher to the learner. In simple mathematical terms it is quite evident that the expenditure of a single energy unit from child to teacher has a value of one (1), whereas the expenditure of a single energy unit from teacher to class has a maximum value of n(1).* Thus, each time any part of the class experiences difficulty with problem solution, the teacher must be concerned with her selection of cues, in effect diminishing her available supply of energy. The cueing system used throughout the demonstration has a geometric progression in terms of energy expenditure. Each additional cue doubles the amount of manipulation and thus doubles the amount of energy expenditure. The first cue simply changes the nature of the verbiage involved in the initial instruction. The second cue requires manipulation of at least one part of the solution and one part of the

*\( n = \text{size of class} \)
problem. If we establish a model problem in which a teacher addressed 40 students and had half of them arrive at successful solution with each additional cue, we would see the following differences in energy expenditure:

<table>
<thead>
<tr>
<th>EU = ENERGY UNIT = CUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem I</td>
</tr>
<tr>
<td>(EU1) 40 = 40</td>
</tr>
<tr>
<td>(EU2) 20 = 40</td>
</tr>
<tr>
<td>(EU4) 10 = 40</td>
</tr>
<tr>
<td>120</td>
</tr>
<tr>
<td>Problem II</td>
</tr>
<tr>
<td>(EU4) 40 = 160</td>
</tr>
<tr>
<td>(EU2) 20 = 40</td>
</tr>
<tr>
<td>(EU1) 10 = 10</td>
</tr>
<tr>
<td>210</td>
</tr>
</tbody>
</table>

(CODE: Identification = EU1; Isolation = EU2; Manipulation = EU4)

What is illustrated in these two solutions is the difference in energy expenditure occasioned by differential ordering of cues.

The above problems do not mean to imply that teachers will invariably achieve 50 percent success at each cueing state. Rather, the first of the demonstration is to have the teacher recognize that starting with the simplest cues (in terms of EU), will ultimately allow her the maximum amount of time for those children experiencing maximum difficulty arriving at solution. Unfortunately, most teachers will start with the maximum EU cues, namely, manipulation of problem and solution, before they have tried the others.

**Administrative Path**

In the clinical application of the system, the teacher selects children with whom she is experiencing difficulty. Generally, these children are identified as learning disabled, but their problems may lie in either behavior or academic areas. The demonstration team works through the problems with each individual child in the presence of the teacher and any other school specialists who have had prior contact with the case. Following the demonstration, the teacher is asked to identify strategy and cueing combinations which [she felt] were most effective in helping the child. The teacher then selects a set of teaching objectives for the coming two-week period, and together with the demonstration team plans a series of lessons using the strategy-cueing combinations and the selected objectives. As part of the planning, they arrange a dual feedback schedule through which child and teacher will be informed of the move towards solution.

At the second level, from two weeks to a month after the original demonstration, the teacher and the demonstration team review the results of the initial planning, and select a new set of objectives. At this stage, however, the objectives are related to a grouping in the class, rather than towards an individual child. Once the strategy-cueing combinations are agreed upon, the demonstrators carry out an on-the-spot demonstration with the designated group of children.

The third level of the system is divided into two phases, again coming from two weeks to a month after the second level, with two weeks separating the two phases. Phase A is in the form of a Teacher Seminar in which all of the teachers involved in the system exchange information concerning effective techniques and reinforcement schedules. The demonstration team serves as a catalytic agent for this discussion. Following this exchange of information, each teacher selects classroom objectives and goes through a planning session with a member of the demonstration team.
During Phase B the teacher carries out a demonstration with the entire class. The demonstration team lends support, and the teacher and demonstrators review effective strategy-cueing combinations following the demonstration. At this point, the demonstrators are ready to withdraw from the system since the teacher has confirmed her ability to handle the management elements inherent in the planning system.

**Summary**

The Demonstration-Planning System rests on two cardinal assumptions: the first is that learning disabled children can function best if they are maintained in the regular classroom, and the second is that once teachers receive sufficient help in planning the management of their classrooms, they are fully capable of dealing even with the disabled learner and helping him move towards success. The principles of the system emphasize energy conservation, differential production and information feedback through the use of a demonstration model divided into strategy and cueing components. Ultimately, the thrust of the system is to diminish the necessity for outside consultants and specialists by enhancing the teacher's ability to organize and manage the classroom.
HETERARCHIES AND THEIR RELATIONSHIP TO
BEHAVIORAL HIERARCHIES FOR SEQUENCING CONTENT IN INSTRUCTION

M. David Merrill
Andrew S. Gibbons
Brigham Young University

As a background note it should be indicated that over the past several years we have been involved in attempts at content analysis working with subject matter experts in several disciplines as a necessary step in the design of instructional materials. We started in this process by a rather literal application of Robert Gagne's hierarchial analysis. More recently we have developed primitive heterarchies as opposed to hierarchies in statistics, algebra, accounting, physical fitness, and to a somewhat lesser extent in freshman composition. Another group under Steve Anderson (BYU-ITV) have identified primitive heterarchies in about a dozen areas including such diverse topics as child development and interview skills. This experience has convinced me of the following:

1. Adequate instructional development cannot proceed without some kind of careful specification of the content structure involved.

2. Instructional development proceeds more efficiently and effectively when guided by a previously analyzed content structure.

3. Content analysis can proceed quite independently of concerns for instructional strategies or delivery systems, or student behavior. It should be noted that it is the interface of concerns with all of these facets of the instructional process that results in instructional products or programs.

This paper is not a report of this practical experience but is much more abstract and theoretical.

It should be noted that the author is not a philosopher. The content of this paper however, is very much in the realm of philosophy. The author is not a practicing experimental psychologist. However, this paper is very much related to work in cognitive psychology. The author is not a linguist. However, this paper is very much concerned with language. What I have to say has probably already been said by scholars in these fields. As indicated my orientation is instruction and instructional development. These ideas have been useful in helping me to think about describing subject matter for the purpose of sequencing it for instruction. If the ideas are not new at least they are not widely known among those who are involved in the day-to-day analysis of subject matter for preparing instructional materials.

Summary

A heterarchy is a representation of the relationship between the components of subject matter. A hierarchy (especially as defined by
Robert Gagne (1968) and as widely applied in instructional development) is a representation of the relationship between the behaviors of students as they interact with subject matter. A premise of this presentation is that the components of subject matter and the behavior of students are independent phenomena. Hierarchies have frequently been used to sequence instructional interactions. Applying student behaviors to a heterarchy suggests that there are many alternative ways to sequence instructional interactions only one of which is hierarchical.

It is proposed that subject matter consists of the imposition of structure on the world of objects and events. Content analysis is the process of representing this structure by means of some symbolic metaphor. Instructional analysis is the process of sequencing components of subject matter and prescribing student interaction with these components in such a way that the student can remember and use all or part of this structure in explaining and manipulating his environment in predictable ways.

Subject Matter

Subject matter consists of referents which have been organized into concepts which are related by operations. Subject matter is represented by symbols which are combined into a language which forms a metaphor for the referents and their relationships that exist in the "real world." Let's explain this statement.

A REFERENT is an object or event which did exist, which does now exist, or which can at some future time exist "out there" in the "real world." By events we include behaviors of humans as well as natural events which occur without human intervention. In the "real world" there are innumerable such objects and events. However, they do not constitute components of subject matter until they are given some organization. Without organization they are raw facts -- matter unorganized.

In order to comprehend the world, man imposes order by arranging referents into categories which share common characteristics. The formation of selected sets of objects and events into classes constitutes the first step toward defining subject matter. Note that this organization can be imposed by a single individual and in fact, some esoteric organization is probably imposed by each of us as we experience the world. However, it is not until an individual persuades a significant group of other individuals to adopt his categorization that we have socially significant subject matter.

Objects and events are not static but interact with each other. One significant class of categories are those events that relate one object or event to another. Such events may be relational such as inclusion, exclusion, and order or they may involve processes such as transformation, composition, and decomposition where objects are changed by the interaction into members of a different class.

SYMBOLS represent a special class of objects which can be used to represent the members included in a given class of referents. The word referent suggests that given objects or events are those elements that are
referred to by a given symbol. Such symbols can be words, mathematical notation, musical notation, and a wide variety of other special notational systems which have been developed to represent the classes of referents that have been defined.

**Language** consists of procedures for combining symbols such that the combinations form a metaphor for the interactions of referents. Languages also have the characteristics of having logical relationships of their own such that not every statement or even every symbol constituting a language system must have a metaphorical relationship to referents in the real world. Languages are usually not completely isomorphic with referents. A given language statement often adequately represents only some of the attributes of a given relationship between referents or particularly between classes or referents.

For purposes of content analysis for instruction, subject matter can be said to be comprised of only two components; concepts and operations. A **concept** has three aspects: a set of referents, a symbol-label which stands for the set, and a language statement which provides a representation of the critical characteristics of members of the set. Such a statement is usually called a definition.

An **operation** also has three aspects: a set of event referents, a symbol-label which stands for the set, and a language statement which provides a representation of the critical characteristics of members of the set. When such a statement is expanded to include identification of the concepts affected by the operation it is called a rule.

Some additional elaboration of representation is probably desirable. A given referent can be represented in varying degrees of fidelity. An object can be represented in varying degrees of fidelity. An object can be represented by a model which may be almost completely isomorphic with the referent except in perhaps one dimension such as size; a picture is less isomorphic with relevant characteristics than a model but much more isomorphic than a verbal description. A similar argument can be made for events using such forms of representation as simulations, motion pictures, video tapes, etc.

**Content Analysis**

Given the above definition of subject matter, content analysis is, on the surface, a very simple process. First, identify the concepts that constitute a given discipline or portion of the discipline that is to be taught. Second, identify the relationships between these concepts. Third, using an appropriate symbol system represent this structure. Such a representation constitutes what has herein been called a heterarchy.

**Heterarchy Representation--Problems and Challenges**

As it turns out the adequate representation of heterarchies is somewhat more complex than at first appears. Listed very briefly without elaboration or review of possible solutions are some of the difficulties and challenges involved:
First: The first problem is the selection or invention of an adequate symbol system for metaphorically representing subject matter structures. It is quite clear that major developments in other areas of inquiry were greatly accelerated when an adequate notation system was developed. Michael McDonald-Ross (1974) clearly identified the challenges for developing such a notational system. His paper also reviews some of the systems which have been suggested by other investigators.

Second: Most subject matter cannot be described in a single dimension or even in a 2-dimensional space, it is instead multifaceted. It is rather apparent in many subject matters that assuming a procedural orientation to the subject matter in one set of concepts and relations but taking a theoretical approach results in a different configuration of concepts and relations. To be sure, some of the concepts identified as elements of one facet enter into the relationships of other facets. This multifaceted nature of subject matter also becomes apparent when one takes a descriptive as opposed to an application approach to a given body of subject matter.

McDonald-Ross (1974) and Pask (1971) feel that in almost every content analysis situation there are task structures related to problems which the learner is learning to solve and knowledge structures related to the logical interrelationship of concepts and operations. When one considers the variety of task structures which are apparent for a given rule set in many subject matters one gets a glimpse of the multifaceted nature of organized content. This problem adds a challenge to the identification of a notational system for representing content structures in that such notation must be able to unambiguously represent this multifaceted nature of subject matter structure.

Third: Not only is subject matter multifaceted but the concepts and relations constituting the subject matter are not all at the same level of inclusiveness. That is, some concepts are more general than others and completely subsume a group of other concepts. Some relations are between concepts at one level of generality and other relations are between concepts at quite another level of generality. If these inclusion relationships were nice orderly taxonomic structures the problem would be somewhat simplified. Often however the inclusion relationships involved are only partial. Furthermore, many of these inclusion relationships cut across facets of the subject matter in different directions. Another challenge for an adequate notational system is to capture the essence of these layered relationships.

Fourth: Evidence from cognitive psychology would convince one that none of us learn new concepts or relationships in isolation. We apparently build our mental representations of subject matter structures from that which we have already stored in our long term memories. This suggests that part of many subject matter structures are the classical analogies which can serve as a scaffolding metaphor for learning the new structure. A common example of such scaffolding content is the use of water flow as a metaphor for electron flow. Many other analogies exist or could be invented. An adequate notational system must represent such scaffolding and indicate the degree to which it is isomorphic with the concepts and relations constituting the target subject matter.
Student Behavior

In several other sources (Merrill, 1973; Merrill and Boutwell, 1973) it has been suggested that student behavior related to cognitive material can be classed into four types. (This is rather direct application of Robert Gagne's conditions of learning and is not new with the author.) These types are recall and recognition (recognizing the differences these are nevertheless treated as a single category), classification, rule using, and rule finding. It is assumed that these categories of behavioral events are independent of subject matter content. That is, any type of behavior might be demonstrated in relationship with any type of content. This suggests that several types of instructional interactions are possible:

1. The student can provide a label for a specific referent.
2. The student can state a definitional proposition.
3. The student can state a relational proposition.
4. The student can find and state a new proposition either definitional or relational.

Note that all of the above deal with the student's ability to handle the language metaphor which represents referents "out there." In addition the student can manipulate referents as follows:

5. The student can classify a referent as a member of a particular concept.
6. The student can use a given operation to manipulate referents.
7. The student can invent or discover a new operation and manipulate referents in a new way.

Note that these latter behaviors are usually necessary before one is willing to infer understanding or comprehension of the language metaphor.

The whole question of representation between symbolic language and referents has been omitted. Obviously between each of the extremes identified a student can experience all manner of simulation. For example, the manipulation of models rather than referents. The classification of pictures rather than referents, etc.

The possibility of inverse representation also exists. That is, the manipulation of objects which represent the language metaphor. In these cases language itself is the referent and the metaphor for language is objects. An example is the use of cuis rods in mathematics.

The Problem of Sequence

By definition a heterarchy has no implied sequence. That is, one should be able to start at any concept or operation in the heterarchy and by tracing through the network determine its relationship to all other concepts and operations in the heterarchy. It is possible to follow such a course in sequencing instructional events. Most of us, however, would probably subscribe to the position that some of the many possible sequences must be more efficient and effective for a particular learner than others.
After all, the evidence is pretty convincing that learners have some type of short-term memory which has a very limited capacity. Until the base of information stored in long-term memory has been increased sufficiently to provide meaning to the inputs, random patterns through a body of subject matter must be difficult for a student to handle.

Hierarchies

What is a Gagne type hierarchy related to the above description? Several possibilities exist. The following is one representative of these possibilities. Given a segment of a content structure consisting of an operation relating several concepts, the top box of a hierarchy would be the student's ability to manipulate given referents by using the operation. The next level of the hierarchy might consist of the student's ability to classify referents of each of the concepts which comprise the rule. The next level would consist of the student's ability to classify referents of attribute concepts which are used to define the main concept. An even lower level would be the student's ability to provide a label for a specific referent from each of the attribute and main concept classes. As Gagne (1970) indicated in the early descriptions of the hierarchy the ability to state the definition or the rule are probably not part of the hierarchy but may be included as parallel behaviors.

Most interpreters of the Gagne type hierarchies assume that the correct sequence of mastering such a hierarchy is to start at the bottom and to make sure the student masters each prerequisite item as he proceeds through the hierarchy. In the case cited, perhaps the first task for the student should be in the "top" box. By giving the student referents and clearly indicating that they do indeed belong to the component concept classes the student can then be taught the use of the operation without having the necessary "prerequisite" classification skills. Granted this may not be the "real world" performance required when he won't be given clearly identified referents. The sequence would proceed by moving out in the heterarchy from the operation. After he has learned to use the operation given referents he is then taught to identify given referents of the concepts when the attributes are pointed out to him. Then he learns to point out the attributes himself and so forth. This is a simple hierarchy but the same principle applies to more complex hierarchies. The student is initially given enough information to enable him to perform complex operations. Having learned the operation given prerequisite information he is then progressively required to provide more and more of the prerequisite information himself. Again considering current work in cognitive psychology this sequence might provide a much better orientation for the student as he works back down the hierarchy because he knows the intent of the instruction. When he must learn to classify referents of a concept before he knows why or in what way the concept enters into meaningful relationships it is probably difficult for him to represent such concepts in his long-term storage in a way that facilitates retrieval.

Space limitations prevent the exploration of sequences involving different levels of the heterarchy or sequences employing analogous concepts. In all cases the consideration of heterarchies and the application of student
behavior to such heterarchies makes clear that hierarchies represent only one approach to the sequencing of instruction.

Why is Content Analysis Necessary

Why isn't task or behavioral analysis sufficient? In specifying subject matter for instruction three questions need to be answered: (1) What is there to teach? (2) Of what there is to teach, what should be presented as part of a given instructional system? (3) In what sequence? Limiting our analysis to tasks or student behavior increases the probability of the following types of errors: first, teaching performances rather than meanings; second, omitting significant content; and third, failure to teach organized subject matter systems as systems.

A task analysis can identify the steps that a student must take to perform a given task or to produce a particular outcome. If we assume that the proper sequence for teaching is the same as the performance sequence we are likely to greatly complicate the learning process for many tasks. The performance of steps in a sequence on the job often implies knowledge of why the step is being performed. This suggests that an understanding of the concepts and operations underlying the performance will in many cases facilitate acquisition of the performance. Furthermore, in many cases a given algorithm or set of performances represent only one of the many possible ways that a given outcome can be produced. Limiting the instruction to the performance behaviors makes new learning necessary for the student to engage in alternative procedures. Providing a grasp of the underlying content structure not only enables the student to more easily grasp alternative procedures it may even facilitate his developing his own algorithm for performance.

Second, when we limit instruction to the behaviors identified as a result of the analysis of a given performance we are likely to omit understanding that may be necessary for performance in other situations where some of the conditions for performance may have been altered. If on the other hand all of the concepts and operations involved in the performance of a given task have been taught and the performance has been taught as a special application of this knowledge it is much less likely that significant concepts or operations will have been omitted from the instruction.

Third, there is merit and necessity for students to learn organized subject matter without ever applying it to specific performances. This is especially necessary for learners who will pursue creative careers which will push back the frontiers of knowledge in such areas. Limiting the analysis of subject matter to task or behavioral analysis makes the identification of organized bodies of subject matter difficult. Based only on task or behavioral hierarchies, it is not easy to determine a sequence for presenting such organized bodies of knowledge. A careful subject matter analysis and a resulting heterarchical representation of that subject matter greatly facilitates the organization of that content for instructional presentation as well as giving the student a representation of the subject matter which facilitates his own storage and retrieval of the content in memory.
Conclusion

A hierarchy is a structure that results when student behavior is applied to the components of concepts and relations of a part of a heterarchy. The assumption that instruction should follow a sequence from the bottom of a hierarchy to the top may not be justified based on work in cognitive psychology. By defining heterarchies the determination of many other sequences becomes more apparent.

In content analysis, the major tasks lying ahead involve the more detailed identification of the interrelationships of facets of subject matter structures and the identification and specifications of an adequate representational notation for representing this subject matter.
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A NEW TYPE OF TEST OF COGNITIVE FUNCTIONING:
AN INTELLIGENCE TEST BASED ON FINITE AFFINE GEOMETRY

Zoltan P. Dienes
University of Sherbrooke

The construction of this series of tests started with a mathematical analysis of Raven's Progressive Matrices. It seemed that some of the mathematical content was interesting, but that there was no well discernible system in building up mathematical hierarchies. Perhaps a test might be interesting in which such mathematical hierarchies were used, reaching more and more complex levels of construction and thinking. Finite vector spaces, and the corresponding projective geometries seemed a good subject matter, and experiments with individual children and with classes of children seemed encouraging. Reasonably normal curves were obtained on achievement in solving problems in this area by ten year old children. In order to provide room for generalization, a line was withdrawn from a finite projective geometry, thus creating an affine geometry. Such a geometry always has a square number of points and so would lend itself to a matrix type of layout.

The first experiments were done on a 9-point affine geometry, obtained from a 13-point projective geometry, itself obtained from a 27 element vector space, where the scalars were 0, 1, and 2. Pictures of boys and girls and dogs were used, so that no picture contained more than two of any kind of creature. The pictures were paired as pairs of additive inverses, meaning that the sum of two pictures in a pair, taking the creatures independently, always came to zero modulo 3, namely to 3 or to 6 in practice.

The layout was as given in Figure 1.

The first test was to learn to recognize properties that were true of a certain number of pictures, and find in fact all the pictures which possessed that property. The properties increased in level of complexity as the test was done. There were, in the 9 by 9 matrix four types of property. (see also table 1).

(1) The absence of a certain kind of creature.
(2) The presence of two kinds of creatures in equal numbers.
(3) The "sum" (modulo 3) of two kinds of creatures is zero (namely zero, 3, or 6).
(4) The "sum" (modulo 3) of two kinds of creatures is equal to the number of the third kind of creature.

Subjects were taught one kind of property, then they had to find the remaining pictures with that property. then all the pictures possessing similar properties. The subjects were taught the next type of property, and so on, until they had gone through all four types of properties.

Next they were told that all the pictures of the kind they have been working on had not been drawn. They were to draw them in the four divided circles provided, or write their names if they preferred.

It was interesting to score on the following points:
(i) Had the subjects noticed that there were never more than two of a kind in a picture?
(ii) Had the subjects noticed that the sum modulo three of the upper half and of the lower half of each disc was zero?

Finally they were asked to find a common property to all their drawings. This was that the total sum was zero. This property had not been met in the drawn pictures in the matrix, and had to be "discovered" by the subjects.

Part B of the test was an inversion of the procedure. A list of twelve properties, pictorially and verbally presented, was provided. On each page subjects found a certain number of discs marked in black, and they had to identify the property possessed by all the pictures encircled.

In other words, the first part of the test required a passage from properties just learned to pictures possessing these, the second part from sets of pictures to the common property of all the pictures.
**LIST OF PROPERTIES**

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>NO DOGS</td>
<td>NO GIRLS</td>
<td>NO BOYS</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>BOYS same as GIRLS</td>
<td>DOGS same as BOYS</td>
<td>GIRLS same as DOGS</td>
</tr>
<tr>
<td>E</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>BOYS together with GIRLS are equal to ZERO</td>
<td>BOYS together with DOGS are equal to ZERO</td>
<td>GIRLS together with DOGS are equal to ZERO</td>
</tr>
<tr>
<td>H</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>BOYS together with GIRLS are equal to DOGS</td>
<td>DOGS together with BOYS are equal to GIRLS</td>
<td>DOGS together with BOYS are equal to GIRLS</td>
</tr>
<tr>
<td>K</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Don't FORGET that when you ADD 3 counts as 0, and 4 counts as 1.
CRITERIA FOR COGNITIVE STRUCTURES: REFLECTIONS ON PIAGET'S THEORY OF GENETIC EPistemology AND INTROSPECTION

John Limber and Michael Chiseri
University of New Hampshire

It is obvious even to the casual reader of any of Jean Piaget's many volumes, that he is concerned with much more than child psychology. For over 50 years Piaget has developed and refined a theory of genetic epistemology (TGE), a theory about the growth of human knowledge. Among the many implications of that theory is a claim that scientific thought has its beginnings in the characteristic development of children and, furthermore, that the growth of knowledge in an individual regulates the species acquisition of knowledge. The final cognitive level attained by a mature individual is determined not only by his biological development but by the cognitive level of the culture of that individual. Knowledge is thus normative. A member of a pre-scientific culture would not be expected to attain a level of formal or scientific thought.

Not infrequently psychologists have neglected these admittedly complex yet basic objectives of Piaget's work in their analysis of its concepts and structures. As a consequence criticisms of TGE are frequently off the mark. One cannot evaluate any concepts, cognitive structures in TGE for example, without a clear understanding of the role which those concepts play in the theory.

What are cognitive structures?

Cognitive structures are elements of explanatory theories of cognitive processes. Structures, concepts, or constructs are postulated to account for various psychological phenomena just as are constructs in physics or biology postulated to account for certain physical or biological phenomena.

It may be useful here to review a number of commonly accepted (e.g. Kaplan, 1964; Fodor 1970) features of such theoretical entities.

1. Structures are not to be confused with the behaviors they are presumed to explain. While the structures are inferred from these behaviors they are categorically distinct from observational measures like verbal reports, reaction times, or pointing responses. (2) The significance or meaning of any particular structure accrues in a number of ways including the multiple indices used to relate those concepts to observables and the network of relationships among the various concepts within a given theoretical system. As a result, one cannot simply evaluate the validity of one element of a theory without careful consideration of the overall role of that element within

the theory. (3) While the ultimate validity of a theory—and the elements within the theory—rests on their relationship with observables, it is doubtful that we can demand or specify any interesting logical (i.e. necessary and/or sufficient) relationship between theoretical entities and those observables. In other words it is unrealistic to expect to define a set of observable conditions that will define a theoretical entity, e.g. a child has a certain operational structure if (and only if) she solves correctly at least two conservation tasks. At best we can expect to draw such inferences with a certain probability of being correct. There is the inevitable error.

Criteria for cognitive structures

At this point we can turn to the primary subject in our paper—the issue of criteria or indices of cognitive structures in Piaget's theory of genetic epistemology (TGE). The broad substantive question here is—What are the empirical consequences of the various cognitive structures within TGE in order to account for the means by which the human mind goes from a state of lesser sufficient knowledge to a state of higher knowledge (Piaget, 1970, p.12).

A long-standing controversy in the literature on concrete operations concerns the indices of operational structures. Piaget and his associates typically require successful performance and an adequate verbal justification of that performance before concluding that a child is utilizing the structures postulated as emerging in the operational periods of development. Critics, from the earliest publication of Piaget's works, have attacked the use of verbal justification from a number of perspectives. For example, one recent critic (Brainerd, 1973) concluded that TGE fails to justify the use of verbal justification as a criterion and that judgments in themselves, that is a child's response to a dichotomous question about some quantitative relation between objects (p.173) appears to be the "minimum necessary" evidence for inferences as to the presence or absence of a particular logical structure.

Against the background of these general introductory remarks we would like to focus on two specific propositions:

(1) that judgments are insufficient criteria to assess cognitive structures of logical thought.
that a verbal justification criteria is clearly justified within TGE especially in the context of the construction of logical necessity and the consequent development of formal thought both within an individual and the culture.

On the insufficiencies of judgments

The basic point here is simply that reliance on a judgment criterion can lead to unacceptable and sometimes unnecessary errors as to the mode of thinking, or structure utilized on a given task. There is simply no one to one correspondence between judgments and structures. A child may get the judgment right for a number of reasons including multiple structures within TGE capable of solving the problem and a host of irrelevant hypotheses, subtle experimenter cues, etc. On the other hand the child may get it wrong because the appropriate structure is unavailable, an inappropriate structure was used though a suitable structure was available, memory deficits, inadequate experience, momentary distractions, boredom, etc.

Clearly the entire range of inferential errors open to the experimenter precludes any absolute certainty as to the structures giving rise to a particular judgment. The experimenter as always must attempt to minimize these errors using what the theory predicts and whatever other information he has about the situation.

It is useful here to distinguish two classes of inferential errors. Those that are specifically predictable from within TGE, that is intrinsic to it; and those errors about which TGE has nothing specific to say, but are part of the common lore of experimental psychology. Of these latter errors we have nothing much to say other than to point out that "fortuitous conservation" as Chiseri (in preparation) terms it, is much more of a problem with dichotomous judgments than with verbal justifications where the probability of a child coming up with an acceptable justification irrelevantly is very small in comparison with the probability of the child's making the correct judgment by chance.

The intrinsic errors, however, are much more important to use at this time. Within TGE it is not unusual that alternative solutions to a given problem are available; that is there exist two or more structures which in certain cases may be adequate to generate the identical judgment response. When this situation obtains, inferences from the judgment response back to the causal structure are subject to intrinsic error (a false positive inference). There is no mandate in TGE, insofar as we know, that individuals must use the most sophisticated mode of thought available to them.

Consider an extremely simple task. A child is presented with two different length and different color sticks. He is asked to say which of the two is bigger, that is, make a relational size judgment. In addition we can vary the means of presenting the sticks to the child: we can let him hold the sticks; we can hold the sticks ourselves out of his grasp; and we can present the sticks in sequence--not simultaneously--to the child. In all cases the child's task is the same--which is bigger? It would be no surprise to find that older children (5-6) solve all three tasks equally well, while
younger children (1-3) have increasing difficulty with the increasingly abstract, i.e. removed from direct action, tasks. Within TGE one might distinguish three modes of thought -- three distinct structures -- operating in the three versions of the task. These are a direct action mode, a perceptual action mode, and an image mode. In each case a comparison is to be made; but the manner of comparison differs.

The point of this somewhat obvious example is that particularly for the older children, using the judgment criterion alone, we would be unable to infer which mode of thought was employed in giving a correct judgment.

This fundamental point has been made time and time again by Piaget and his associates; it has also been made quite clearly by Smedslund (1969). Indeed the Piagetian framework is notable or notorious for the many alternature constructions that can be placed on a given class of behavioral events. This is perhaps the most serious difficulty with TGE. As another example, consider Piaget's (1968) comments on T.G. Bower's work on object constancy with young infants. Piaget argues that those experiments only show that recognition of a previously seen object can occur very early in life; positive performance on a recognition task alone does not imply conservation.

...it does not tell us whether for the baby the hidden object continues to exist when it is placed behind another object, or whether the object has momentarily ceased to exist, like an image that can disappear and reappear and then be recognized as having been seen already. The hypothesis of conservation would suppose a substantiation of reality and an organization of space; recognition by itself does not indicate whether this organization is present or not, or even whether such organization is possible or not at this age. (p. 979, fn. 7).

Another example concerns the so-called transitivity or seriation tasks. These are much more germane to our interest as they concern the distinction between pre-logical and logical modes of thought. According to Piaget, transitivity arises from the development of the seriation operation, approximately at 7 years. As always it is necessary to understand just what this notion implies within the Piagetian framework:

The child's understanding of transitivity may be tested by having subjects compare A and B and then B and C perceptually (from a series ACB) but then they must deduce A's relation to C, without comparing the two, which preoperatory subjects refuse to do. (1968; p. 102, emphasis added).

The operative word here is "deduced" in contrast to other words Piaget might have used, for example "compute" or "correctly judge". Merely eliciting the correct judgment that A x C is insufficient evidence to warrant the inference that a logical solution was employed. It is the mode of solution that is important not merely
whether or not the child solved the problem. Interesting experiments, such as those reported by Brayant and Trabasso (1971) that do not report assessing the mode of solution in transitivity tasks are just irrelevant to the validity of TGE. Brayant and Trabasso argued that memory or attentional deficits in children might well be responsible for younger children's failure to make correct "transitivity" judgments. They suggested that perhaps the younger children forget the pairwise relations, A CB, B C, etc. and as a result are unable to compute that A C. They convincingly demonstrated that if the younger children were trained on the pairwise comparisons until all ages reached a comparable level of recall, then all age groups made correct judgments at nearly the same high level in a five series A B C D E judgment task. This general argument, buttressed with their data, would be a powerful alternative to the Piagetian theory if the judgment criterion along were relevant to inferences about the transitivity mediating structures. That this is not the case is clear from Piaget's remarks cited above and elsewhere (Piaget, 1967; p. 50) where he explicitly cautions against permitting imaged-based solutions to substitute for logical solutions in such tasks. Although the matter deserves careful experimental inquiry, the Brayant and Trabasso procedure seems likely to maximize the use of imagery.

In order to infer that a logical structure was employed in a task, one must have evidence that the child see the logical necessity of his judgment as a function of the given premises A B and B C in contrast to more empirical, pre-logical, action, perceptual, or image-based solutions independently postulated within TGE. Alternately--or preferably in concert--the experimenter might seek a task where the effectiveness of various prelogical structures is minimized, or even better, would lead to an incorrect judgment. This is more nearly the case in a properly conducted conservation of liquid paradigm where the child's non-logical empirical strategy, e.g. "tall is more", comes into conflict with his intuitive tendency to conserve. It is the resolution of the disequilibrium brought about by such conflicts which ultimately brings about logical modes of thought.

While the judgment criterion is generally inadequate to discriminate among alternative structures within TGE, this in itself is not justification for the important role verbal criteria have in the investigation of logical structures. To do this we must turn to the extremely important and complex role that language and the notion of logical necessity play within TGE.

LOGICAL NECESSITY AND INTROSPECTION

Our argument is essentially that logical necessity is an intrinsic conscious correlate of logical thought and that evidence for the presence of necessity is to be found in the child's verbal reflections or introspections about his causal mental operations.
In addition, we want to emphasize that neither necessity nor its verbal correlates are merely incidental indicators of logical structures, comparable say to other indices like GSR or pupillary dilation. Instead these verbal reflections—a product of one stage of development—become the raw material for the transition into the stage of formal, analytical, thought processes within an individual and the emergence of science in a culture.

Logical necessity -- a state of consciousness.

It is no coincidence that critics of TGE who tend to disregard the verbal justification criteria for logical structures are also likely to completely misconstrue the notion of logical necessity. One such critic (Brainerd, 1973, p.175) in the course of dismissing Smedslund's arguments relating verbal justification to necessity remarks:

Many Piagetian tasks involve only approximate physical properties of objects about which there is no logical necessity at all. This is especially true of conservation problems...whose "logic" is disproven in modern relativity theory.

Necessity, of course, has absolutely nothing to do with physical properties of the world or physics other than as a construct in a theory, TGE, that seeks to explain the development of physics as a product of the human mind. Logical necessity in TGE is a state of mind or consciousness that emerges into awareness upon construction of logical structures in the operational child. Piaget (1973, p.26) says:

...following the formation of a structure one observes on its completion some modifications in the subject's behavior which are difficult to explain otherwise than by that completion itself, in other words by the "closure" of the structure. These are fundamental facts which are translated into consciousness of the subject by feelings of obligation or of normative necessity and in his behavior by obedience to rules...The feeling of logical necessity difficult to evaluate like all states of consciousness, will be translated in behavior by the use and recognition of transitivity.

2. In this connection, recall Braine's (1959) observation that while many children solved his problem, his older children (6-7 years) displayed a different attitude or "set" than did the younger children who solved the problem (4-5 years). Braine says of the younger group: they seemed to lack the attitude of the older Ss expressed in the words, "I know one's bigger, but they look the same." Braine notes others have characterized abstract thinking as an attitude rather than as an ability.
Before proceeding, it is imperative for us to clear away a basic confusion related to the misunderstanding of necessity. The basic experimental paradigms in TGE designed to assess logical operations are surely not meant to determine if the child can perceive minute differences in length or amount. They are designed to ascertain whether or not a child can take certain premises and then logically derive a conclusion—the judgment response. For the most part the truth or falsity of the premises and/or the conclusion is a secondary consideration (cf. Flavell, 1963, p.160). Indeed critics (e.g. Hall and Kingsley, 1968; Brainerd, 1973) are quite right—but irrelevantly so—when they point out that rarely if ever are the amounts precisely the same after a transformation in a conservation task. Surely one does not want to be in the position of accusing a physicist who says "not same" in a conservation paradigm of utilizing pre-logical thought structures while the confident operational child who boldly asserts "of course they're the same", oblivious to effects of sublimation and surface tension is declared to be using logical thought structures. We do not anticipate anyone working with subjects drawn from a mixed population of young children and physicists. The point is that the use of judgments in themselves do not permit a theoretically motivated alternative interpretation of the same judgment or the same interpretation of alternative judgments. This is not the case within TGE where the mode of thought, not the outcome, is the focus of interest.

To summarize, logical necessity does not refer to states in the physical world; it refers instead to a conscious attitude that develops in the mind of an operational child as a function of the emergence of certain logical operations internally and certain external, normative factors. It still remains however to explicate the empirical consequences of this attitude in the behavior of the child.

**Introspection and consciousness.** The Piagetian answer to this perplexing problem has from the beginning relied on a child's verbal explanation of his judgment response. Our reconstruction of the role of language in TGE, while vague in places, is essentially as follows. (1) Developing mental structures are "translated" into consciousness as described above. (2) Via language one has access to consciousness although introspective reports are by no means veridical reflections of ongoing causal mental processes. They can however reflect the logical attitude or feelings of necessity engendered by the emergence of logical operations at the causal level. (Piaget often speaks of the logical and causal levels proceeding in parallel, e.g. 1973.)

While language cannot explain thought, language becomes increasingly necessary as thought becomes more abstract. Piaget (1967; p.98) says specifically that language is a necessary but not sufficient condition for the construction of logical operations.
It is necessary because without the system of symbolic expression which constitutes language, the operations would remain at the stage of successive actions without ever being integrated into simultaneous systems or simultaneously encompassing a set of interdependent transformations. Without language the operations would remain personal and would consequently not be regulated by interpersonal exchange and cooperation.

In brief, language serves to symbolically condense or generalize operations and to socialize thought. As a result of this socialization, knowledge becomes explicit and communicable in contrast to intuitive, tacit, or personal knowledge; in large part this is what is implied by describing both science and formal thought as formal.

Recall that a primary objective of the theory is to account for the achievement of the level of formal thought in certain (but not all) cultures. Formal thinking is characterized as analytic, hypothetico-deductive, propositional, and of course formal. It is no accident that these terms also apply to generally accepted characterizations of science. Nor is it, we believe, a coincidence that these descriptions are also commonly ascribed to the functions of the dominant (generally left) cerebral hemisphere—the locus of propositional language (and by some accounts consciousness itself, Jaynes, 1973).

Time does not permit further exploration of these ideas here. However we would like to conclude with a summary of several basic points.

1. TGE is the most comprehensive theory of its kind. It encompasses phenomena that need to be related within one theory but generally are not.

2. Its most troublesome aspect is a certain vagueness and richness of structures permitting it to assimilate all phenomena to it, rendering it impervious to refutation.

3. While we are sympathetic to the problems in using verbal criteria as indices of mental structures, these are pragmatic problems, e.g. a concern with reliability and experimenter induced demand characteristics rather than with the validity per se of verbal justification. The use of judgments alone is certainly insufficient.

4. Non verbal means of investigating logical structures should be encouraged, e.g. Smedslund (1969) and particularly Miller (1973). Braine's (1959) observation should be followed up. In addition we raise the possibility that the shift from pre-logical to logical thought may be related to a shift in relative reliance on processes characteristic of the (generally) right and left hemispheres, respectively.
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It is the proposal of this paper that there may be a "stage", in the customary Piagetian sense of "stage", beyond the formal operations stage that is usually understood by Piagetians to be the capstone of intellectual development. It is the purpose of this paper to outline characteristics of this proposed new stage, and to show a basis for calling this proposed new stage a continuation of the kind of intellectual development Piaget has described.

Criteria for a Piagetian stage

Merely showing empirically that new responses are learned after formal operations settle stably in the intellectual functioning of the growing person is not a justification for saying there is a new stage beyond Piaget's formal operations. That is, new skills may be learned by an adult who developed formal operations as an adolescent. New social and emotional skills, on-the-job skills, artistic and educational skills might be learned, but none of these skills need be taken as further progress along the route marked by sensori-motor, preconceptual, concrete operational and formal operational thought. To show that a new set of skills is a part of the Piagetian course of development one must define the directions taken by that route, the modus-operandi and modus-vivendi captured by Piagetian theory. Then one must show that any proposed further stage fits the direction followed in the Piagetian map of the child's development. It should not merely be an amplification of a previous stage or a refinement of the previous stage. It should introduce new problems for intellectual growth, while following the pattern of growth evident across all the previous stages. Accordingly, this theoretical essay will attempt to extract from the Piagetian corpus essential features of the Piagetian child's intellectual development, and show what to expect in any further development along the same lines.

Since this is a theoretical paper, no presumption will be made that Piaget's theory is right or wrong. Piagetian theory will be considered "in abstract", the aim being to determine whether the set of Piagetian postulates inexorably leads to a stage beyond formal operations. While hypothetical examples and empirically-obtained examples of the types of thinking found in research in Switzerland, Britain and Canada will be offered in this paper, these are intended as illustrations of possible stages, not as proofs that large-scale coherent stages exist.
To document the appropriate references that have been influential in the genesis of this paper, line by line, would be very repetitious. It is hoped it may be acceptable to record that the major Genevan works included several by Piaget alone (1950, 1970a, 1970b, 1970c, 1971), ones by Piaget and Inhelder (1958, 1969), and among commentators Elkind (1970) was particularly useful on egocentrism, Wallach (1969) on conservation, and Langer (1969) on equilibrium. The general text by Flavell (1963) and the remarkably good brief introduction by Ginsburg and Opper (1969) were also helpful.

Piagetian Theory

The theory developed by Piaget includes a set of stages, called the sensori-motor, preconceptual, concrete operational, and formal operational stages. At times, Piaget describes these stages in highly abstract terms, using nomenclature borrowed from modern mathematics. His purpose is to argue in explicit terms that the operations and activities referred to by this abstract and formidable terminology are interrelated in certain precise ways - for example, "lattice" or "group" relationships are sometimes actualized in the child's thinking. In particular, problems of "conservation" and "decentration" (notably in the form of "egocentrism") arise on each stage, and interrelated solutions to the problems of conservation and egocentrism, on each stage, are essential to the child's progress from one stage to the next.

Piaget has a dynamic for development as well as a description of development's stages. Thus, development results from "disequilibrium", a conflict between two conceptions, which may be a conflict between the child's deductions and his observations, or a conflict between two deductions, or a conflict between two beliefs. Disequilibrium sets the stage for development, and if the child progresses from disequilibrium to equilibrium then he moves upwards on the Piaget scale of development. Equilibrium is present when deductions are in harmony with each other, when observations are in harmony with each other, when action and observations are in harmony, etc.

To show that a proposed new stage is a part of Piagetian progress it is necessary that it involve problems not captured in the foregoing list of stages, and it should involve inter-relationships between its problems. These inter-relationships need not necessarily involve "group" or "lattice" structures, but at least they should involve a set of relationships that bring issues like conservation and egocentrism into question, and full development in the stage should result in inter-related solutions to the problems of conservation and egocentrism. Also, the genesis of the stage should involve disequilibrium and full adoption of the stage's characteristics should result in equilibrium. Thus
major criteria for a Piagetian stage of development include (a) solutions to problems of egocentrism (b) solutions to problems of conservation (c) the solutions (a) and (b) should be inter-related and (d) the stage should be marked by the acquisition of a new equilibrium.

A cautionary note is in order at this point. One should not expect exact parallels between the patterns of intellectual problems within particular stages. Thus, while sensori-motor intelligence is supposed to fall into six sub-stages (roughly (1) reflex use (2) primary circular reaction (3) secondary circular reaction (4) coordination of schema (5) tertiary circular reaction and (6) invention of means) one need not expect each stage to fall neatly into equivalent sub-stages. With this disclaimer noted, the analysis may proceed, using for its basis the major criteria espoused above.

To continue the analysis, it is now necessary to ask about the characteristics of development that link one stage to the next. In this vein, returning to the set of stages outlined by Piaget, it is important to look beyond the particular stages, to both the relationships between the stages and the limitations inherent in each of the stages. In particular, what domain is explored in any one stage, and what then occurs as the next stage dawns?

The sensori-motor stage is important for the exploration of the domain of action. The child is mastering the organization of action on objects - learning to distinguish actions from objects, learning to detach an action learned in commerce with one object and apply it to new objects, and learning to fit actions together (to repeat an action, or to follow an action with another action in a sequence never before used). Ultimately, the child learns to invent actions. The limitations on sensori-motor intelligence expressly include an inability to represent or image an action and manipulate the internal representation of the action to solve a problem. While forms of imitation do appear quite early, these cannot be manipulated by super-ordinate intellectual operations to solve problems. As the child learns to generate and manipulate an internal representation, he passes from the purely sensori-motor to the next stage on the Piagetian chain, the preconceptual phase.

The cross-over from the sensori-motor stage to the preconceptual stage is suggested by an observation on Lucienne. Piaget puts a watch chain inside an empty box (Piaget, 1936; English translation, 1952). There is a very small slit at the opening of the box. Lucienne looks attentively at the slit and then, several times in succession, opens and closes her mouth, increasingly wider and wider each time. Then, unhesitatingly, Lucienne inserts her finger in the slit and pulls at the box to enlarge the opening, allowing her access to the chain. Then she grasps the chain.
In this observation, Lucienne seemed to represent the opening by a part of her body, and the representation was used to investigate the problem of obtaining access to the chain. The beginning of an ability to work with problems on an representational level of thought is indicated.

In the preconceptual phase, the child is fully capable of imagining invisible actions, and combining the imagined or internally represented events in new ways. He can explore his mental symbols and can invent mental symbols. However, he is typically unable to follow more than one dimension at a time; thus, he cannot successfully compare "yellow flowers" and "all flowers". He is unable to engage in intellectual comparisons that require comparing two dimensions, one of which is a reciprocal of the other, that is, a comparison wherein one dimension alters to compensate for change in the other. He lacks skills needed for comparing states and events; the child cannot work on or check his logic - he cannot assert logical necessity, only empirical necessity. There is no assurance that he will ever be able to retrace logical steps, e.g. to return from a conclusion to the original evidence.

The next stage beyond the preconceptual child, is the age of concrete operations, a stage when logical relations between concepts are being mastered. In this age, the child can assert a kind of necessity beyond empirical necessity. He can charge that some things are logically entailed. He is capable of manipulating the logical relationships between concepts. He can assert that change in one dimension compensates for change in another dimension, and so he can predict unobserved events, deduce conclusions, and indicate how to return to original evidence or states by retracing a sequence, or by using another sequence, never seen before. The child can check his logic and analyze intellectual procedures to see whether they are correct. However, he cannot organize a total set of dimensions into one system, and therefore he cannot proceed systematically through all possible combinations of the variables in a problem. The more he learns to organize combinations of variables the closer he comes to the next stage, where problems are conceptualized in terms of all possible combinations of variables.

In the next stage - formal operations - the child arranges a fully systematic process for coping with the dimensions and variables of a problem. Presented with a problem like determining the factors involved in a pendulum's action the subject can arrange a testing procedure that will examine all the factors in a comprehensive scheme. Once observations have been made, the subject can isolate the relevant factors. Once all possibilities have been conceptualized and the relevant factors have been empirically assessed, the subject can deduce what will happen in other possible (i.e. theoretical or hypothetical) circumstances. Thus, having determined that the roughness of the surface and other friction forces control the movement
of a rolling ball, the subject can deduce what would happen in the hypothetical circumstance where all the friction forces are reduced to zero - the ball would roll indefinitely, an observation one may not be able to make in practice.

It is evident from the preceding description of stages that each successive stage overcomes limitations on the preceding stage. But that is not the whole story, or indeed the key to the story. If the growth of the child is put succinctly, the pattern in the growth becomes more evident, as follows: The sensori-motor stage is the stage of action. In the next phase, the preconceptual child can operate on a representational level — representing actions. In the concrete operational stage, the child can be logical about the relationships between his imaginal representations. Finally, the formal child can organize the logical relationships he clarified as a concrete child, and as a consequence he can deal with the hypothetical.

It is important to note that the actions of the first stage are the aliment or material or substrate of the second stage. Also, the representations of the second stage are the materials inter-related systematically in the succeeding stage. The individual logical inter-relationships used by the concrete child are re-organized into a comprehensive structure at the formal stage. Action, representation, logic and the hypothetical — what should the succeeding stage be? The substrate of the next stage should be what was developed in the formal operations stage. If the material of the formal operations stages is to be organized afresh in the next stage, via "reflective abstraction" (Piaget, 1971), what will the processes of that stage be concerned with? Is there anything above and beyond what is actual and what is hypothetical — the real and the imaginary — the distinctions made by the formal operational child?

The formal operational stage is concerned with determining the rules for exploring causal variables; it should follow that the succeeding stage is concerned with examination of those rules and criteria for using those rules. Formal operations clarify the rules of explanation and verification, the laws governing seeking, finding, and applying explanations. As formal operations are the ground rules of empirical research, it is the rules governing these ground rules — a meta-theory, about those rules — that should develop in the succeeding stage. That is, the next stage should uncover procedures for determining what is and what is not a question that can be explored and answered. In place of the hypothetical, the post-formal-operations stage is a stage of meta-theory, in which the impossible or anomalous or insoluble becomes of concern.
Where the sensori-motor stage dealt with action and object, the preconceptual stage dealt with representations. The representations of the preconceptual stage are separated into "logically consistent" and "logically inconsistent" at the next stage. The representations of the concrete operational stage are reorganized at the formal operational stage into actual and hypothetical classes. In a metatheoretical stage, presumably these classes are further subdivided into empirical or syntactical—concerned with physical variables or concerned with rules guiding description and exploration of theoretical statements. Can a distinction between empirical and syntactical matters form the kernel of a Piagetian stage? Perhaps this question can be examined in the context of problems of egocentrism and conservation.

Egocentrism and Conservation

The problem of egocentrism for the sensori-motor child was to distinguish his own actions from those of objects. His experiences had to be distinguished into those pertaining to his body, and those pertaining to his environment. Egocentrism for the preconceptual child involved distinguishing his own symbols or images or internal representations (or dreams) from public symbols, or socially-agreed conventions of reference. As it were, the child does not distinguish his symbols into socially-transmitted and privately, individually invented. Egocentrism for the concrete operational child involves the growth of a point of view. He realizes that some of his symbols are his own idiosyncratic inventions, and he also slowly comes to the realization that he can take many points of view, and at the end of the growth of concrete operations, he realizes that he is the only person at a particular physical viewpoint at a particular time, and he can successfully predict what is visible from another observer's point of view. Further, as concrete operations give way to formal operations, he realizes when his opinions have been tested, and when they are as yet untested—that is, he distinguishes his conception of what is possible from his concept of what is fact. He no longer considers his idiosyncratic assumptions to be facts, and he will only report an event supporting his beliefs if he actually did make the observation.

In a meta-theoretical stage his assumptions would become divided into those that are testable against fact, and those which are principles for conduct. The conduct may be moral, flowing from ethical principles. The conduct may be investigative, flowing from a decision that a statement is testable. Or the conduct may be "formal" or "syntactical" or "autoclitic" in the sense of amending and polishing and manipulating concepts and logic in a theory, to make it more parsimonious, elegant, clearer, or internally consistent, and, of course, none of these features of a theory are directly related to empirical verification of propositions of the theory. Consequently, the meta-theoretical stage offers the child the opportunity to question questions, to ask whether questions can be answered empirically.
The problems of metatheory make it necessary to organize questions (not physical dimensions) systematically, into different kinds like "circular" or "unanswerable" or "leading toward infinite regress." Where some queries like "what is the difference between a duck?" are merely ungrammatical and are probably recognized as such quite early in development, questions, like "are you real?" or "do you exist?" are more sophisticated and are grammatically acceptable. They may be deemed unanswerable because they violate the rules of a metatheory about empirical statements, not simply a theory about statements - in general, i.e. the grammar about all types of sentences.

The particular metatheory involved here can be described in alternative terms and related to egocentrism, as follows. In any metatheory, "levels" of different questions are distinguished. In the particular case that is of concern here, one level is concerned with empirical variables one can experience. Another level is the person who is investigating or experiencing. The levels are confounded (in different ways) by asserting things like "I always tell lies" (which requires that the statement itself is a lie) or "I am experiencing Nirvana, i.e. nothing" or "I feel strangely as though I were dead" (which means that there is an experience of not-experiencing). For a more complex example, consider some issues centering on the concept of "free will".

It is one thing to assert that none of the organisms (including people) studied by an investigator has "free will". It is quite another thing for the investigator to assert that he, the person who studies the organisms, does not have free will. For some purposes, it might be useful - and consistent in a metatheory - to assert that he, the experimenter, freely follows verification rules, while determinism holds for the subject of the investigation. In particular, the metatheory might specifically indicate that there is no necessary conflict between the experimenter's experience that he makes free choices and his belief that his object of study is deterministic.

The belief can be an a priori assumption or a deduction from his evidence, but in neither case would it be necessary for him to conclude that he does not genuinely experience "freedom of choice" and therefore "free will" is not real. He can treat his own experience as one kind of evidence, and the results of experiments as another kind of evidence and simply assert that the two need not be considered as possible sources of contradiction. In this sense, he can legitimately and consistently want people to "feel free" while believing that individuals are governed by deterministic laws. (This solution to the free-will/determinism controversy may be a little weak, but out point here is simply that a decision about what sorts of evidence are useful to what issues can be taken at a metatheoretical level, to avoid some possible conflicts in evidence). If the experimenter offers these distinctions he is operating with metatheoretical
skills. Similarly, "the sentence I am uttering is false" might be described by a subject as invoking problems of reference in which useful distinctions between the sentences and its referents are not maintained. If this line of argument is invoked, the subject is acting on a metatheoretical stage.

The capacity to treat some facts or claims or even other people as objects of empirical analysis, and to hold oneself and ones theory in a different logical status is perhaps one of the key products of a post-formal-operations methodology for thinking. Notice that one is not simply asserting "I am different", which may simply mean i am more intelligent, or smaller, more careful or systematic, etc. The assertion is about logical status, not merely about different empirically-testable characteristics. The claim is about logical egocentrism not a political or social value-laden egocentrism. The claim is simply that questions like "Are Gandhi, Batman and Big Bird all alive today?" are different from questions like "Am I alive today?" It is perfectly acceptable for someone else to question whether you live and breathe, or whether you are a figment of someone's imagination, so some questions about "your reality" are sound, and empirical. The problem for the growing organism is to realize that some ways he proceeds to test the reality of his heroes can be applied by his friends to him, but he cannot logically apply them to himself. Thus the present analysis makes the purely logical suggestion that the formal operational child knows how to investigate - to use some methodology - but he is not clearly aware of the differences between questions that can and cannot be answered with his methodology, particularly questions about himself.

In this light consider the problem "prove that you exist": The formal operational subject would want to isolate all the relevant variables and obtain data from which to draw inferences. Consider how one Canadian undergraduate subject responded.

1. Existence is based on measurement. Therefore if I can be measured, I exist (scientifically speaking). I have height, temperature, etc. and therefore "exist".

The empirical bent is shown in this response. Notice how it avoids or begs the difficulty of identifying who is doing the measuring.

Given this capacity to suggest hypothetical circumstances, the formal operational child would be able to entertain the hypothetical idea that he did not exist. Thus, in part of one response is found:
S2. Carry out various experiments using the senses as apparatus to discover and test the place in space man occupies ... compile information and obtain results which would either validate or falsify the proposition.

The last phrase shows the thorough going consistency of the true sceptic, willing to put his own existence in doubt. Although consistent, and empirical, the response is limited in important ways. It may be more sophisticated than a flat undefended assertion like this problem is "funny" or "odd" or "meaningless". Yet its sophistication only opens the subject to troublesome predicaments that he cannot reject out of hand, like a less sophisticated subject. The sceptic's line of debate can echo and re-echo "prove it" even down to the level of questions like "prove you exist" and can entangle this kind of subject who treats all charges and questions as alike. In principle the formal operational child would not be able to respond to "Do you exist?" by taki the systematic view that the question is not open to e: "ical exploration in the same sense that "Does friction retard the movement of a rolling ball?" is open to investigation, proof and disproof. That is, the formal operational subject would not be able to aver that problems like "prove you exist" introduce special problems of definition and circularity and the logic of verification so that empirical methods are often irrelevant. In contrast, if a hypothetical subject responded as follows, his answer would have post formal operations characteristics:

S3. (Hypothetical): Either the question about my existence can be answered in ways that make reference to experience per se, or it does not. If it is to be answered with a reference to an experience, then the question presupposes an experiencing organism. Thus, it may be necessary to explore any one or any set of variables. Showing that a capacity for experience is assumed will suffice. If the question does not entail a reference to experience, then it cannot be answered at all. It would be, by definition of the relation between questions and experience, an insoluble problem. In like vein "prove that you are now dreaming" introduces logical conundrums.

As one undergraduate subject put it:

S4. I am not sure that this proposition can be evaluated successfully. Such an evaluation would deal with the assumed concepts of Dualism - the existence of both a spirit and a body entity. One must assume one or both of these entities exists.
Another put it, succinctly:

S5. What is existence? One must exist in order to prove one exists.

The problems of egocentrism involve failing to distinguish one's own place in the methodology for developing and representing knowledge. As a younger child thinks that his private symbols are public symbols - in the sense that he cannot distinguish the two - so a formal operational child has problems of egocentrism, because he treats certain kinds of insoluble and empirical questions as all of one type, missing the fact that some questions are merely questions of definition and he has a particular status vis-a-vis some questions. He egocentrically fails to distinguish his capacity for experience (as one level of analysis, or one type of evidence) from an object of study - which is just a part of his experience, or himself as viewed or considered by another person.

At this point in the analysis, a connection between egocentric problems and a conservation problem can be stated. Where above, the discussion centered on the Ego who asked questions, it is now necessary to focus on the parts of the questions that are asked, the terms of a discussion.

The non-metatheoretical subject may confuse levels used in analysis. This may have the result that a term introduced at one level or in one way is treated similarly to terms belonging to other levels of analysis or introduced in other ways. In other words, the non-metatheoretical subject would find it difficult to retain the fact that some terms are purely definitions and he will treat a term-by-definition like a term-with-empirically-determined-reference in the course of an argument or exploration. In other words, in the course of a train of thought, he cannot conserve the fact that some terms are introduced into the argument purely as definitions to aid the discussion. Where a younger child confuses fact and assumption - reality and imagined possibility - the older child may confuse definition and empirical finding.

Thus, if the above analysis is sound, the metatheoretical stage is concerned with ontology (levels of existence and experience), facts (or terms established by definition, and, presumably, cognate rules governing internal consistency in the manufacture of theory) and verification procedures (rules governing the points in a discussion where one can and cannot introduce empirical exploration).
The preceding analysis of a possible link between conservation issues and post-formal problems can be most clearly seen by way of examples. The general point is straightforward. The post-formal operations stage is one where the subject recognizes how definitions offered to permit terms to have utility in a discussion will necessarily lead to statements which are true, by definition of the terms used but which create a misleading impression that something empirical has been established. To take a hypothetical example:

S6. (Hypothetical) "The child beatings of today's society are due to the fact that infants do not have strong negative sanctions to apply to caretakers."

Is S6 making a falsifiable empirical claim? He will not be if one way to assess whether children have strong negative sanctions is to determine whether adult caretakers beat them. A commentator (who may be S6 himself) who fails to conserve the way in which the term "sanction" was introduced by S6 may be misled into thinking S6's assertion is a new piece of factual information and not a definition's consequences.

The metatheoretical subject recognizes how different definitions for the same term will lead to superficially different or even contradictory statements, which because of the different root definitions are in fact compatible. This is the implication of the capacity to hold on to - to conserve - the nature of definitions of terms, including different definitions or points of view bearing the same term. For example, the claim "science fiction is a glimpse of tomorrow" can be empirical or not empirical as follows: It is empirical if science fiction is defined as fiction whose kernel idea is an ostensibly or avowedly scientific hypothesis. It is not empirical if it merely implies that the way to determine whether a piece of fiction is science fiction is to see whether it ostensibly or avowedly is an attempt at describing what a future world might be like. Notice three different levels of sophistication shown in excerpts from evaluations of this assertion by Canadian undergraduate subjects.

S7: Science fiction is as, its name implies, purely speculation and imagination with no basis in fact.

This statement is at the concrete operations level, in which assertions are often made without regard for their basis in observable facts. The statement preceding this one in S7's protocol was: "no one can say what is going to happen or what is not even in the slightest", a clearly counter-factual statement, if predictions about simple cyclical events like nightfall and sunrise are taken into common consideration. Taken as a whole, this subject's response indicates an opioned form of thinking that avoids contact with an empirical ground.
S8. Consider several pieces of science fiction in great detail and decide whether (the) predictions are plausible or just someone's imagination at work. This might have to be done to many pieces of science fiction before a reliable conclusion could be made.

This response is more subtle than the previous one, in that the claim is related to a mode of testing, not flatly asserted. However, the testing procedure involves merely confronting the material, and making judgements in which the subject and the materials are the only items in question. The idea of introducing and considering or obtaining evidence about the referent of the predictions - the predicted events - is absent. The response is rendered somewhat sophisticated by a clear recognition of the problem of selecting an adequate quantity of material to be assessed. Nevertheless, a much better response is the next one, S9.

S9. Read up some old science fiction books written some time ago and see if the things written then are of any truth today.

This respondent went on to consider whether if old science fiction made accurate predictions, contemporary science fiction can be presumed to be predictive. The response is clearly empirical, and entails an investigator and two things to be related - contemporary events and old science fiction. Thus the subject is as empirical as S8, but more soundly so. In a class of 50 undergraduates given this question, an S9 type answer predominated. Yet perhaps it fails to grasp an important nettle. How are science fiction and the future related? Consider:

S10. In my opinion science fiction is a person's imagination presented for the enjoyment of others. These works could in fact be glimpses of tomorrow because it is people's ideas or imaginations that create the new ideas which make today different from yesterday.

In this answer, there is an initial care over definition, and a consideration of the necessary relationship between what has been defined and potential observations. The subject does not point out the particular difficulty mentioned above by the present author, that recognizing what is science fiction may entail noticing what is offered as predictive fiction, but his discussion has a comparable form in that important relationships between imagination and the future are involved in the assertion. Thus, the subject shows aspects of post-formal-operations thinking; in particular he showed how his way of defining a term would inevitably lead him towards other statements which could partly be outcomes of definitions and not completely fresh, testable and empirically verifiable assertions.
Consider a useful case from physics that shows how verification is at least in part a metatheoretical problem. At times, light has been considered as acting like waves. At other times, light has been considered as acting like particles. That is, light is sometimes X and sometimes Y, where X and Y are inconsistent. Inconsistencies in a theory are usually considered indications that the theory is faulty. Arduous attempts have failed to remove this inconsistency from the theory of light. Accordingly, it has been decided to allow the inconsistency to stand, and assert that in this case the inconsistency is acceptable. Thus, the rules governing the creation of a theory have been altered in this special case, pointing up the fact that these rules are arbitrary. Physicists prefer internal consistency, but will accept inconsistency if need be.

Another example that throws light on verification and the aims of a theory can be drawn from Greek philosophy. As Eaker (1947) puts it, Plato once defined man as a "two legged animal without feathers". Diogenes quickly appeared at the Academy with a plucked rooster and announced: "This is Plato's man". As a result Plato's definition was amended by addition of the phrase "with broad flat nails."

The story shows that enormous assumptions are made tacitly when a "featherless biped" description is offered. For example, this kind of definition is useful when one has to identify one class of animal from another in a natural or circumscribed setting. Definitions are usually useless when the setting is not clearly circumscribed, and Diogenes violated Plato's unspoken assumption that artificial intervention was not permissible. Diogenes could have repeated his disproof by taking a sledgehammer to the claws of the rooster, and "artificially" engineering broad flat nails. The lesson is that the general question "What is man?" can often be answered as a relative question: "What is the difference between man and X in certain settings?" Metatheoretical thinking deals in the organized understanding of these kinds of assumptions underlying such superficially simple and apparently purely-empirical questions like "What is man?".

The post-formal operations or metatheory stage is one that describes not merely the act of getting to know, but establishes what can and cannot be known, on logical grounds. It is a form of thinking that is important to all sciences, philosophy, and it has social ramifications too. That is, where the formal-operational child may assert that "all men are created equal" or "justice is an all-important principle" or "life is sacred" the meta-theoretical child would understand the belief that these statements are unverifiable. They are, he might assert, guidelines or significant presumptions rather than empirical assertions. The formal operational child may want to check religious beliefs for their accuracy. In contrast, the metatheoretical child may offer the view that claims like "There is a God" are not of the empirical type.
He might argue that definitions of God, Love, Justice, Beauty, the Rights of Man and related terms are not subject to worldly exploration. The basis of his argument would be the contention that some terms can be assessed for their consistency, but they cannot be proven or rejected on empirical grounds. They are inherently untestable as empirical matters. The definitions are bases for a discussion, for criteria for labelling events as "ethical" or "just" for example, not testable claims.

Within the logical system of a metatheory, the growing person comes to understand what is empirical, and what is not. He understands what is circular, and what makes empirical reference. When an argument is offered he may assert that the argument is about a definition, not about a testable proposition. For example, if A argues vehemently that Justice entails responding with an "eye for an eye" morality, and B contradicts A, demanding that A accept a view that Justice must be tempered with mercy, C, the metatheoretician will note that A and B are arguing about the definition of the word Justice, and their personal preferences.

The crux of logical puzzles or "conundrums" can be discovered at this stage of development, if the metatheoretician retains a grasp on levels of description. Consider the following conundrum:

No horse has two tails.
Every horse has one more tail than no horse.
Therefore, every horse has three tails.

A very interesting response - one that is critical for the present theory, one that has been given by several subjects in pilot testing - is the suggestion that one should take a sample of horses and count their tails. This is the epitome of the purely empirical response. Indeed, it is unduly empirical and it would be particularly unhelpful if it had happened that several pieces of totally inconsistent logic had stumbled onto a correct conclusion, as in:

\[ 2 + 2 = \text{a rich man} = \text{a "square"} = \text{four-sided} = 4 \]

Therefore \[ 2 + 2 = 4 \]

In the horse conundrum the effect depends on a play on levels of description, where "no horse" is made first a term in parallel to empirical horses, and then later, subordinate to empirical horses, as though it were one kind of empirical horse.

Hudson (1966) found one extremely high I.Q. highschool boy who responded to the horse conundrum:
Piaget would probably say S11 was engaging in pure "assimilation", playing with the conundrum, and Piaget might say that this kind of assimilation would most probably occur when the conundrum presented no difficulty to the subject's intellectual structure. Accordingly, it is interesting that this boy indicated considerable sophistication on other questions.

This boy - Hudson calls him Tarry - used incisive meta theoretical thinking to respond to general statements, as follows:

**Hudson:** Truth, in matters of religion, is simply the opinion that has survived.

**S12 (Tarry):** Why bring in the bit about religion?

**Hudson:** Happy the man with an interest to pursue in his spare time.

**S12 (Tarry):** Therefore he has no spare time.

Tarry seized on the definition of "spare time" and played with it, just as he realized that "opinions that survive" is one definition of "truth".

The manner in which the metatheoretician can call a camouflaged assumption into the light is reflected in another Tarry comment.

**Hudson:** A man ought to read just as inclination leads him; for what he reads as a task will do him little good.

**S12 (Tarry):** Some men's inclination leads to things other than reading.

Probably every psychologist is familiar with his own metatheoretical knots, especially those that arise in teaching. One of the most notable is the heredity-environment issue! This issue, phrased in certain ways, may be empirically answerable. But phrased in some ways, it is most certainly not an empirical question. Thus, to ask which influence - heredity or environment - controlled the development of (say) Mao Tse Tung, may be to ask a nonsense question. There would be no Mao without heredity, and no Mao without an environment. Phrased differently - could one produce a Mao with a different heredity? - it is still not subject to empirical proof if one's model of heredity and environmental factors assumes as a matter of principle (or by default) that one can compensate for loss of one inherited factor by boosting appropriate tough artificial environmental factors (special education, medical operations, etc.).
Only when a heredity/environment issue is phrased in certain ways can it be answered empirically. For example, one can determine a variance on I.Q. tests for a population. Then one might determine a variance in heredity factors (with some assumptions about error factors) and determine a variance in environmental factors (again with some assumptions about errors). One might then ask whether the contribution of heredity to variance in I.Q. scores is stronger than the contribution of environmental factors. Does the variability in heredity factors covary with I.Q. scores? Does the variability in environmental factors covary with I.Q. scores? These are empirical matters.

Equilibrium

Are there some disequilibrium conditions that are entailed by formal operations such that metatheoretical operations will result in equilibrium? The answer may be contained in some of the above examples and responses, notably the horse conundrum. In some responses, the role of empirical observations was inter-related, perhaps too closely, with the role of logic. Where all things about statements, including their logic, is assumed to be empirically testable, then an examination of an argument's conclusions is supposed to support or disconfirm the logic as much as anything else about the argument. This may put the cart before the horse in some crucial ways. That is, for some purposes it may be essential to assert that the only way to check the logic of an argument is by a further application of the operations espoused by the logic, not by an empirical test to determine whether the conclusion of the argument is correct. Otherwise, the logic would be deemed acceptable on some occasions, and unacceptable on other occasions, because a conclusion was untrue on some occasions and true on others. This, by the definition of disequilibrium, is an instance of a disequilibrium condition.

Once again, the analysis can be seen clearly in its application to examples.

Above, it was proposed that a hypothetical subject might confront an argument of the following kind:

\[ 2 + 2 = \text{a rich man} = \text{a "square" = four-sided = 4.} \]

Therefore \[ 2 + 2 = 4 \]

The conclusion may be true, though the argument entails one unjustifiable links, illogical steps. In another instance, a comparable argument would lead to an untrue assertion:
The Stage Beyond Formal Operations

\[ 2 + 2 = \text{a rich man} = \text{a "square" = rectangular = made of right angles} \]

Therefore \[ 2 + 2 = \text{made of right angles} \].

Should the logic be rejected if it leads to incorrect assertions and accepted if it leads to true assertions? The answer is clearly no, because it is the business of logic and logical deductions from a theory to determine whether a theory is correct or incorrect. It would be impossible to distinguish the theory from which deductions were drawn from the logic for making the deductions if both were to be tested with the same verification procedure. Therefore, it is essential that one set of tests determine whether assertions are true and another set of tests determine whether the logic is sound.

It is necessary to check the soundness of the logic in an argument before the fact that a deduction is untrue can be supposed to falsify a theory, and in this sense testing logic against the empirical correctness or incorrectness of a deduction, is putting the cart before the horse. Some physical examples may help to clarify this point. Consider, if A argues that rain falls from the sky, and therefore something is pulling the rain towards the ground, then the logic is sound and the assertion is true. If A asserts rain falls from the sky and therefore something is holding the sky up, his logic is unsound and his assertion is false. If A asserts rain falls from the sky and therefore something is pulling the rain up into the sky his logic is faulty, although (bearing extra-terrestrial matter in mind) his conclusion is true. If the above analysis is correct, then logic is self-justifying (like a definition) and a particular logical chain can be checked for its soundness only by reference to the rules of the logic that was supposed to have been used in creating the chain.

Hence, the metatheoretical subject who has attained equilibrium will not try to check the logic of an argument by reference to the truth and falsity of deductions. Hence too, the pre-metatheoretical subject will become involved in disequilibrium or inconsistency when he relies on empirical tests to check the logic of arguments, for the same logic will sometimes seem sound, sometimes unsound. The subject will be unable to distinguish a false theory (rain falls from the ground) from unsound logic.

Some of the significance of the empirically-oriented responses to the "no horse" conundrum is evident in the above analysis of disequilibrium. Consider some Canadian undergraduates responses to this conundrum.
S13. Logically the existence of a horse with any number of tails other than three will disprove this argument ... Observe horses and when (you) find one with any number of tails other than three (you) have disproved the proposition.

Notice in this response that "proposition" and "argument" are used interchangeably as though disproof of an assertion renders the argument unsound. If the subject was now confronted with the argument:

No horse has no tails.
Every horse has one more tail than no horse.

Therefore, every horse has one tail. The subject would be forced to conclude that the truth of the final assertion now justifies the logical connections between the sentences. He would then have contradicted himself, and be in disequilibrium through both rejecting and affirming the same logical chain.

It is useful to compare S13 to an inferior and a superior analysis, for a Piagetian would anticipate that the form of thinking shown here should have emerged from a set of less refined operations, and proceed, if the present paper is correct, towards a clearer separation of aspects of the puzzle.

S14. Great perceptual illusion! This effect is done by the last sentence. Nevertheless, dissecting it literally, it is stupid and doesn't make sense.

It is noteworthy that this subject probably was responding to the puzzle quite seriously, despite his exclamation. For example, immediately prior to the horse conundrum he was asked to evaluate the statement "Human nature is unchangeable" and he responded:

S14. Highly incorrect. Human nature changes with physical metabolism and societal environment ... together with other factors (these) assist in the change in human nature. Human nature is continuously changing.

And immediately after the horse conundrum S14 was asked to comment on the assertion that "Aeroplanes and sports cars - not paintings and music - are the twentieth century's work of art". His reply was:

S14. Refutable. Neither are 20th Century works of art, but (they are the) development of long engineered study of machines, etc. Yet the ideas of their shape and design are of 20th Century works of art. (sic)
Evidently, this subject is intelligent and thoughtful and intellectually alert - his scholastic performance at his college shows this, too - but his skills seem to be manifested in interesting opinions rather than an understanding of relationships between opinions and a data-base and logic. Both S13 and S14 contrast markedly with a superior subject, S15.

S15. In order to evaluate this (horse conundrum) the student must study the laws of logic. The student must decide whether "no horse" is a noun, making the conjecture valid, or if "no horse" is the negation of horse, making the statement invalid.

Here there is no reference to an empirical test, and a form of logic that would make the argument valid is described alongside a form that would be invalid.

Discussion

It is the claim of the above discussion that Piagetian developmental theory leads to a presumed final stage - formal operations - which, in principle, requires a further stage if cognitive equilibrium is to be maintained by the organism. This further stage, it has been argued, involves metatheoretical thinking, that is thinking about kinds of queries that might be investigated. To support the proposal that this metatheoretical stage is indeed Piagetian, it has been suggested that problems of egocentrism and conservation arise in the stage, from common roots, so that the solutions to egocentrism and conservation problems are inter-related.

Once again, it should be noted that the examples of thinking discussed above are offered by way of illustration, rather than by way of proof that a comprehensive and extensive stage of cognitive development does exist. It would be unwise to diagnose intellectual levels of subjects from a few responses to a specially selected set of questions. Nevertheless, the examples, taken together with the theory, do present prima facie indications that the problems to be solved in a metatheoretical fashion are important to scientific thinking, and are involved in a normal subject's evaluations of a wide range of propositions. Therefore, perhaps it may be reasonable to conjecture about some of the sub-stages that a subject may show when analyzing such propositions. That is, perhaps a consistent sequence which leads the subject to a metatheoretical level may be worth proposing.
Possible stage 1: Faced with a proposition, the subject indicates agreement or disagreement. Here, the subject shows no consistent method for testing propositions, no method that another person could use quite independently of the subject. Instead, the subject's own intuitions or opinions are the basis for evaluation. He will claim that a statement is nonsense, but not defend his view by reference to evidence gathered with an explicit method. He may simply answer a claim with a counter-claim that he suggests is the truth, while the first claim is suggested to be untrue. Asked to defend his assertion he may assert that he simply knows what is true, or repeat the essence of his statement as though he has defended his assertion. In a variation of this theme, the subject may assert that everything is a matter of opinion anyway, failing to offer the possibility of being shown to be correct or incorrect by procedures that he personally would accept as reasonable tests of his opinions.

Possible stage 2: This stage is characterized by the introduction of a method for settling disputes, but it fails to contain distinctions between disputes over definitions and disputes over fact. Where the previous stage held all beliefs to be opinions, this one holds all opinions, logic and definitions to be empirically testable. Presumably, there could be an in-between stage when the subject oscillates between the assertion that opinions are inherently not testable and the view that everything is testable, like a child evaluating quantities now by length, now by height, before settling on one criterion. An early part of this stage may be indicated by attempts to test propositions but with a procedure that only involves confronting the relevant matter, with no clear instructions about how to isolate the relevant characteristics of the material. In the later, fuller development of this stage, the subject would indicate precisely what features to select, and how to evaluate them and compare them. Yet there is no clear distinction between testing a theory for its validity and testing a logical argument for its soundness.

Possible stage 3: In this stage the subject notes how different conceptions of the key terms in a question will lead to different kinds of evaluations. He notes which parts of a theory are a priori terms, which putative operations are purely logical rules, and which operations are supposed to be referring to verifiable empirical processes. He shows how to test the logic of a deductive process, and how to test the truth of its conclusions, without confusing the two.

In sum, where Piaget posits a sequence of development coursing through action, internal representation, making logical connections and, then, understanding systematic verification, the present paper has proposed that this line of development requires a stage for examining the appropriateness of systematic verification - a metatheoretical stage.
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According to Polya (1962), perhaps the greatest value to be gained from the study of mathematics is the ability to solve problems. In spite of its importance, however, relatively little is known about how to teach people to solve problems, or how to program computers to do so. Specifically, one of the great mysteries of our time is why some problem solvers (human or computer) succeed on problems for which they have all of the necessary component skills (operators) whereas others fail.

In dealing with this question most research in AI has been concerned with the construction of powerful computer programs which can solve more or less diverse classes of complex problems. In computer simulation an attempt is made to also parallel human performance on such problems. In general, such systems (e.g., Newell & Simon, 1972; Minsky & Papert, 1972) have been comprehensive in scope; they have been concerned with problem definition (the construction of subgoals), memory, the derivation of solution procedures, and the use of such procedures.

The present research has adopted a somewhat different strategy. It seeks understanding by dealing separately with the various aspects of problem solving (e.g., the derivation of solution procedures). In particular, this research is concerned with the specification and testing of general, potentially useful heuristics for constructing procedures for solving compass and straightedge construction problems in geometry. The research also was concerned with developing and determining the feasibility of a general method by which heuristics may be identified in arbitrary problem domains.

One general point of departure was Polya's (1962) work on heuristics for geometry construction problems. These heuristics are purposely cast in a form designed to parallel human thought processes in much the same way as are such general heuristics as means-ends analysis (e.g., Newell & Simon, 1972). Human processing presumably is highly efficient in many situations, and the importance of paralleling human processing in AI, as well in computer simulation, has become increasingly well recognized as a means of significantly reducing processing time. Winston (1972), for example, has noted how constraining syntactic procedures to reflect underlying semantics in the recognition of block scenarios can drastically reduce the number of possibilities that must be considered.

In spite of the broad acclaim for Polya's work generally, however, and the intrinsic support for his notion of heuristics specifically, it sometimes has been difficult to capitalize on these ideas as fully as might be desired. Although often useful, his heuristics frequently are little more than general hints, and leave much to be desired as pinpointing what a human or computer must know in order to solve specific kinds of problems. In order to lend themselves to technological treatment, heuristics must be transformed or incorporated into strictly mechanical procedures that can be more or less readily implemented on computers. Ideally, one might desire reduction of heuristics to algorithms; witness the alpha-beta "heuristic" (e.g., Nilsson, 1971).

Since heuristics tend to be (problem) domain specific, the potential value of more or less general and systematic methods for specifying heuristics in arbitrary problem domains seems fairly clear. Our approach to this problem was designed to be compatible with Scandura's (1973) theory of structural learning, and is an extension of a method used earlier by Ehrenpreis and Scandura (1972). That portion of the theory with which this research is most concerned has been shown empirically to reflect the behavior of individual subjects in particular situations where problem definition and...
memory do not play an important role. Furthermore, this idealized theory has been shown with some empirical verification (Scandura, 1973a; Scandura, 1973b) to be extendable to situations involving memory and, apparently, also problem definition (Scandura, 1973a, p. 348) and perception (Ch. 5), without essential change. The structure of the theory must be enriched in these cases but without affecting its basic character (i.e., underlying behavior mechanism). This research is based directly on one part of the idealized theory, in particular that part which is concerned with competence—the specification of rule sets which account for classes of problems. In this theory, a rule set is said to account for a class of problems, roughly speaking, if for each problem in the class (1) there is a solution rule (operator) in the rule set which has the problem in its domain and whose range contains the solution to the problem or (2) there is a higher order rule in the rule set which applies to rules in the set and generates a solution rule. In such a rule set, higher order rules correspond to heuristics. (For a more general and formal formulation, which allows for any number of levels of derivation and in which the rules are not in a fixed hierarchy, see Scandura, 1973a, Ch. 5; 1973b.)

It seems unlikely, of course, that algorithmic methods can be found for devising nontrivial rule sets or heuristics. Indeed, as Chomsky (1968) has argued in the case of linguistics, no such method exists for dealing with observables as complex as language. Work in automatic programming, on the other hand, while it is quite far at present from a satisfactory solution, is proceeding as the authors understand it, on the assumption that significant progress in this direction can be made.

In the present research, the task of specifying heuristics is made simpler in at least two ways. First, and most important, the type of competence theory proposed imposes important constraints on the nature of allowable rule sets, and in turn on the form of the heuristics (higher order rules). In particular, higher order rules are assumed to operate on component (lower order) rules to generate integrated problem solution rules (procedures). These rules may simply compose component rules but may also modify them, for example, by generalization or restriction rules (Scandura, 1973a).

Second, restricting the level of analysis to that of flow diagrams, rather than computer programs, makes it natural to represent the constituent operations and decision making capabilities at whatever level seems to most adequately reflect human knowledge rather than at a level predetermined by some programming language. (We do not mean to minimize the importance of devising working programs. In fact, parts of this analysis have been implemented by one of the authors.) While no general assurance can be given with regard to any particular method, it would seem that a method which results in heuristics (and simple operators) that appear consistent with human thought would have a reasonable chance of having general value.

METHOD OF ANALYSIS

Our method of analysis went something as follows. First, we attempted to set some reasonably explicit bounds on the class of geometry construction problems to be considered. In particular, we considered only those problems in or like those of Chapter 1 of Polya (1962).

Our next step was to classify these problems on heuristic-intuitive grounds. Our aim was to place similar problems in the same categories, in accordance with the general form of their solutions. We were one step up in this regard, since Polya had already done part of the categorization for us. All of his problems can be solved according to some variant or combination of the three general heuristics he describes: (1) the pattern of two loci, (2) the pattern of similar figures, and (3) the pattern of auxiliary figures.

After the various tasks had been classified, we made sure that the domains and ranges of each task were fairly explicit. Then we identified explicit procedures for solving each type of task. Care was taken to insure that these procedures reflected our

3. The authors do not profess to be experts in AI or in computer simulation as such but rather in the adjacent and we think complementary domain of structural psychology which is, in our view, considerably broader than contemporary cognitive and information processing psychology.
intuitions as to how intelligent high school students might go about solving the problems. In some cases it was possible at this point to subclassify some of the tasks.

The most critical step was to identify general parallels among the procedures developed for the sampled problems within each of the various classifications, and even more important to devise higher order rules (operator combination methods) which realized these parallels as relatively formal, but still general, procedures. The higher order rules so identified (together with the component lower order rules on which they act) provided a general basis for constructing solution rules for the sampled problems.

Then we attempted to refine the resulting higher order rules with regard to specific sampled problems. This was done systematically; where a higher order rule failed to yield an adequate solution rule for a sampled problem, appropriate modifications in the higher order rule were made. A serious attempt also was made to insure that the higher order rules were compatible with human knowledge.4

PATTERN OF TWO LOCI

Our first step was to select a broad sampling of two-loci problems and to devise procedures for solving each. For example, consider the problem: "Given a line and a point not on the line, and a radius R, construct a circle of radius R which is tangent to the given line and which passes through the given point." This problem can be solved according to the following procedure: "Construct the locus of points at distance R from the given point; construct the locus of points at distance R from the given line; construct a circle using the intersection point of the two loci as center, and the distance R as radius."

This solution rule clearly involves the pattern of two loci. In this case, as with all of the problems in Polya's first category, the tasks may be characterized according to the form of their solution procedures: two loci are determined one after the other; the point of intersection of these loci in turn makes it possible to construct the goal figure.

Further analysis of the class of two-loci problems, however, revealed differences in the ways problems are solved. In many solution rules, for example, like the example above, the two loci can be found independently, in either order. Furthermore, at no point in the course of applying the solution rule is it necessary to measure a distance. Some form of distance measurement, however, is required with other tasks. Some of the sampled tasks require measurement in order to construct the goal figure; the solution rule for another problem involves measurement before the second locus can be found. In still another task, one of the loci is actually given, or equivalently, can be thought of as obtained by applying an identity rule. The goal figure in still another task is simply the point of intersection of the two loci.

An initial characterization

As a first step in characterizing a two loci higher order rule, we systematically went through the various solution rules for the pattern of two-loci tasks and identified all of the different component rules that appeared in our sample problems either (1) in constructing one of the loci, or (2) in constructing a goal figure. The lower order rules we identified were mostly common constructions (e.g., perpendicular bisector, circle, parallel line). Some of the lower order component rules were used to construct a needed locus, others were involved in constructing goal figures, and some served both functions.5

The higher order rule in Figure 1 shows schematically how the various solution rules may be constructed from the component rules.

4. See Appendix A.

5. Lists of the component rules involved in our analyses are available in the unabridged report. See footnote 1.
Construct representative \(\langle S_1, R_1 \rangle\) pair.

1. Does there exist a point \(X\) and a rule \(r_g\) such that \(X \in \text{Dom } r_g\) and \(\text{Ran } r_g \subseteq G\), and \(X\) satisfies two locus conditions?

   yes

   2. Construct: \(r_g\)

   Does \(r_g(X)\) satisfy \(G\)?

   no

   STOP

   yes

   STOP fail

3. Are there rules \(r_L\) and \(r_L'\) which apply to the stimulus situation \(S_1\), and generate loci which contain \(X\)?

   no

   STOP fail

   yes

4. Construct solution rule \(R_s\):

   START \(S_1 \subseteq \text{Dom } r_L\) ? \(\rightarrow \) \(r_L\) \(\rightarrow \) \(S_1 \subseteq \text{Dom } r_L'\) ? \(\rightarrow \) \(r_L'\)

   \(r_L(S_1) \cap r_L'(S_1) \subseteq \text{Dom } r_g\) ? \(\rightarrow \) \(r_g\)

   \(r_g(X) \subseteq G\) ? \(\rightarrow \) \(r_g\)

   STOP

   STOP

Solution rule is \(R_s\).
The higher order rule in Figure 1 applies to the problem (i.e., the stimulus situation, S₀) and to the goal (G) itself, as well as to the lower order component rules.6

First, an arbitrary representation (S₁, R₁) analogous to the solved problem is constructed. In our illustrative task, a sketch like Figure 2 would serve this purpose.

Note that constructing such a representation is not the same either as solving the problem, or as constructing a solution rule for the problem. The sketch in Figure 2, for example, can easily be generated by first drawing an arbitrary circle, then drawing an arbitrary line tangent to it, and placing an arbitrary point on it. More generally, an arbitrary representation (R₁) of the goal figure (R₀) is constructed first. Only then is a representation (S₁) of the information given in the stimulus situation (S₀) constructed in relation to the representation of the goal figure. In effect, the first operation on the higher order rule amounts to representing geometrically the meanings of goal situations (i.e., goals plus stimulus situations) by a "sketch," or some equivalent representation.7

The second step is the question: "Is there a point X in (S₁, R₁) which satisfies two locus conditions - and, if so, is there a goal constructing rule (r₉) such that point X is contained in the domain of r₉ (Dom r₉) and such that the range of r₉ (Ran r₉) is contained in the goal, G?"

As shown in Scandura (1973a), decision making capabilities can be characterized as partitions on a class of input situations; in the present case, each representation (S₁, R₁) either contains a point X which satisfies two locus conditions or it does not. If it does satisfy two such conditions, then the next operation involves forming the rule consisting of (1) a decision which asks whether there is a point X in the domain of r₉ which satisfies two locus conditions, (2) the rule r₉, and (3) stop.

Next, the available component rules are tested to see whether there are two of them which apply to the represented stimulus (S₁) and generate loci which contain the point X. Given that such locus rules exist, the next operation constructs the solution rule Rₛ in which first one locus rule r₁ is applied (after testing to see whether the stimulus situation is in its domain), when the other rₐ, and finally the goal construction rule r₉.

A more rigorous analysis

This level of description is sufficient to give one an intuitive feeling for how the higher order rule operates. But the rule is ambiguous, especially for computer implementation purposes. In the first decision making capability, for example, it is not clear just what constitutes a locus condition. Similarly, in the second decision making

---

5. See Appendix B.
6. See Appendix C.
7. See Appendix D.
closer perusal of the individual tasks made it possible to overcome these ambiguities. In many cases, the desired point X is a given distance from one or two given points and/or lines. In the example above, for instance, the point X is a distance R from the given point and from the given line. This suggested the following more rigorous characterization of the first decision making capability:

(1) Does there exist a point X in (S1, R1) and a rule rg such that (X, E) is contained in the domain of rg where E is a given distance, and the range of rg is contained in the goal (Ran rg ⊆ G) such that X is a given distance from one or two given points and/or lines?

A similar analysis suggested reformulating the second decision making capability as:

(2) Is there a rule rL such that a pair consisting of given points, lines, and/or distances in S1 is in the domain of rL (Dom rL) and such that X is a member of L (i.e., a point on L) where L is contained in the range of rL (X ∈ L ⊆ Ran rL)?

A similar characterization is required for rm.

A higher order rule incorporating these refinements can be used to generate solution rules for many two-loci problems. For example, in the illustrative problem there is certainly a point X in the representation (S1, R1) which is at the given distance R from a given point and from a given line in S1. It is also true that there is an rg rule which applies to the pair consisting of the point X and the given distance, and whose range consists of circles and is thereby contained in the goal.

Unfortunately, as it stands, the modified higher order rule does not provide an adequate means for characterizing solution rules for other sampled two-loci tasks. In certain tasks, for example, no distance is given. The important requirement in such cases is often that the point X be equidistant from a given pair of elements, points and/or lines, in two different instances (i.e., for two given pairs of elements). Thus, in the tasks, "Inscribe a circle in a given triangle," the desired point X is equidistant simultaneously from two different pairs of sides of the triangle, or equivalently, the point X is equidistant from the three sides.

Still other tasks involve the (lower order) rule for constructing the locus of vertices of an angle of given measure subtending a given line segment. The task, "Given side a of a triangle, the median Ma, and the measure of angle A opposite side a, construct the triangle," is of this type. The locus of vertices, in this case, is an arc but the points on it are not at a fixed distance from any point on the given segment. Nor are the points of the locus equidistant from any two particular points on the line segment.

In order to take these possibilities into account, the decision making capability was generalized so that the point X could be equidistant from a pair of points or lines, or could serve as a vertex of an angle of given measure whose sides subtend (i.e., pass through the end points of) a given segment. Decision making capability (3) was also enriched so that pairs consisting of angle measures and/or segments could be in the domain of a locus rule.

Further, in the problem, "Given three intersecting lines, not all intersecting at a common point, construct a circle which is tangent to two of the lines and whose center is on the third," we have a situation where one of the loci, the line containing the point X, is already given. To handle this possibility we simply assume an "identity" lower order rule, one which identifies a given line as a required locus.

With these modifications, the higher order rule handled almost all of the pattern of two loci tasks we had sampled. We ran into difficulty, however, with another task: "Given two parallel lines and a point between them, construct a circle which is tangent to the two lines and passes through the point." This difficulty involved the second decision making capability (3). There is a pair of lines in the domain of one of the
locus rules - one which constructs the locus of points equidistant from the two given parallel lines. The second locus rule, however, requires that we first measure a distance between two parallel lines, one of which is not present in the stimulus until after the first locus rule is applied. That is, we need to determine the distance between one of the parallel lines and the locus of points equidistant from the two given parallel lines. This distance serves as the desired radius.

Application of the higher order rule in this case results in failure at decision making capability (3). Fortunately, it is easy to modify the higher order rule to take this possibility into account. Furthermore, as we shall see, this modification serves an important purpose in dealing with the larger class of construction problems solvable either by the pattern of two loci or by the pattern of similar figures.

Instead of stopping when the second decision fails, we simply add another group of tests (A-C). (A) and (B) duplicate (1) and (2) except that X must satisfy only one specific condition. (C) asks: "Is there one component rule such that a pair of given points and/or lines is in the domain of that rule and is there a locus L such that the point X is part of L and L is contained in the range of r_L?" If the answer to this is no, we stop, but if the answer is yes, we can ask whether there is another locus rule r_L such that the represented stimulus situation S1, together with the preceding locus r_L(S1), contains a pair of given points and/or lines that are in the domain or r_L.

A revised higher order rule which incorporates all of these modifications is shown in Figure 3, found on the following page. In checking this higher order rule we found it to provide an adequate account not only of all of the pattern of two loci problems sampled, but others as well. For example, consider Task A: "Given sides a, b, and c of a triangle, construct the triangle." In this case, application of the higher order rule generates the solution rule. This solution rule involves: (1) application of the rule, "Construct the locus of points at a given distance from a given point," to the end point of one line segment using another side as distance, followed by (2) another application of the rule to the other end point using the remaining side as radius. Then, the triangle rule, "from a point not on a given segment, draw segments to the end-points of the given segment," is applied to the intersection of these two loci to obtain the desired goal figure.

In some cases, of course, different lower order (component) rules were involved. For example, consider task B, "Given two intersecting lines and a point of tangency on one of the lines, construct a circle which is tangent to the two lines and which passes through the given point of tangency." In this case, the locus rule for constructing perpendicul ars to lines through points on the given lines had not been required with any of the sampled problems.

Discussion

Aside from the possibility that new two-loci problems may require additional lower order rules, the higher order rule appears adequate. In particular, the higher order rule not only generates solution rules for each of the sampled two-loci problems, but also seems compatible with human knowledge.

As the form of the higher order rule suggests, the component decision making capabilities play a crucial role in deriving solution procedures. These decision making capabilities are designed to reflect the underlying semantics of the problem situations by referring directly to figural representations of semantic information implicit in the problem descriptions. In general, parts of a figural representation (S1, R1) will represent the meaning of a task statement and reflect the relation between the given stimulus (S0) and the goal figure (R0). Notice that while the relation between S1 and R1 will be the same as between S0 and R0, S1 and R1 will not in general be the same as S0 and R0, respectively.
Figure 3

START

Construct representative \((S_1, R_1)\) pair.

1. Does there exist a point \(X\) in \((S_1, R_1)\) and a rule \(r_g\) such that \((X, E) \in \text{Dom} \ r_g\) where \(E\) is a point or distance, and \(\text{Ran} \ r_g \subseteq \mathbb{G}\), and \(X\) satisfies two specific conditions of types:
   - \(X\) is a given distance from a given point or line,
   - \(X\) is equidistant from a given pair of points or lines, and/or
   - \(X\) is the vertex of an angle of given measure subtending a given segment?

   - yes
   - no

2. Construct: \(r_g\)

3. Is there a rule \(r_L\) such that a pair consisting of given points, lines, segments, distances, or angle measures in \(S_1\) is in \(\text{Dom} \ r_L\), and there is a locus \(L\) such that \(X \in L \subseteq \text{Ran} \ r_L\)? Also for \(r_L\)?

   - yes
   - no

4. Construct Solution rule \(R_s\): \(r_L, r_L', r_g\)

STOP

Solution rule is \(R_s\).

A. Does there exist a point \(X\) in \((S_1, R_1)\) and a rule \(r_g\) such that \((X, E) \in \text{Dom} \ r_g\) where \(E\) is a point or distance, and \(\text{Ran} \ r_g \subseteq \mathbb{G}\), and \(X\) satisfies one of the conditions given in the first decision?

   - yes
   - no

STOP Fail

B. Construct: \(r_g\)

C. Is there a rule \(r_L\) such that a pair consisting of given points, lines, segments, distances, or angle measures in \(S_1\) is in \(\text{Dom} \ r_L\), and there is a locus \(L\) such that \(X \in L \subseteq \text{Ran} \ r_L\)?

   - yes
   - no

D. Construct: \(r_L, r_g\)

E. Is there a rule \(r_L\) such that a pair consisting of given points, lines, segments, distances, or angle measures in \(S_1 \cup r_L(S_1)\) is in \(\text{Dom} \ r_L\), and there is a locus \(L'\) such that \(X \in L' \subseteq \text{Ran} \ r_L\)?

   - yes
   - no
For purposes of our analysis, the decision making capabilities were viewed as atomic although they can also be analyzed into more basic components. The first decision making capability in the second two loci higher order rule, for example, involves both a conjunction and disjunction of a number of simpler conditions. This decision making capability could be subdivided, for instance, into the following two decisions: (A) Is there a point X that is a given distance from a given point and/or line? (B) Is there a point X equidistant from a pair of given points or lines? Instead of having one decision making capability involving conditions A and B, then, we could have one decision making capability involving A, and a subsequent one, B.9

In addition to its purported compatibility with human knowledge, the higher order rule is also sufficiently precise to be mechanizable. One of the authors (Wulfeck) has recently written a program in SNOBOL 4 which uses an intermediate version of the two loci higher order rule (see the unabridged report) to generate solution procedures for many of the problems we sampled. A naming system replaced the figural representation described above (see footnote 7). Routines corresponding to many of the lower order rules (see the appendices of the unabridged report for lists of the component rules) were also written.

Granting the adequacy of the higher order rule for purposes of our analysis, we wish to comment briefly on some limitations in regard to the compatibility of the lower order rules with human knowledge, though the specification of component rules is not our central concern. These limitations are all variants on a common theme: The lower order rules we have identified can be constructed from more basic components. This fact is reflected in at least three ways.

First, many of the simple rules have components in common. Several rules, for example, all involve constructing a locus of points (circle) at some distance from some point. The differences lie in whether or not the distance and/or center points are given directly or must be determined first. The construction rules needed to determine these distances and/or center points are quite basic and are apt to be useful in a wide variety of construction situations. Any reasonable account, designed to deal with a wider variety of problem situations, would undoubtedly include these construction rules directly in the rule set.

Second, certain of the identified lower order rules, particularly the rule for constructing the locus of vertices of an angle of a given measure subtending a given line segment, are complex in themselves and cannot automatically be assumed to be available to many problem solvers.

A third limitation is closely related to the first and was mentioned earlier: the lower order rules are to some degree specific to the tasks we have identified. To some extent this may be unavoidable because there are always certain problems which require "trick" solutions. It would be desirable, of course, to keep this to a minimum. In this regard, it should be emphasized that the simpler the lower order rules the greater the problem solving flexibility.

One way to modify our characterization to handle these limitations would be to "reduce" the lower order rules into their components and, correspondingly, to "enrich" the higher order rule by adding sub-routines for constructing the needed locus, \( r_L \), and goal, \( r_g \), rules.11 Such rules would correspond to the type of knowledge that a person just having been taught the basic construction rules would need to have in order to generate solution rules directly.

For example, consider the rule: "Determine the distance between a given point and a given line and then construct the locus of points at the obtained distance from the given point." This rule can be divided into two subrules: (1) "Determine the distance between a point and a line," and (2) "Construct the locus of points at a given distance from a given point." To compensate for the reduction in the latter case, the higher order rule could be "enriched" so that more complex \( r_L \) and \( r_g \) rules can be

9. For a discussion of how new decision making capabilities are learned from simpler ones, see Scandura (1973a).

10. Such refinement may be useful in the assessment of behavior potential (Durnin & Scandura, 1973), specifically in increasing the precision of diagnostic testing.

11. See Appendix E.
generated where needed. Specifically, instead of selecting a composite rule directly when it meets certain prescribed conditions, as we have done so far, we include in the higher order rule a simple sub-routine for combining component lower order rules. Such a sub-routine, for example, might select (sub)rules until one is found whose domain includes a pair consisting of a point and a line (e.g., the distance measuring rule (1), and another (e.g., the circle rule (2)) such that its range consists of circles (loci). To make the search more efficient, it is natural to add the requirement that the range of the former be contained in the domain of the latter. After the component rules have been identified, the sub-routine would form the composite of these rules, and finally, would test the composite against the condition in the initial higher order rule.

As attractive as this possibility might appear at first, a little thought suggests its implausibility as a way of modeling human knowledge. This can be seen by noting that all geometric constructions with straightedge and compass are generated by just three basic operations: (a) using a straightedge (e.g., to draw a line, ray, or segment through two given points, or through one point, or intersecting a line, etc.) (b) drawing an arc given a compass set at some fixed radius, and (c) given two points, setting a compass to the distance between those points.

As we have seen, many of the lower order rules are really quite complex. Requiring a higher order rule, designed to reflect human knowledge, to generate such rules from elemental components is unrealistic. It is unlikely that a subject who is only able to perform the three indicated operations above would also have at his command a rather complex and sophisticated higher order rule. The acquisition of such complex capabilities by naive subjects, whether of a higher or lower order, would almost certainly have to come about gradually through learning, presumably by interacting with problems in the environment.12

### PATTERN OF SIMILAR FIGURES

#### Three classes of similar figures problems

The pattern of similar figures problems were analyzed in similar fashion. Again, we began with a broad sampling of problems from Polya (1962). One of the problems identified was, "Given a triangle, inscribe a square in it such that one side of the square is contained in one side of the triangle and the two other opposite vertices of the square lie on the other two sides of the triangle." The second step was to identify a solution rule for each of the problems. For the problem above the solution rule was, "Construct a square of arbitrary size such that one side is contained in the side of the triangle which is to contain the side of the goal square, and such that one vertex is on another side of the triangle. Draw a line through the point of intersection of those two sides of the triangle and through the fourth vertex of the arbitrary square. From the intersection of this line and the third side of the triangle (which is the fourth vertex of the goal square) construct a segment perpendicular to the side of the triangle which is to contain a side of the goal square. Complete the goal square using the length of the perpendicular segment as the length of the sides."

Similar figures problems, like the example task above, may be characterized as those whose solution procedures involve a similarity mapping process: from some center (point) of similarity a figure or set of points is mapped onto another. Further, the solution procedures always involve constructions according to geometric invariants under similarity mappings, either parallel lines, since parallelism is preserved, or equivalently, "copying" angles, since similarity maps are conformal.

Further analysis of the similar figures problems revealed three relatively distinct classes of solution rules. In the sample problems above, and in other problems in the same class, the solution rules all involve first constructing a square of arbitrary size which is in the same orientation as the desired goal square, and which meets as many of the task conditions as possible. (Rules of this type for constructing similar

---

12. See the section on "future directions".
The second step in each solution rule uses two pairs of corresponding points in the goal and similar figures (i.e., in \((S_1, R_1)\) superimposed with the similar figure) to determine the point of similarity \((P_s)\), and then, constructs a line through the point of similarity and a point on the similar figure which corresponds to a needed point of the goal figure. (Point of similarity rules are denoted \(r_{ps}\).) Finally, the obtained point on the goal figure is used as a basis for constructing the goal square.

The second class is well represented by the problem, "Given angles \(B\) and \(C\) of a triangle, and the median \(M_a\) to side \(a\), construct the triangle." The corresponding solution rules begin similarly by applying a similar figures rule \((r_{fs})\) to two given angles to construct an arbitrary sized triangle similar to the goal triangle, with medians, altitudes, etc., as required. Then a modified point of similarity rule \((r_{ps})\) is used to determine the point of similarity \((P_s,\) the vertex of the non-given angle), and to construct the given segment \((e.g., M_a)\), such that one endpoint of the segment is the point of similarity, and such that the segment coincides with the corresponding segment in the similar triangle. Finally, a line is constructed, through the other endpoint of the constructed segment parallel to the side of the similar triangle that is opposite to the point of similarity. The remaining sides of the goal triangle are obtained by extending two sides of the similar triangle to intersect the constructed parallel line.

The solution rules for the third class of problems differ in that the first step in each is to use an \(r_{h}\) rule to construct a locus of points which contains a critical point, specifically the center of the goal circle. In the problem, "Given a line and two points \((A\) and \(B)\) on the same side of the line, construct a circle tangent to the line which passes through the two given points," for example, the locus of points \((L)\) equidistant from the two given points contains the center of the goal circle. Also, the point of similarity is the intersection of the locus and the given line. The second step is to construct a similar figure \((circle, C_1)\), which satisfies part of the goal condition. In our example, a circle is constructed with center on the constructed locus and tangent to the given line. Next, another version of the point of similarity rule is applied; this time the point of similarity \((P_s)\) and a given point on the goal figure \((e.g., B)\) are used to determine a corresponding point \((B')\) on the similar circle. Then, parallel lines involving corresponding points are constructed to determine the center of the goal circle. Finally, the goal circle is actually constructed.

The similar figures rule

The higher order rule shown in Figure 4 (together with a set of applicable lower order rules) provides a sufficient basis for solving all of the sampled pattern of similar figures problems. Furthermore, the higher order rule appears to reflect the underlying semantics (Figure 4 found on the following page). For example, let us see how a solution rule for the first illustrative problem above (inscribing a square in a triangle) can be generated by application of the higher order rule. The first decision making capability \((A)\) asks essentially whether a point \(X\) is needed to serve as the center for a goal circle. As the goal figure is a square, the answer is obviously no. Decision making capability \(J\) then asks if there is a goal similar figure rule \((r_{gs})\) which applies to representing stimulus \(S_1\) and generates squares that satisfy part \((G_s)\) of the goal condition \((i.e., the range of r_{gs} is contained in G_s which in turn contains G - equivalently, anything which satisfies G_s satisfies G, but not necessarily conversely). The lower order rule, "Construct a square in a triangle with one side coincident with one side of the triangle and one vertex on another side of the triangle," satisfies these conditions so the rule is retrained as indicated in operation \(K\).

Decision making capability \(L\) asks two things: (1) Is there a point \(X_s\) which corresponds to a missing point \(X\) in the goal square? (2) Is there a rule \(r_{k}\) such that
IConstruct represent.ive \((S_1, R_1)\) pair.

A. Does there exist a point \(X\) in \((S_1, R_1)\) and a rule \(r_g\) such that \(X \in \text{Dom } r_g\) and \(\text{Ran } r_g \subseteq G\), and \(X\) satisfies one specific condition of types:
- \(X\) is a given distance from a given point or line,
- \(X\) is equidistant from a given pair of points or lines, or
- \(X\) is the vertex of an angle of given measure subtending a given segment?

B. Construct:

C. Is there a rule \(r_L\) such that a pair consisting of given points, lines, segments, distances or angle measures in \(S_1\) is in \(\text{Dom } r_L\), and there is a locus \(L\) such that \(X \in L \subseteq \text{Ran } r_L^L\)?

D. Construct:

E. Is there a rule \(r_g\) such that \(S_1 \cup r_L(S_1) \subseteq \text{Dom } r_g\), and \(\text{Ran } r_g \subseteq G\) where \(G \subseteq G\)?

F. Construct:

G. Is there a point \(X_g\) (line \(1_g\)) in goal figure which corresponds to a point (line) in similar figure?

H. Is there a point \(X_g\) in similar figure which corresponds to a missing point \(X\) in goal figure which can be specified by \(r_g\) and a rule \(r_g\) such that \(X \cup S_1 \subseteq \text{Dom } r_g\) and \(\text{Ran } r_g \subseteq G\)?

I. Construct solution rule \(R_g\):

J. Is there a rule \(r_g\) such that \(S_1 \subseteq \text{Dom } r_g\), and \(\text{Ran } r_g \subseteq G\) where \(G \subseteq G\)?

K. Construct:

L. Is there a point \(X_g\) in similar figure which corresponds to a missing point \(X\) in goal figure which can be specified by \(r_g\) and a rule \(r_g\) such that \(X \cup S_1 \subseteq \text{Dom } r_g\) and \(\text{Ran } r_g \subseteq G\)?

M. Construct solution rule \(R_g\):

STOP

Solution Rule is \(R_g\).
the stimulus $S_1$, supplemented with the point $X$ (i.e., $X \cup S_1$), is in the domain of $r_g$, and $r_g$ generates a goal-like figure (ran $r_g \subset G$)? In short, is there a point $X_g$ in the similar square which corresponds to a point $X$ from which the goal square may be constructed? Clearly, there is such a point $X_g$ and the rule, "Determine the distance from a point to a given line segment and construct a square with sides of that length" satisfies the necessary conditions. Operation M forms the solution rule consisting of the two rules above with the point of similarity rule between them.

To see how the higher order rule works with the second class of problems, consider the second illustrative problem above (constructing a triangle, given two angles and a median). In this case, the answers to decision making capabilities A and J are again "no" and "yes," respectively. Here, $r_{gs}$ is, "Construct a triangle of arbitrary size using two given angles and add parts corresponding to given segments." At decision making capability L there is a point $X$ in the goal figure, the endpoint of median $M_a$, which can be specified by $r_{ps}$. Operation M again forms the solution rule.

Notice that the first two classes of problems involve the same path in the higher order rule. Each solution rule requires a goal similar figure rule ($r_{gs}$), the point of similarity rule ($r_{ps}$), and a goal constructing rule ($r_a$). The only difference is whether the goal and similar figures are squares or triangles, with all that implies for the particular $r_{gs}$ and $r_a$ rules required. In short, this example illustrates how what may appear initially to be basically different kinds of problems may turn out to have a common genesis.

The third problem (constructing a circle tangent to a given line and passing through two given points) illustrates the other path through the higher order rule. In this case, if we knew the center ($X$) of the desired circle, we could solve the task. Furthermore, this missing point $X$ is on a locus, namely the locus of points equidistant from the two given points. Hence, decision making capabilities A and C are satisfied, and we retain the circle constructing rule ($r_g$) and the perpendicular bisector rule. Decision making capability F asks if there is a rule ($r_{gs}$) which applies to the stimulus $S_1$ as modified by the output of the locus rule (i.e., $S_1 \cup r_{ps} (S_1)$). Condition F is satisfied by a rule that generates circles with centers on a given line (the locus) and tangent to another given line. The answer to the decision making capability H is also "yes." The two given points on the goal figure obviously correspond to two points on the similar circle. By operation I, the solution rule follows directly: "Construct the locus of points equidistant from the two given points; construct a circle with center on that locus tangent to the given line; apply the point of similarity rule, and then the parallel line rule to determine the center of the goal circle; construct the goal circle using this center and the distance between it and a given point of radius."

It should be noted that in one of the sampled tasks the "locus" is given. The easiest way to handle this special case is to simply add an identity locus constructing rule as before. It would also be a simple matter to modify the higher order rule to take this possibility into account by asking, prior to or at decision making capability C, whether there is a line in $S_1$ which contains $X$.

**Combined rule for two-loci and similar figures problems**

It would appear from our analysis that the two higher order rules, together with the necessary lower order rules, would provide an adequate basis for solving the sampled two loci and similar figures problems and others like them. Indeed, there are two possible modes of solution in the case of one of the sampled similar figures tasks: "Inscribe a square in a right triangle so that two sides of the square lie on legs of the triangle, and one vertex of the square lies on the hypotenuse." Instead of using the pattern of similar figures, as illustrated in our first example, the pattern of two
loci rule can be used to construct the bisector of the right angle. The intersection of this locus with the hypotenuse (the other locus) is the "missing point" X and provides a sufficient basis for constructing the goal square.

Although it is not always critical to distinguish between different modes of problem solving, any complete account designed to reflect human behavior must specify why one mode of solution is to be preferred over another (cf. Scandura, 1973a, Ch. 8). In the present case, there are two possible ways of handling this. First, we can add a higher order selection rule to the rule set which says simply, if both higher order rules apply, select the pattern of two loci. The rationale is that the pattern of two loci rule will generally yield a simpler method of solution.

A second way to handle the problem is to devise a single higher order rule which combines the advantages of both higher order rules. The higher order rules in Figures 3 and 4 can be combined to yield the higher order rule depicted in Figure 5. The path in this higher order rule designated (1,2,3,4) corresponds to that path of the two loci higher order rule which deals with those cases where the two loci may be found in either order. The path (1,2,3,A,B,C,D,E,4) deals with those two-loci problems where one locus must be found before the other. The other two paths correspond to the similar figures higher order rule.

**PATTERN OF AUXILIARY FIGURES**

Not all compass and straightedge problems can be solved via the pattern of two loci or the pattern of similar figures. In this section, we describe a higher order rule for dealing with the third class of problems identified by Polya (1962), the pattern of auxiliary figures. We also show how the combined higher order rule (above) may be extended to account for essentially all of the construction problems identified by Polya (1962).

**Auxiliary figures higher order rule**

Our initial analysis was based on a sample of five diverse auxiliary figures problems. One of the problems used was, "Given the three medians of a triangle, construct the triangle."

The analysis proceeded as before. First, we identified a procedure for solving each problem. Then, we looked for similarities among the solution rules and identified the component rules involved. In general, the required goal figures were not constructable via either the two loci or similar figures higher order rules. However, in each case the goal figure could be obtained from an (auxiliary) figure that was constructable from the given information. In the problem above, for example, a triangle can be constructed from segments one-third the lengths of the given medians. The goal figure is obtained by extending two of the sides of this auxiliary triangle to the respective median lengths and drawing lines through the resulting endpoints.

The analysis resulted in the auxiliary figures higher order rule shown in Figure 6. This higher order rule generates a solution rule for the illustrative task above as follows. First, an arbitrary representation for the solved problem (S1, R1) is constructed. In this case, an arbitrary triangle is "sketched," and its medians are represented on it. The first decision asks whether there is (1) an auxiliary figure, and (2) a rule ra which operates on the auxiliary figure and generates the goal figure. In this task, there is such an auxiliary figure, a triangle having sides one-third the lengths of the given medians. In addition, the rule, "Extend the constructed segments to their given lengths and draw lines through their endpoints," satisfies condition (2). The next decision (III) asks whether or not a point is needed, in addition to the auxiliary figure, to construct the goal. Here, the answer is "no"; no other point is needed. Finally, decision IV asks if there is an auxiliary figure construction rule (ra) available whose domain contains S1 (S1 ∈ Dom ra)

13. See Appendix F.
Construct representative \((S_1, R_1)\) pair.

1. Does there exist a point \(X\) in \((S_1, R_1)\) and a rule \(r_g\) such that \((X, E) \in \text{Dom } r_g\) where \(E\) is a point or distance, and \(\text{Ran } r_g \subseteq \text{G}\), and \(X\) satisfies two specific conditions of types:
   - \(X\) is a given distance from a given point or line
   - \(X\) is equidistant from a given pair of points or lines, and/or
   - \(X\) is the vertex of an angle of given measure subtending a given segment?

   yes

   2. Construct: \(\text{rg}\)

   no

3. Is there a rule \(r_1\) such that a pair consisting of given points, lines, segments, distances, or angle measures in \(S_1\) is in \(\text{Dom } r_1\) and there is a locus \(L\) such that \(X \in L \in \text{Ran } r_1\)? Also \(r_1 = ?\)

   yes

   4. Construct solution rule \(R_1\): \(\text{rl} \quad \text{r1} \quad \text{rg}

   no

STOP

Solution rule is \(R_1\):

B. Construct: \(\text{rg}\)

C. Is there a rule \(r_L\) such that a pair consisting of given points, lines, segments, distances, or angle measures in \(S_1\) is in \(\text{Dom } r_L\) and there is a locus \(L\) such that \(X \in L \in \text{Ran } r_L\)?

   yes

   D. Construct: \(\text{rl} \quad \text{rL} \quad \text{rg}

   no

STOP fail

E. Is there a rule \(r_{L'}\) such that a pair consisting of given points, lines, segments, distances, or angle measures in \(S_1 \cup r_L(S_1)\) is in \(\text{Dom } r_{L'}\), and there is a locus \(L'\) such that \(X \in L' \in \text{Ran } r_{L'}\)?

   yes

   F. Is there a rule \(r_{gs}\) such that \(S_1 \cup r_L(S_1) \subseteq \text{Dom } r_{gs}\), and \(\text{Ran } r_{gs} \subseteq \text{G}_s\), where \(G_s \subseteq G\)?

   yes

   G. Construct: \(\text{rL} \quad \text{rgs}

   no

STOP fail

H. Is there a point \(X_g\) (line \(L_g\)) in goal figure which corresponds to a point (line) in similar figure?

   yes

I. Construct Solution rule \(R_g\): \(\text{rl} \quad \text{rg} \quad \text{rps} \quad \text{rL} \quad \text{rg}

   no

STOP fail

J. Is there a rule \(r_{gs}\) such that \(S_1 \subseteq \text{Dom } r_{gs}\), and \(\text{Ran } r_{gs} \subseteq \text{G}_s\), where \(G_s \subseteq G\)?

   yes

K. Construct: \(\text{rgs}

L. Is there a point \(X_s\) in similar figure which corresponds to a missing point \(X\) in goal figure which can be specified by \(r_{gs}\), and a rule \(r_g\) such that \(X \cup S_1 \subseteq \text{Dom } r_g\), and \(\text{Ran } r_g \subseteq G\)?

   yes

M. Construct solution rule \(R_g\): \(\text{rgs} \quad \text{rpgs} \quad \text{rg}

STOP fail

Solution rule is \(R_g\):
Construct representative \((S_1, R_1)\) pair.

I. Does there exist an auxiliary figure AUX, and a rule \(r_g\), such that \(\text{AUX} \in \text{Dom } r_g\) and \(\text{Ran } r_g \subset G\)?

II. Construct:

III. Is there a point \(X\) \(\in \text{Dom } r_g\) such that \(X \in \text{AUX}\)?

IV. Is there a rule \(r_a\) such that \(S_1 \in \text{Dom } r_a\) and \(\text{Ran } r_a \subset \{A \mid A \text{ like AUX}\}\)?

V. Construct solution rule \(R_s\):

VI. Is there a rule \(r_a\) such that \(S_1 \in \text{Dom } r_a\) and \(\text{Ran } r_a \subset \{A \mid A \text{ like AUX}\}\)?

VII. Construct:

VIII. Is there a rule \(r_L\) such that \(S_1 \cup \text{AUX} \in \text{Dom } r_L\) and there is a locus \(L\) such that \(X \in L \in \text{Ran } r_L\)? Also for \(r_{L'}\)?

IX. Construct solution rule \(R_s\):

STOP Solution rule is \(R_s\).
and whose range contains the auxiliary figure (i.e., \( \text{Ran } r_a \subseteq \{ A | A \text{ is like AUX} \} \)). In this case, the rule, "Construct a triangle from segments one-third the lengths of three given segments (medians)" satisfies these conditions and operation V constructs the solution rule, "Construct a triangle having sides one-third the length of the given medians; extend two segments of the constructed triangle to the respective median lengths, and draw lines through the endpoints of the medians to construct the goal triangle."

The other path through the higher order rule may be illustrated using the task, "Given the four sides \( a, b, c, d \) of a trapezoid \( (a < c) \), construct the trapezoid." Again, the answer to decision I is "yes." (Where the answer is "no," the higher order rule fails.) The triangle with \( c-a, b, d \) as sides, serves as the auxiliary goal figure and the goal rule, "Through corner points of an auxiliary figure and through another point not in the auxiliary figure, draw segments to complete the goal," is selected. Unlike the first path, however, the answer to decision III is "yes" since the goal rule \( (r_a) \) acts on pairs \( (X \cup AUX) \) consisting of an auxiliary figure and a critical point \( X \). The next decision (IV) asks if there is a rule \( r_a \) that constructs the auxiliary figure from given information. This condition is satisfied by the \( r_a \) rule which constructs the auxiliary triangle from the sides of a trapezoid. Decision VIII asks whether there are two locus rules \( (rL_1 \text{ and } rL_2) \) which apply to the auxiliary figure and/or other given information \( (S_1) \) and whose ranges contain \( X \). The circle rule \( (rC) \), applied to different portions of \( S_1 \cup AUX \), plays the role of both locus rules. The solution rule (Operation IX) is a concatenation of the component rules.

**Combined two-loci, similar and auxiliary figures higher order rule**

Taken collectively, the three higher order rules described above can be used to construct solution procedures for a wide range of geometry construction problems. Furthermore, they appear compatible both with human behavior and with the heuristics originally identified by Polya (1962).

This is not meant to imply, however, that the three higher order rules are unrelated to one another. Both the needed point \( X \) in the pattern of two loci, and the similar figure in the pattern of similar figures can be regarded as special auxiliary figures. Indeed, one could modify the auxiliary figure higher order rule so that it, together with the relevant lower order rules, would account for all three classes of problems. In addition, the similar and auxiliary figures higher order rules may be viewed as progressive generalizations of the two-loci higher order rule. It is not difficult to conceive of third level higher order generalization rules which have the two loci higher order rule and a similar or auxiliary figure as inputs, and a more general higher order rule in which a similar or auxiliary figure is substituted for the missing point \( X \), as the corresponding output.

Alternatively, the combined two-loci, similar figures higher order rule (Figure 4) can be extended to include auxiliary figures. In addition, the extended higher order rule depicted in Figure 7 allows recursion on the higher order rules.

To see this, notice that the higher order rule shown in Figure 6 can terminate at several points without finding a solution rule. In some problems this is unavoidable; there may not be an auxiliary figure from which the goal figure can be constructed. Sometimes, however, there is an auxiliary figure, but one which is not directly constructible from the given information. Such auxiliary figures can often be constructed via the pattern of two-loci, the pattern of similar figures, or the pattern of auxiliary figures itself. In those cases where such an auxiliary figure exists, we allow for this possibility by returning control to the start of the combined higher order rule in order to derive an \( r_a \) rule for constructing the auxiliary figure. Once an auxiliary figure \( (r_a) \) rule has been derived, the original procedure resumes.

To see how this higher order rule works, consider the following task, "Construct a trapezoid given the shorter base \( a \), the base angles \( A \) and \( D \), and the altitude \( H_t \)." As
Construct representative \( \langle S_1, R_1 \rangle \) pair

\[ \text{STOP} \]
in the trapezoid example given earlier, the needed auxiliary figure is the triangle having sides c-a, b, and d. But, this triangle is not directly constructable from the given information. None of the assumed lower order rules is adequate, so the higher order rule breaks down at step VI. The flow of control therefore returns to step I with the aim of constructing the auxiliary figure. \(^{14}\) Beginning here, the problem of constructing this auxiliary figure is a straightforward similar figures task, one in fact which we had sampled.

The higher order rule of Figure 7 also generates solution rules for even more complex problems, provided we assume the necessary component rules. For example, consider the problem, "Given three noncollinear points A, B, and C, construct a line XY which intersects segment AC in the point X and segment BC in the point Y, such that segments AX, XY, and YB are all of the same length."

![Figure 8](image)

The reader may wish to derive the solution rule for this more difficult problem himself. (Hint: Several recursions are required. For details see the unabridged report.)

**DISCUSSION**

**Summary**

In summary, a quasi-systematic method for characterizing heuristics involved in problem solving was proposed and illustrated with compass and straightedge constructions in geometry. Higher order rules, together with corresponding sets of lower order rules, were constructed for the two-loci, similar figures and auxiliary figures problems identified by Polya (1962). First, the two-loci heuristic of Polya was made precise. We saw how decision making capabilities (decisions), and particularly the conditions used to define decisions, play a central role in higher order rules. The similar figures and auxiliary figures heuristics were similarly formulated. We also showed how the two-loci and similar figures higher order rules could be combined to form one higher order rule, which (together with appropriate lower order rules) provides a basis for solving both

\(^{14}\) This involves memory and is not indicated in the flow diagram.
kinds of problems. Finally, a combined two-loci, similar and/or auxiliary figures higher order rule was constructed. This higher order rule allows recursive returns to components of the higher order rule, corresponding to the individual higher order rules, and was considerably more powerful than the others. Its use on some complex problems was illustrated.

Overall, the analyses demonstrated the viability of the analytic method. The higher order rules identified were precise, compatible with the heuristics identified by Polya, and intuitively seemed to reflect the kinds of relevant knowledge that successful problem solvers might have.

The central role played by semantics in the analysis should be emphasized. The meaning of each task was represented by a goal figure \((S_1, R_1)\) representing the given goal situation \((S_0, R_0)\). The relations among, and properties of, the elements of these figures, together with the domains and ranges of individual rules, were reflected directly in the higher order rules. Although little attention was given to the formal representation of semantic features, the goal figures clearly placed powerful constraints on the rules selected at each stage in applying the higher order rules. Representation in terms of some arbitrary (e.g., random) syntax, unconstrained by goal figures, would have necessitated backup capabilities and, in principle, could easily increase the number of possible construction rules at each stage beyond any reasonable computational capability. That is, without the constraints imposed by the goal figures, the number of possible points, arcs, and lines that might be constructed could be almost unlimited. The effect of using goal figures is very much the same as that referred to by Winston (1972) in a recent paper on vision. He argued that although the number of combinatorially possible arrangements of vertex types (Guzman, 1968) is very large, the number of types that yield real figures is much smaller.

Limitations

Nonetheless, the present study has certain limitations which, in principle, could be overcome. First, as in existing state space formulations, all of the higher order operations were limited to compositions of rules. In future research, more attention should be given to other kinds of operations. Generalization, restriction, and selection rules (e.g., Scandura, 1973a), for example, might well be expected to play an important role in problem solving.

There are a variety of ways in which such rules might enter. (a) In discussing the two-loci higher order rule, we have already seen how the scope of a decision (making capability) may be generalized to generate solution rules for a broader range of problems. In particular, we saw how the first decision, which was initially restricted to situations where the desired point \(X\) was a given distance from two given points, could be generalized, for example, to allow the point to be the same distance from two given points. It is not hard to envisage a generalization rule by which such shifts might be made. The relationships observed previously between the missing points \(X\), the similar and auxiliary figures, suggest another kind of generalization involving the identified higher order rules.

(b) There are a variety of construction problems which might require the independent derivation of more than one missing point \(X\), similar figure, or auxiliary figure. As a simple example, consider the task of constructing two circles, one of which is to be inscribed in a given triangle and the other, to pass through its vertices (i.e., to circumscribe the triangle). In this case, the problem can be solved by applying the two-loci higher order rule twice. The higher order derivation rule here can be thought of as a generalization of the two-loci rule in which two or more applications (i.e., recursions) may be allowed. One can easily conceive of a simple higher order generalization rule which operates on rules and generates corresponding rules which are recursive. The combined two-loci, similar and auxiliary figures higher order rule is one possible consequence of apply some such higher order rule.
It was allowed unsolvable variants of the problems considered, truly viable solution rules would have to be appropriately restricted. The solution rule for "constructing a triangle with sides of predetermined length," for example, works only when the sum of each pair of sides of the triangle is greater than the third. A completely adequate solution rule would have to test this possibility. It is possible to conceive of higher order rules, which operate on rules of various kinds together with special restrictions (e.g., the triangle inequality) to generate correspondingly restricted rules.

It is also possible to conceive of three dimensional analogues of compass and straightedge constructions. In this case, the higher order rules would operate on the usual two dimensional construction rules and would generate their three dimensional analogues. For example, a rule for constructing the locus of points equidistant from a given line (i.e., a pair of lines) corresponds to a three dimensional rule which constructs a cylinder about the line.

A second limitation is that nowhere did deduction play a role in our analysis. In solving constructions, real people frequently attempt to justify logically the various constructions they make. Constructing a triangle given its three medians, for example, requires that a person know or deduce the fact that the medians intersect at a point two-thirds of the way from each vertex to the opposite midpoint (see footnote 13). To this extent, our analysis is limited and may not adequately reflect human knowledge. Our rules reflect semantics, but not inference. Extension of the proposed analysis to deduction should be a first order of business. It is likely that existing geometry theorem proving systems (e.g., Gelernter, 1959) may be useful in this regard.

A third major limitation of this research is that cumulative effects of learning were not considered: each problem in our analysis was considered as de novo. If one wishes to characterize solutions to problems in a given class (e.g., the two-loci tasks) relative to a fixed, self-sufficient set of rules, some fairly complex rules (e.g., the angle-vertices rule) must be included. Furthermore, and in many ways more important, such characterizations, at any particular level of analysis in a task domain tend to lack flexibility. The atomic elements are so large, relatively speaking, that there are many intermediate level problems that cannot readily be solved using such rule sets exclusively. Also important from the standpoint of behavioral analysis, it is doubtful that such lower order rules would adequately reflect the knowledge had by most subjects assumed to know the identified higher order rules. Such subjects would almost certainly also know a wide variety of simpler construction rules, even though we might not explicitly include them in a rule set determined by sampling complex problems of the sort we used. Future work is planned which is designed to meet many of these objections.

Future directions

The method of analysis used in the present research is based on Scandura's (1973a) theory of structural learning, more particularly on those aspects of it which deal with competence. The aim of the latter is to specify (hopefully mechanizable) procedures which characterize the knowledge underlying given classes of behaviors (e.g., problem solutions) that one might wish to attribute to an idealized knower. As noted, our approach to this problem involves the invention of finite sets of rules (including higher order rules which may operate on other rules as well as on data elements) which can be applied as indicated for example, to generate problem solutions.

This level of theory, of course, applies only at an analytic level in the sense generative grammars account for language behavior. The relevance of the theory to actual human behavior, or, for that matter, to the design of artificial intelligence systems, depends fundamentally on our ability to specify mechanisms by which such rules are to interact in specific situations, and what effect if any such interaction has on the nature of the rule set itself.

Implicit in the above examples is another limitation to which we have indirectly referred previously. Our original analyses were limited almost exclusively to single higher order rules. In no case did we attempt to identify rules which may operate on lower order rules, although our examples make it clear that we could have done so. The work involved in accomplishing this would be practical rather than theoretical.
The structural learning theory (Scandura, 1973a) is partly concerned with the specification of such mechanisms. The theory rests on the fundamental and widely held assumption that in problem solving people are attempting to achieve some goal. In the simplified version of the theory considered here, the basis mechanism which governs the use of available rules is as follows: (A) The subject tests his available rules (r) to see if one (or more) of them satisfies the given goal situation (i.e., If $S_o \in \text{Dom } r$ and $\text{Ran } r \subseteq \text{Goal}$). If so, the subject will apply it. (B) If a subject does not have a rule available for achieving a given goal, then control automatically shifts to the higher level goal of deriving a procedure which will satisfy the original goal. (C) If a higher level goal has been satisfied (that is, if some new rule has been derived which contains the stimulus situation in its domain and whose output satisfies the original goal criterion), the derived rule is added to the set of available rules and control reverts back to the previous goal. The third hypothesis allows control to return to lower level goals once a higher level goal has been satisfied. (For more general and rigorously formulated sets of hypotheses see Scandura, 1973a.)

Putting all this together, we see that if an appropriate higher order rule is available when control shifts to a higher level goal, then the higher order rule will be applied and control will automatically revert to the original goal. The subject will then apply the newly derived rule and solve the problem. If the subject does not have a higher order rule available for deriving a procedure that works, then control is presumed to move to still higher levels (e.g., deriving a rule for deriving a rule that works). Although this process is assumed to go on indefinitely in the idealized theory, memory places strict limits in actual applications.

Even this simple assumption provides an adequate basis for generating predictions in a wide variety of problem solving situations. Consider the problem of converting a given number of yards into inches. There are two possible ways in which a subject might solve the problem. The first is to simply know, and have available, a rule for converting yards directly into inches: "Multiply the number of yards by 36." In this case, the subject need only apply the rule according to hypothesis (A). The other way is more interesting, and involves the entire mechanism as described above. Here, we assume that the subject has mastered one rule for converting yards into feet, and another for converting feet into inches. The subject is also assumed to have mastered a higher order composition rule.

In the second situation the subject does not have an applicable rule which is immediately available, and, hence, according to hypothesis (B), he automatically adopts the higher level goal of deriving such a procedure. Then, according to the simple performance hypothesis (A), the subject applies the higher order composition rule to the rules for converting yards into feet and feet into inches. This yields a new composite rule for converting yards into inches. Next, control reverts to the original goal by hypothesis (C) and, finally, the subject applies the newly derived composite rule by hypothesis (A) to generate the desired response.

Moreover, this mechanism provides a basis for an efficient characterization of learning, since, according to hypothesis C, newly derived rules are added to the knowledge base (rule set). Such (additional) rules are in no way distinguished from any others in the rule set; for example, they may serve as component rules in new higher order rule applications. (Also, it should be noted that derived rules may themselves be of higher order and may, thus, be used to satisfy future higher level goals.)

To see how knowledge may cumulate according to this mechanism, let us assume that the learner initially knows rules for converting miles into yards, yards to feet, feet to inches, and the higher order composition rule above. Suppose also that the learner is first presented with the problem of converting miles to inches. In this situation, the learner will fail to solve the problem, since the composition rule we specified above applies only to pairs of rules. (We assume that it does not apply to itself.) However, if the problem of converting yards to inches is presented first, the
subject will solve it as before, and derive a *yards to inches* rule in the process.
Further, if the miles-to-inches problem is then presented, it can be solved using
the derived yards to inches rule and the miles to yards rule as components. Although this
example is obviously very simple, it does illustrate the potential importance of pro-
blem sequence in a growing (learning) system.

Although other investigators have made use of similar notions in varying degrees,
the type of mechanism proposed appears to make more general use of rule and higher order
rule constructs. Frequently, for example, procedures which are allowed to operate on
procedures are not themselves part of the knowledge base; they are viewed as control
processes. (In the present case, only the learning mechanism itself acts as a control
process.) Nor are newly derived solution procedures often added to the set of available
procedures. Newell & Simon (1972, p. 135), for example, allow the Logic Theorist to add
proved theorems to an initial set of axioms, but this is essentially at the level of da-
ta, upon which proof generation procedures operate, and not at the level of the proce-
dures themselves. Viewing learning as "debugging" (e.g., Minsky & Papert, 1972) or as
"means-ends" analysis (Newell & Simon, 1972) is essentially analogous to the introduction
of higher order rules except that in these cases implicit restrictions are imposed on
the allowable higher order rules.

In any case, most investigations in artificial intelligence have involved some
kind of state space representation (e.g., Nilsson, 1971), with problem solving involv-
ing some type of search. No generally agreed upon way of representing learning seems
to have emerged, however. Sometimes, learning is treated as the modification of para-
eters in evaluation functions which select 'promising' nodes for expansion (e.g.,
Samuel, 1959). In other cases, learning systems have been devised to reflect stimulus-
response principles in psychology (e.g., Feigenbaum, 1961, Bower, 1972). Where con-
sidered by information processing psychologists who have adopted this point of view (e.
g., Rumelhart, Lindsay, & Norman, 1972), learning involves the transformation of one
state space to another (Scandura, 1973b).

Though the proposed representation may be formally equivalent, it is our belief,
based on a variety of studies with human subjects (e.g., Scandura, 1973a), that it is
not psychologically equivalent. For one thing, our search for basic psychological
mechanisms (e.g., of learning), which reflect commonalities in human behavior, differs
in important ways from that in computer simulation, where the essential goal is to par-
allel overt human behavior in complex instances of problem solving and where the basic
mechanisms (e.g., means-ends analysis), therefore, are often judged on more imme-
diately pragmatic grounds.

Irrespective of one's opinion on the issue, the laws which govern the interactions
among individual rules are assumed to be fixed once and for all and have potentially impor-
tant implications for computer implementation. In particular, the fixed mode of interaction
would make it possible in principle to modify and/or extend an artificial intelligence
system rule by rule, without having to worry about the effects of these changes on other
parts. (This latter property appears to some extent to be shared by Newell and Simon's
(1972) production systems.)

One of the major complications in current artificial intelligence research is that
even minor changes in one part of a system may have unpredictable effects which may re-
quire compensating changes elsewhere. The switch to heterarchical systems (e.g., Minsky
and Papert, 1972) in which control may shift among individual programs in some predeter-
mined manner, does not appear to alleviate this problem. In contrast to the above me-
chanism, the mode of control in heterarchical systems may vary from system to system,
and worse, from the standpoint of debugging, may interact with the individual programs
themselves. In short, the important point for artificial intelligence research is the
possible advantage for implementation of a fixed mode of interaction.

Whether or not the mode of interaction is restricted to that proposed here is
not the most crucial point. To the extent that artificial intelligence research may
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benefit by taking account of such mechanisms, psychological research aimed at discovering what these mechanisms are would appear to be a first order of business for those interested in human thought. (For a "richer" theoretical mechanism which incorporates memory, see Scandura, 1973a, Ch. 10.)

With the foregoing in mind, an alternative which we are now pursuing is to begin initially with rule sets composed of simpler rules, and to allow these rule sets to grow gradually by interacting with a problem environment. In the present case, only three atomic operators (lower order rules) will be introduced initially: (a) setting a compass to a given radius, (b) drawing a straight line (segment), and (c) using a set compass to make a circle. It is not immediately clear what the higher order rules should be, but, presumably, any reasonably satisfactory rule set would include some types of simple composition, conjunction, and generalization higher order rules, together, possibly, with variants of the two loci and other higher order rules identified above. It should be emphasized in this regard that the initial selection of rules would not in itself be sufficient; the choice and sequencing of to-be-solved problems may also be expected to have important effects on both the rate and type of knowledge acquisition. For obvious reasons, computer implementation seems almost essential in this research and is the course we are pursuing.

**IMPLICATIONS**

**Artificial Intelligence**

The present research appears to have three general implications for work in simulation and artificial intelligence.

First, the rules we have identified may be implemented relatively easily (some have already been). As such, they would be useful either directly in systems concerned with geometric figures and constructions, or indirectly in research having more encompassing aims as described above.

Second, the results are suggestive of how the construction of at least certain artificial intelligence systems might be partially systematized. In this regard, the topic of compass and straightedge constructions is not nearly as important as is the fact that the analysis serves as a prototype for the proposed method of analysis. At the present time this method is being used to analyze the proofs contained in an experimental algebra I high school text based on axiomatics.

Third, our use of flow diagramming as a mode of representation of individual rule suggests that perhaps such representation might play a somewhat larger role in the exposition of future artificial intelligence research. The routine use of a large number of different and highly technical programming languages is often enough to turn away outsiders (such as ourselves) who might otherwise be interested. The limitations of flow diagrams with regard to memory considerations may be a small price to pay for a more neutral and familiar form of representation. Furthermore, flow diagrams have a flexibility as to level of representation which is not shared by particular programming language. This makes it possible to more readily represent basic components at a level of atomicity tailored to immediate needs, and to psychological reality (cf. Scandura, 1973a), rather than to basic components determined by some programming language. These comments, of course, apply only to psychological and expository considerations and say nothing of the more strictly technical problems of representation which must be dealt with in computer implementations.

**Education**

The results of this study also have both long range and immediate implications for education. The promising nature of the results attests to the practicability of the proposed approach as a means of identifying the knowledge underlying reasonably complex kinds of problem solving. In addition to serving as a prototype, the identified rules themselves could be helpful in teaching high school students how to solve compass and
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By identifying precisely what it is that students must know (i.e., one possible knowledge base), these rules provide an explicit basis for both diagnosis and instruction. In particular, the methods of analysis formalized by Scandura (1973a) and developed empirically by Scandura and Durnin (1973) and Durnin and Scandura (1973) can be applied directly to assess the behavior potential of individual subjects on the individual rules, including the higher order ones. Operationalizing the knowledge of individual subjects in this way, and comparing this knowledge with the initial competence theory (i.e., set of rules), provides an explicit basis for remedial instruction (Durnin & Scandura, 1973). In effect, each subject can be taught precisely those portions of each competence rule which testing indicates he has not mastered.

Care was taken to help insure that the higher order rules reflect the kinds of ability individual subjects might have, or use. To the extent that the identified higher order rules are unknown to high school students, instruction in these rules ought to facilitate problem solving performance. The diagnostic and instructional efficacy of these higher order rules has been demonstrated in a recent field test (Scandura, Wulfeck, Durnin, & Ehrenpreis, 1974).

The above discussion of how knowledge is acquired through interaction of the learner with a problem environment also has educational relevance. Specifically, by assigning values to various objectives and costs to particular kinds of instruction (or rules), it should be possible to study the problem of instructional sequencing and optimization in a way which is both precise and relevant to meaningful education. We view this as a critically important problem for future research.
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Appendix A.--The only really adequate way of determining whether a rule is compatible with human behavior is to effect a behavioral test; that is, to see whether a rule provides an adequate basis for assessing the behavior potential of individual subjects, thereby making it possible to predict the behavior of individual subjects on new instances of the rule. (The theoretical foundations for such tests have been worked out and tested empirically [Scandura, 1971, 1973a, Scandura & Durnin, 1973; Durnin & Scandura, 1973].) The basic idea is to determine each subject's behavior potential with respect to each rule in an identified rule set, and then to use the theory as a basis for making predictions concerning performance on problems which require interactions among the rules. The closeness of fit between the predictions and observed behavior would provide a direct test of the adequacy of the rule set. A study reported in Scandura (1973a) on rule generalization was of this type. Since this was impractical in the present study, we adopted the weaker and less rigorous criterion of requiring that the rule sets be compatible with our intuition (cf. Chomsky, 1957).

Appendix B.--Strictly speaking, human subjects are presented with statements of problems as stimuli. Throughout this and our subsequent analyses we assume that the subject's initial subgoal is to interpret the goal statement (i.e., determine its meaning). The second subgoal is to solve the problem. In effect, the initial goal is divided into a pair of subgoals to be achieved in order. Our analysis is limited to the second part of this task, and then only on the assumption that there is no further division of the problem into subgoals. We also assume that the given problem statements can be uniformly and correctly interpreted. Although we do not pursue the question here, we have reason to believe that forming subgoals is closely related to the question of (problem) representation (cf. Amarel, 1968).

Appendix C.--Other representations would probably be more efficient for computer implementation, since graphic systems are relatively complex to implement. For example, some sort of naming system for points, lines, etc. could be devised together with appropriate interpretive routines to identify relations of interest among elements. In fact, the naming system for triangles in common use evolved for just this purpose; names for sides, vertices, medians, etc., if correctly interpreted, carry much information about relative position, intersections, etc.

Appendix D.--In the structural learning theory (Scandura, 1973a), it is assumed that the problem solver automatically tests the solution rule \( R_s \) to see if it satisfies a higher level goal condition. That is, is \( S_o \in \text{Dom} \ R_s \) and \( \text{Ran} \ R_s \subseteq G \)? If the higher level goal is satisfied, control is assumed to revert to the original goal so that \( R_s \) will be applied.

Appendix E.--In evaluating alternative rule-based accounts for a given class of tasks, decisions must always be made concerning exactly how the computational load should be apportioned to the higher and lower order rules. Any number of alternatives exist; at one extreme, the lower order rules may do all of the computation, in which case a separate rule would be needed for each type of problem, and, at the other extreme, the component lower order rules may be of minimal complexity with the higher order rule assuming most of the computational burden. The requirement of compatibility with human knowledge, of course, substantially reduces the number of plausible characterizations.
Appendix F.--We do not attempt to spell out the procedures necessary for finding auxiliary figures. However, in all of the sampled auxiliary figures problems, it was necessary to construct a line parallel to some "distinguished" line through some "distinguished" point not on that line. Such procedures also frequently require special knowledge -- for example, that medians intersect at a common point that is 2/3 of the distance from the respective vertices to the midpoint of opposite sides. Such knowledge is frequently logically deducible, but for our purposes, may be represented in terms of simple "associations" for example, between triangles with their medians and the common intersection property.

Appendix G.--Scandura's (1973b) comments regarding relationships between the structural learning mechanism, and the notion of heterarchical control in systems of artificial intelligence (Minsky & Papert, 1972) may be relevant here.

"For a time artificial intelligence systems were viewed as wholes, as frequent complex programs. As work in the area progressed, the difficulties of building upon earlier work became increasingly clear because of the close interrelationships among various parts of such systems. To overcome this limitation, heterarchical, or modular planning has been used (e.g., Minsky & Papert, 1972). Heterarchical systems consist of sets of programs (modules) pertaining to syntax, semantics, line detection, and so on, together with a heterarchical executive which switches control among these "modules in accordance with a predetermined plan.

"Modules in heterarchical systems correspond essentially to rules in the structural learning theory; the executive control structure corresponds to the basic mechanism. There is, however, an important difference between the two. In heterarchical systems, the basic goal is pragmatic. Such systems make it easier to modify and build upon previous work. No one seriously means to imply that heterarchical control reflects the way people perform, although in developing artificial intelligence systems intuitive judgements are sometimes made with this in mind.

"In contrast, the structural learning mechanism is assumed to be built into people (presumably from birth); it is not learned and need not be taught. While the rules a person knows may increase from time to time, the mechanism is assumed to remain constant.

"This is a strong claim, something which no responsible person would make concerning executive systems currently used in heterarchical systems. Among other things, it is very unlikely that an existing control system would be useful in systems other than the one for which it was designed. It is my contention that benefits might accrue in artificial intelligence and, of course, in simulation if structural learning like control structures were used [pp. 42-43]."

Appendix H.--Such rule sets have been called innate bases (Scandura, 1973a, Ch. 5). In general, innate bases lack the immediate, direct computing power of comparable rule sets composed of more complex rules but, theoretically at least, can grow to become more powerful.

Appendix I.--We realize, of course, that some computer specialists may not take our suggestion very seriously. We, however, find the work in simulation and AI highly suggestive for our own studies and hope in the interest of interdisciplinary communication that some readers may be moved more in this direction.
The viability of systematic analyses of real problem domains in terms of rules and higher order rules has been demonstrated by Scandura, Durnin, and Wulfeck (1974) and Durnin and Scandura (1973). The practical importance of such analyses in such areas as artificial intelligence and education, however, is still an open question. Although an attempt was made to insure in those analyses that the rules identified reflect human knowledge, it was not demonstrated there that they do. Rigorous tests of this thesis require experimental data. Furthermore, even if the rules do turn out to be compatible with what human subjects are likely to know, it is not clear whether, and to what extent, instruction in the higher order rules will result in improved problem solving performance.

The research reported in this paper deals with these questions in education with respect to the geometry construction analyses in Scandura et al. (1974). Specifically, the purpose of this research was to determine the extent to which: (1) the basic higher order rules identified in the analyses are compatible with the knowledge had by a group of average ability teenagers, (2) instruction in the higher order rules facilitates performance on geometry construction problems and (3) instruction in some higher order rules influences (i.e., facilitates or hinders the learning and/or use of) subsequent ones.

A total of four paths of the two loci, similar figures, and auxiliary figures higher order rules were considered in the study. According to the analysis given in Durnin and Scandura (1973), the central question in determining behavioral compatibility is whether the paths of the higher order rules act in (near) atomic fashion. The major task, here, is to determine whether the ability, or lack thereof, to appropriately combine available lower order rules in one problem situation is reflected in other problem situations of the same type. This ability can be determined either directly in higher order task situations, where the subject is required to derive solution procedures for given problems, or indirectly, as we have done below, by asking the subject to actually solve problems (i.e., derive solution procedures and then use them).

In theory, when paths of a rule act in atomic fashion with a given population of subjects, inadequacies determined through testing can be overcome through direct instruction on the paths involved. If a person can solve problems whose solution rules require one path of the similar figures higher order rule, but not problems involving the other path, for example, then instruction presumably would be required only on the latter path.

Previous research provides more or less definitive guide lines on how to proceed and what to expect with regard to the first two questions. Thus, the research reported in Durnin and Scandura (1973) suggests that introspection as to how one actually solves a class of problems often results in the identification of procedures which appropriately partition the class (into equivalence classes). Although we know of no empirical research in the literature which bears on the second goal, members of the MERG group have developed materials for diagnostic testing and remediation in the arithmetical skills which are based directly on these ideas (for details, see Scandura, 1972). Formal data concerned with instruction have not been obtained but informal tryouts attest to the effectiveness of the remedial materials.

With regard to the third goal, very little can be said on the basis of available evidence. The fact that various paths of the higher order rules share many steps in common suggests that there might be positive transfer from one path to another. Thus, having learned one path, there is apt to be less to learn on subsequent ones so that learning them will require less time. On the other hand, one could argue that
similarities among the higher order paths could result in interference. In attempting to generate solution procedures to given problems, the subjects might use the wrong paths.

The present study was designed both to provide answers to the first two questions and to determine transfer and relative learning efficiency resulting from prior training.

**METHOD**

**Tasks and Materials**

Four paths of three higher order rules were considered in the study. Figure 1 depicts the two loci rule, and Figure 2 depicts the two paths of the similar figures rule in Scandura et al. (1972). Path 1 (restricted similar figures) involves steps J, K, L, and M, and path 2 involves steps A, B, C, D, F, G, H, and I. The fourth path involves the auxiliary figures rule (Scandura et al., 1974). For instructional purposes, the decisions and operations of each path were written, respectively, as simple lists of questions and imperative statements.

**FIGURE 1**

```
START

Construct representative \((S_1, R_1)\) pair.

1. Does there exist a point \(X\) in \((S_1, R_1)\) and a rule \(r_g\) such that \((X, E) \in \text{Dom } r_g\) where \(E\) is a point or distance, and \(\text{Ran } r_g \subseteq G\), and \(X\) satisfies two specific conditions of types: \(X\) is a given distance from a given point or line, and/or \(X\) is equidistant from a given pair of points or lines?

   yes

   2. Construct: \(r_g\).

   no

   STOP fail

3. Is there a rule \(r_L\) such that a pair consisting of given points, lines, or distances in \(S_1\) is in \(\text{Dom } r_L\), and is there a locus \(L\) such that \(X \in L \in \text{Ran } r_L\)? Also for \(r_L'\)?

   yes

   4. Construct solution rule \(R_s: r_L \rightarrow r_L' \rightarrow r_g\)

   STOP

Solution Rule is \(R_s\)
```
Construct representative \((S_1, R_1)\) pair

A. Does there exist a point \(X\) in \((S_1, R_1)\) and a rule \(r_g\) such that \(X \in \text{Dom } r_g\) and \(\text{Ran } r_g \subseteq C\), and \(X\) satisfies one specific condition of types:
- \(X\) is a given distance from a given point or line,
- \(X\) is equidistant from a given pair of points or lines, or
- \(X\) is the vertex of an angle of given measure subtending a given segment?

B. Construct: \(r_g\)

C. Is there a rule \(r_L\) such that a pair consisting of given points, lines, segments, distances, or angle measures in \(S_1\) is in \(\text{Dom } r_L\), and there is a locus \(L\) such that \(X \in L \subseteq \text{Ran } r_L^L\)?

D. Construct: \(r_L\)

STOP

J. Is there a rule \(r_g\) such that \(S_1 \cup r_L(S_1) \subseteq \text{Dom } r_g\), and \(\text{Ran } r_g \subseteq G',\) where \(G' \subseteq G^s\)?

K. Construct: \(r_K\)

H. Is there a point \(X_g\) (line \(L_g\)) in goal figure which corresponds to a point (line) in similar figure?

I. Construct solution rule \(R_s:\)

M. Construct solution rule \(R_s:\)

STOP

Solution Rule is \(R_6\).
The experimental tasks were 13 geometry construction problems (see Table 1) taken from Scandura et al. (1974). These problems may be categorized according to which of the four paths of the higher order rules may be used to generate an appropriate solution rule. The two loci higher order rule constituted one path; the similar figures rule yielded two paths (restricted similar figures and similar figures); the auxiliary figures rule yielded one.

### Table 1: Geometry Construction Tasks

<table>
<thead>
<tr>
<th>Test</th>
<th>Problem Number</th>
<th>Solution Type</th>
<th>Problem Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pretest I</td>
<td>1</td>
<td>Two loci</td>
<td>Given a line and a point not on the line, and a radius R, find a circle having the given radius R, which is tangent to the line, and passes through the given point.</td>
</tr>
<tr>
<td>Pretest I</td>
<td>2</td>
<td>Path one similar figures</td>
<td>Given angles B and C and the altitude $H_a$, construct the triangle.</td>
</tr>
<tr>
<td>Pretest I</td>
<td>3</td>
<td>Two loci</td>
<td>Given side $a$, and the median $M_a$, and the height $H_a$, construct the triangle.</td>
</tr>
<tr>
<td>Pretest I</td>
<td>4</td>
<td>Path one similar figures</td>
<td>Given angles B and C and the angle bisector $D_a$, construct the triangle.</td>
</tr>
<tr>
<td>Posttest I</td>
<td>5</td>
<td>Two loci</td>
<td>Given sides $a$ and $b$ and the median $M_a$, construct the triangle.</td>
</tr>
<tr>
<td>Posttest I</td>
<td>6</td>
<td>Path one similar figures</td>
<td>Given angles B and C and side $b$ opposite angle B, construct the triangle.</td>
</tr>
<tr>
<td>Posttest II</td>
<td>7</td>
<td>Two loci</td>
<td>Given two intersecting lines and a radius R, construct a circle with radius R tangent to the two given lines.</td>
</tr>
<tr>
<td>Posttest II</td>
<td>8</td>
<td>Path one similar figures</td>
<td>Given angles B and C and the median $M_a$, construct the triangle.</td>
</tr>
<tr>
<td>Choice Test</td>
<td>9</td>
<td>Two loci and Path one similar figures</td>
<td>Given right triangle ABC with right angle at B, inscribe a square in it such that two sides of the square lie on the legs (AB and BC) of the triangle and the fourth vertex of the square (the intersection of the other two sides) is on AC.</td>
</tr>
<tr>
<td>Pretest II</td>
<td>10</td>
<td>Path two similar figures</td>
<td>Given two intersecting lines $m$ and $n$ and a point $A$ not on either line, construct a circle tangent to lines $m$ and $n$ which passes through point $A$.</td>
</tr>
<tr>
<td>Pretest II</td>
<td>11</td>
<td>Path two similar figures</td>
<td>Given two intersecting lines $m$ and $n$ and a point $P$ on line $m$, construct a circle whose center is on line $m$, which passes through point $P$ and is tangent to line $m$.</td>
</tr>
<tr>
<td>Posttest III</td>
<td>12</td>
<td>Path two similar figures</td>
<td>Given line $m$ and points $A$ and $B$ on the same side of line $m$, construct a circle tangent to line $m$ which passes through points $A$ and $B$.</td>
</tr>
<tr>
<td>Posttest III</td>
<td>13</td>
<td>Auxiliary figures</td>
<td>Given sides $a$ and $c$ and the altitude $H_b$, construct the triangle.</td>
</tr>
</tbody>
</table>
The lower order rules needed (in addition to the higher order rules) for solving the experimental problems are shown in Table 2. For purposes of instruction, these rules were refined to the level of actual compass settings and placements. Each consisted of a sequence of operations to be performed. Accompanying sketches illustrated the result of each operation.

**TABLE 2**

Lower Order Rules

1. **Circle rule**
   Construct the locus of points at a given distance from a given point.

2. **Median locus circle rule**
   Construct the locus of points at a given distance from the midpoint of a given segment.

3. **Point-line circle rule**
   Determine the distance between a given point and a given line and then construct the locus of points at the obtained distance from the given point.

4. **Parallel line rule**
   Construct the locus of points at a given distance from a given line.

5. **Angle bisector rule**
   Construct the locus of points equidistant from two given intersecting lines.

6. **Triangle rule**
   From a point not on a given line segment, draw segments to the endpoints of the given segment (i.e., construct a triangle given a side and an opposite vertex).

7. **Perpendicular bisector rule**
   Construct the locus of points equidistant from two given points.

8. **Similar triangle rule**
   Construct an arbitrary triangle from a pair of given angles, and construct on it parts corresponding to other given segments.

9. **Goal triangle rule**
   Construct a triangle having some part a given length similar to a given triangle with a corresponding part.

10. **Point of similarity rule**
    Select a point of intersection of two lines through corresponding points of goal and similar figures as the point of similarity, then construct a line through the point of similarity and a point on the similar figure, to intersect the goal figure at a corresponding point, from which the goal figure may be constructed.

11. **Similar square rule**
    Construct an arbitrary square in a right triangle with two of its sides contained in the legs of the triangle.

12. **Goal square rule**
    Given a right triangle and a point on its hypotenuse, construct a square with that point as one vertex, such that its two opposite sides are contained in the legs of the triangle.

13. **Similar circle rule**
    Construct an arbitrary circle with its center on one line and tangent to another line.

*The fact that there were 13 tasks and 13 lower order rules is strictly happenstance. The only connection is that the senior author was married on August 13 and is in the 13th year of marriage.*
Descriptions of all problems and rules were reproduced on 21.59 cm. x 27.94 cm. (8 1/2" x 11") paper. Each problem appeared on a separate page so that constructions could be done on that page. The 13 problems were arranged into six separate tests as shown in Table 1.

The instructional materials were arranged into seven training booklets. Booklet 1 contained lower order rules 1-10 and a sample task for each. Booklet 2 contained 10 review tasks for the rules of Booklet 1. Booklet 3 contained path 1 of the two loci higher order rule, with the two Pretest I, two loci problems as practice. In parallel fashion, Booklet 4 contained path 1 of the similar figures higher order rule with the two Pretest I, similar figures problems as practice. Booklet 5 contained lower order rules 11 and 12 of Table 2 with corresponding practice tasks and Booklet 6 contained Rule 13 from Table 2 with a practice task. Booklet 7 contained the second path of the similar figures higher order rule along with the two problems from Pretest II as practice.

Pencils, compasses, and straightedges were available where subjects did not provide their own.

Subjects, Design, and Procedure

The subjects were 30 Trenton State College students enrolled in an undergraduate college geometry class.

A repeated measures design was used. The first phase involved lower order rule training (Booklets 1 and 2) and Pretest I. Its main purpose was to obtain information regarding the adequacy of the two loci higher order rule and path one of the similar figures rule as a basis for assessing the (higher order) behavior potential of subjects. A secondary purpose was to obtain success or failure profiles, so that the subjects could be stratified before assignment to experimental groups.

The first meeting with the subjects occurred during a regularly scheduled 75-minute class period. One instructor and two experimental assistants were available to help the subjects and to evaluate their work. They were given Booklet 1 and instruction on lower order rules 1-10 contained in it. The steps of each rule were read aloud and the corresponding constructions were performed on the blackboard. Each subject then completed the corresponding practice problem.

During a second regular class meeting, the subjects were given the practice problems in Booklet 2 and were required to perform at least one correct construction for each of rules 1-10. Achievement of this criterion level was verified by one of the experimenters. As soon as they reached criterion, individual subjects were given Pretest I. All subjects were instructed to attempt all problems in Pretest I before the period ended; no subject "ran out of time." Pretest problems were scored "passed" if a correct solution figure was constructed. Minor deviations ("compass errors") were allowed. Each pretest was scored individually by three experimenters; there was no disagreement. The pretest results were used to stratify the subjects as shown in Table 3.

<table>
<thead>
<tr>
<th>Similar Figures Problems</th>
<th>Two Loci Problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passed Both</td>
<td>Passed Both</td>
</tr>
<tr>
<td>Passed Both</td>
<td>6</td>
</tr>
<tr>
<td>Passed One</td>
<td>2</td>
</tr>
<tr>
<td>Passed None</td>
<td>2</td>
</tr>
<tr>
<td>Σ</td>
<td>10</td>
</tr>
</tbody>
</table>
On the basis of the pretest results, the subjects were randomly divided into two groups of 15 each, the two-loci-then-similar-figures (TS) group and the similar-figures-then-two-loci (ST) group, with the constraint that each of the cells in Table 3 was split evenly. (The two "singleton" subjects were placed in different groups.) Individual or small group sessions were arranged with each subject for all subsequent training and testing. Throughout the experiment, each subject retained all instructional materials, but not completed tests.

During the remainder of the study, instruction was provided on three of the four higher order paths and performance was measured on both within and extrascope problems. At the third meeting, the TS subjects were given Booklet 3, path one of the two loci higher order rule, and instruction in how to apply the rule. Specifically, they were shown how to determine whether particular lower order rules from Booklet 1 (which was available) were relevant to solution, and if they were, how to combine them so as to generate solution rules for the Pretest I, two loci problems 1 and 3. No actual constructions were performed. (One TS subject failed to attend this or any other instructional session and was dropped from the study.) The subjects in group ST received Booklet 4, path one of the similar figures higher order rule, and instruction on the application of that rule using problems 2 and 4 from Pretest I. After three subjects had been trained, the instruction was modified slightly so that additional emphasis was given to the stopping decisions (i.e., to conditions where the rule did not apply).

Immediately following instruction each subject was given Posttest I. The subjects in both treatment groups received exactly the same problems. Booklet 1 containing statements of rules 1-10 was available throughout. Also Booklets 3 and 4 containing the higher order rules were available to the subjects in groups TS and ST, respectively. Following Posttest I, one subject in the ST group became ill (no causal relationship implied) and had to be dropped from the experiment. (The two subjects dropped from the study had both failed all pretest problems, and had been assigned to different training groups.)

At the fourth meeting, those subjects who had received the two loci training received path one, similar figures training and vice versa. Instruction was given exactly as before. Posttest II paralleled Posttest I and followed immediately after training. Booklets 1, 3 and 4 were available to the subjects throughout the testing. At each subject's fifth meeting, he was given Booklet 5 containing two new lower order rules (11 and 12), and training proceeded as with Booklet 1. With all previous training booklets available, the subjects then took the Choice test problem. (This problem could be solved by either of the two higher order rules on which the subjects had been trained.)

Next, at the sixth meeting, subjects were trained on the lower order rule (13) in Booklet 6. With this rule and all previously learned rules also available, the subjects then took Pretest II. The purposes of Pretest II were similar to those of the first Pretest, but dealt with the second path of the similar figures higher order rule. (At this point, two additional subjects who were failing the course, dropped out of the study. The remaining 26 subjects completed the experiments, 13 in each group.)

Finally, at the seventh meeting, each subject was trained as before on Booklet 7, the second path of the similar figures higher order rule, using the problems in Pretest II. After training, the subjects were given Posttest III. One problem of Posttest III was within the scope of the second similar figures path; the other was an auxiliary figures problem not solvable by using any of the three higher order paths on which instruction was provided.

Approximate times required by each subject were recorded for each session of the experiment.
RESULTS AND DISCUSSION

Assessment Results

Pretests I and II contained a total of six problems grouped on an a priori basis according to their solvability via the three higher order paths on which training was provided. To test the behavioral atomicity of the identified higher order rules, contingencies among within-class (path) problems were examined. Table 4 presents the Pretest I and II results on the three classes of problems. On Pretest I, the subjects' performance on the first two loci problem (problem 1 from Table 1) was significantly correlated with performance on the second two loci problem (problem 3) (Fisher's exact probability = .00485; one tailed), and similarly for the path 1, similar figures problems (2 and 4) (exact probability = .00165; one tailed) and, on Pretest II, for the path 2 problems (10 and 11) (exact probability = .00794; one tailed).

<table>
<thead>
<tr>
<th>Problem 1</th>
<th>Pretest I</th>
<th></th>
<th>Pretest II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two loci</td>
<td>Path 1 of similar figures</td>
<td>Path 2 of similar figures</td>
<td></td>
</tr>
<tr>
<td>Problem 2</td>
<td>Problem 2</td>
<td>Problem 2</td>
<td></td>
</tr>
<tr>
<td>Pass</td>
<td>Fail</td>
<td>Pass</td>
<td>Fail</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>2</td>
<td>18</td>
</tr>
</tbody>
</table>

These results strongly suggest that the identified paths, both collectively and individually, acted in atomic fashion for the experimental subjects. Some of the deviant cases, furthermore, are due to two particular subjects who initially were obviously uncooperative but later applied themselves. Nonetheless, the relatively large number (5) of remaining "fail-pass" cases on the two-loci problems requires some discussion. In particular, this result suggests the possible desirability of further refinement of the two-loci higher order rule into a larger number of distinct paths. This would require analysis of the atomic operators and paths in terms of sub-operators and sub-decisions and, thereby, substitution of a number of paths with more limited domains for the original path. Because the various decisions of this rule involve disjunctions of properties, a basis for such refinement follows directly. The second decision making capability of the two loci higher order rule, for example, refers to a disjunction (A or B or C) of properties, any one of which, if satisfied, is sufficient to direct a computation to a particular sub-operator. With some subjects at least, it is certainly possible that the ability to decide, say, on whether there is a rule containing a point and a line in its domain is independent of the ability to decide on whether a domain contains segments or angle measures. In this case, the ability to solve the problem involving property A would say nothing as regards the ability to solve a problem involving property B, as was the case with problems 1 and 3. In effect, such refinement would not only be consistent with our results but would follow directly from our analysis.
Instructional Effectiveness

Over the entire experiment there were 51 cases where subjects failed all pretest problems from a given class prior to training on the path corresponding to that class. On posttests immediately following such training, new problems from the same classes were solved in 45 (88.2%) of the 51 cases. (The 95% confidence interval for this percentage is 79.3% to 97.1%.) In addition, there were 14 cases where subjects had solved only one pretest problem in a given class. The (new) posttest problems were solved in 13 of those cases.

Table 5 summarizes the results from Posttests I, II, and III on problems for which training immediately preceded testing, arranged according to the number of pretest problems passed.

<table>
<thead>
<tr>
<th>Number of pretest problems within scope of training passed prior to training</th>
<th>N</th>
<th>Number of Ss passing within scope problem after training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posttest I</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>14</td>
<td>11</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Posttest II</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>13</td>
<td>12</td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Posttest III</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>24</td>
<td>22</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total Cases</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>51</td>
<td>45</td>
</tr>
<tr>
<td>1</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>18</td>
<td>18</td>
</tr>
</tbody>
</table>

After training on either the two loci higher order rule or path one of the similar figures rule, 11 of the 14 subjects who failed both Pretest I problems in a given class succeeded on the corresponding Posttest I problem (binomial, p < .05). Not surprisingly, all six subjects who solved one Pretest I problem and all nine subjects who had solved both Pretest I problems also solved the Posttest I problem.
On Posttest II, 12 of 13 subjects who failed both pretest problems in a given class succeeded after training on the higher order rule for that class. Of seven subjects who solved one pretest problem, six solved the corresponding Posttest II problem after training. All eight subjects who solved both pretest problems succeeded following training. On Posttest III, 22 of 24 subjects who failed both Pretest II problems succeeded following training. Two other subjects, who had solved one or both pretest problems, also succeeded on the posttest problem.

Overall, there were seven cases of posttest failure out of 83 cases where success was expected. Five of the seven discrepancies occurred on Posttests I and II. After failure, these five subjects were retrained on the respective higher order paths, and retested. All five succeeded on the second trial.

Inspection of the seven individual problem attempts which resulted in failure showed that, in six of those cases, mistakes occurred at points corresponding to disjunctive decision points in the two loci rule or in path 2 of the similar figures rule. As noted earlier, disjunctive decisions may be broken up (refined) to form separate paths. This suggests that more explicit attention to the molar nature of such (disjunctive) decisions might possibly have reduced even the small number of inconsistencies noted.

In the higher order rules was not only effective but also was relatively efficient. Subjects were able to solve relatively complex construction problems, once they knew the component rules involved, after only about 75 minutes of higher order rule training. Instruction on the lower order rules took an average of about 100 minutes. In all, less than three hours of actual instruction was required.

Sequence Effects

In addition to the positive assessment and instruction results, a number of interesting sequence effects were found. On Posttest I, positive transfer to problems, for which training had not been provided, occurred in approximately 40 per cent of the cases. Of 13 subjects who had failed both Pretest I problems in the class for which no training was given, five solved the corresponding Posttest I problem. (Two subjects solved the two loci problem; three solved the path one, similar figures problem.) Three of seven subjects who had solved one of the untrained problems on Pretest I solved the Posttest I problem. (All three solved the two loci problem after path one, similar figures training.) On the other hand, one subject who had previously solved both Pretest I two loci problems failed the Posttest I two loci problem after being trained on the path one, similar figures rule. Apparently, this was due to his misunderstanding of the posttest instructions; the subject thought he was required to use the trained higher order rule (which was inadequate). After this misapprehension was corrected, the subject was retested and passed the problem. (It was at this point that more stress in the instruction was placed on when a higher order rule would not work -- i.e., when to stop.)

The results on Posttest II, restricted to the problem for which training had been given prior to Posttest I, suggests that training on the second higher order rule did not interfere with earlier training. Twenty-seven of the 28 subjects who completed Posttest II solved the problem corresponding to the first-trained rule, after second training. The remaining subject passed the problem on a second trial.

This lack of interference was also reflected in performance on the Choice problem, which could be solved using either the two loci or path one similar figures rules. All 28 subjects solved the problem. There were 17 two loci solutions and 11 path one similar figures solutions; this difference was not significant. Furthermore, there were no significant differences as to solution preference due to order of training. Group ST had eight and six, respectively. This suggests that when two (or more) rules are available at the time of problem solving (as they were), selections do not depend on when the rules were originally learned.
It is also of interest to note that the higher order rule selections after learning were in approximately the same 3:2 ratio as observed success on Pretest I, where 18 and 12 subjects, respectively, solved one or both of the two loci and similar figures problems. This observation suggests that subject preference after learning is somehow related to subject likelihood of having learned two loci-like higher order rules prior to training. Our data are inadequate to determine why this is so but it could have something to do with the involvement of similar, previously learned selection rules (cf. Scandura, 1974).

Positive transfer was also found from training on one higher order rule to the next. When given first, the two loci training required an average of about 32 minutes (25-60 min. range) and the similar figures training, 31 minutes (20-65 min. range). When the training came second, the corresponding times were 21 minutes (15-45 min. range) and 28 minutes (18-60 min. range). The third training session on path two of similar figures higher order rule required only about 18 minutes (10-30 min. range), even though the relatively large number of failures on the corresponding Pretest II problem suggests that this path was more difficult than the others. Overall, then, ignoring the particular training involved, first training took an average of 32 minutes; second training, 25 minutes; and third training, 18 minutes. Differences among these means were highly reliable ($F_{2, 47} = 34.70, p < .005$). Individual comparisons of first and second training and second and third were also reliable ($t_{25} = 4.85, P < .001$ and $t_{25} = 4.14, P < .001$, respectively).

Rather surprisingly, performance on the auxiliary figures problem, which could not be solved using any of the three trained higher order rules, depended on the sequence in which the higher order rules were learned ($X^2 = 7.58, df = 1, p < .01$). Eleven of the 13 TS subjects solved it while only three of the 13 ST subjects succeeded. No other relation was observed between the results on this problem and on any of the previous ones.

It is impossible to say with any certainty the source of this rather striking sequence effect. One possibility is that, in attacking the problem, subjects may have tended to select the first higher order rule on which they were trained. In this case, the TS subjects could have had an advantage because the auxiliary figures problem may be solved by repeated application of a variant of the two loci rule. Equivalently, it is possible that the subjects combined the higher order rules into more encompassing rules (see the combined two loci-similar figures rule in Scandura et al., 1974) as they were learned. If so, those subjects who tried the two loci path of the combined rule first, most likely the TS subjects, would again have an advantage, especially if the effects of limited memory are taken into account (cf. Voorhies & Scandura, 1973).

Both of these explanations, unfortunately, imply differential solution type preferences on the choice test problem. Since no such effect occurred, some alternative accounting seems necessary. One plausible explanation stems from the fact that the similar figures and auxiliary figures higher order rules may be regarded as progressive generalizations of the two loci rule. That is, all of the higher order rules begin by identifying constructable elementary figures upon which further operations may act to generate a goal figure. In the two loci rule, the elementary figure is "the missing point X." In the similar figure rule, the elementary figure is more general; it is no longer a "degenerate" point, but is still constrained by similarity. Finally, in the auxiliary figures rule, the elementary figure is arbitrary. (For details, see Scandura et al., 1974.)

Because the TS subjects were taught the procedures in a "natural" order of generalization, while the ST subjects were not, the former may have been more likely to have "induced" a generalization procedure. More specifically, the TS subjects may have learned a "higher, higher order rule" for making generalizations. Such a rule could have been used to derive some form of auxiliary figures higher order rule, which in turn would have allowed derivation of an adequate solution rule.
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CONCLUSIONS AND IMPLICATIONS FOR MATHEMATICS EDUCATION

In view of the clarity of these results, it would appear that the identified higher order rules can be used effectively and efficiently both to diagnose difficulties subjects are having with geometry construction problems and to provide instruction in how to solve such problems. Furthermore, training on prior higher order rules seemed to facilitate the learning of later ones.

This is not the first time that beneficial effects have been found for instruction in heuristics. Ennis et al (1969), for example, found that training subjects in general heuristics such as means-ends analysis and planning improved mathematical problem solving. At the present time, Hatfield* also has a study under way in which he is trying to facilitate performance in mathematical problem solving by the informal (clinical) introduction of heuristics.

Although the present study is based on more rigorous and exacting analyses of heuristics in terms of higher order rules (as well as lower order ones), it must not be thought that these varying kinds of studies are incompatible. The present research is completely neutral as regards how information is to be imparted. Motivating the child to learn and the actual mode of presentation in the classroom is up to the teacher's judgement. However, because our higher order rules have been so explicitly characterized, instruction in whatever form (including diagnosis of individual sources of difficulty) is potentially more efficient and feasible than with loosely formulated heuristics.

Although a considerable degree of transfer was evident from training on one higher order rule to another, it is still an open question as to whether explicit instruction in higher order rules (by whatever means) also helps the learner develop new "heuristics" on his own. Earlier, of course, Boughead and Scandura (1968) found that "what is learned" in making simple discoveries can be presented in expository form with equivalent results. In the present case, however, the task of identifying "what is (to be) learned" is far from trivial and, initially, may require more informal, inductive methods (cf. Lowerre and Scandura, 1974). Whatever the answer, there is certainly no reason why the teacher might not encourage discovery (of higher order rules) in addition to whatever explicit training is provided. Indeed, one good teaching strategy would appear to be to present a variety of situations where learners are required to discover higher order rules. Even in the present study, the higher order rules were not taught explicitly as formal (some would say "rote") procedures. Representation of the rules as flow diagrams simply made the experimenters more aware of exactly what it was that was to be taught.

In spite of the positive nature of these results, it should not be forgotten that they deal primarily with the question of how subjects perform in particular problem solving situations given what (rules) they know on entering into the situation. Any complete prescription for problem solving instruction must deal in detail with the course of solving whole classes of problems. Our findings concerning the sequential effects of instruction on higher order rules has demonstrated the importance of such study, and is one step in this direction, but it is a small one indeed. Consider the complications introduced in considering a continually changing set of lower order rules (as learning progresses), not to mention the difficulties in attempting to explicate precisely the source of the sequential effects we observed with the higher order rules. Nonetheless, we are optimistic concerning the progress that might be made in this direction, and considering the obvious implications for mathematics education, to use a time-worn phrase, "we had better begin."

*Personal communication.
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INDIVIDUALIZATION OF INSTRUCTION AND MULTIDISCIPLINE STRUCTURAL LEARNING

Robert J. Starr
University of Missouri

The force generated by student, public and governmental sources in calling for systematic approaches to teaching-learning, accountability and relevance have resulted in the structuring of educational environments for individualized instruction. Unfortunately such "innovations" are often produced as a stop-gap measure to placate negative publicity; hence, are void of theoretical or research foundations.

Individualized instruction is seen by many as innately superior to conventional teaching. Some view individualization as a philosophy rather than a set of techniques; thus, individualization occurs only when an instructor embraces the philosophy and actively meets pupil differences within the classroom (Kinsella and Kinsella, 1972). The result of having a philosophy of individualization is the development/collection of many teaching-learning alternatives for singular concepts. When we individualize, we recognize a person's unique qualities and we build on strengths and the potential found within each pupil; thus, to individualize is to humanize learning (Bagby, 1974).

Philosophically then, the basis for individualization appears to fall within the realm of idealism. One cannot realistically expect to move toward complete individualized instruction because of current educational constraints and yet the goal of individualization remains before us. Instructors seeking to move toward this beacon must plan teaching-learning alternatives which build r; the individual and add to his/her self worth. This focus on the person seeks to free potential which has been bound up due to the lock-step nature of conventional (traditional) schooling.

In the last few years a rather uncomplicated model has appeared and is being widely used for categorizing individualized instruction (Edling, 1971). This model, see Figure 1., serves as a basis for matching goals of the school with the goals and strengths of various systems of individualized instruction.

<table>
<thead>
<tr>
<th>Objectives</th>
<th>School Determined</th>
<th>Learner Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Media</td>
<td></td>
<td></td>
</tr>
<tr>
<td>School Determined</td>
<td>Individually Diagnosed and Prescribed</td>
<td>Personalized</td>
</tr>
<tr>
<td>Learner Selected</td>
<td>Self Directed</td>
<td>Independent Study</td>
</tr>
</tbody>
</table>

FIGURE 1. Individualized Instruction
It is readily seen that the above model compares school versus pupil selection of learning objectives (what is to be learned) and school versus pupil media for achieving the learning (how the objectives are to be reached). According to one author (Hull, 1972) when the school selects both the learning objectives and the media for attainment, the category is termed individually diagnosed and prescribed learning. When the school determines what is to be learned but allows the learner freedom to determine how he will attain the objectives, the category is termed self directed learning. In situations where the learner selects the objective but the media are determined by the school, the category is termed personalized learning. Finally, if the student selects both what is to be learned and how to learn it, the category is termed independent study.

With this rather neat categorization of individualization one may turn his attention to a comparison of this format and structural learning. It has been suggested that improvement in the quality of education requires more than rhetoric and/or superficial proposals, that we need a deeper understanding of the teaching-learning process, itself (Scandura, 1973). A new way of viewing teaching-learning is that of structural learning which is defined on three levels of theory. Level one consists of a first step of competence which accounts for potentially observable behavior of interest to an observer; a second level deals with the behavior of humans under certain idealized conditions and the third or unrestricted step is concerned with memory and the limited capacity of subjects to process information.

It appears then that level one when considered in the context of individualized instruction is concerned with the match up of learning and individual interest and/or ability rather than the definition of laws which govern the ways that rules may interact in accounting for behavior. We are simply restating the "fact" that there are a variety of ways to learn any knowledge or skill and the individualized format must actively seek the mating of learning style and proper learning environment. Viewing all learning as problem solving permits a more systematic approach to experience and accretion of learning. Although many would claim that problem solving is inherent in individualized instruction students may not learn or even be able to build on prior learning without a categorization system. This essence of the structural learning system has been part of Brunerian theories of teaching-learning (Bruner, 1966).

Basically then, individualized instruction and structural learning differ in the exposition of rules. Structural learning seeks the rules, the finite testing procedure, to measure each individual's knowledge relative to the rules in a given competence theory. Individualization, however, is not as concerned with the rules of learning as it is with the individual. Individualized instruction can occur without rules of learning as seen in the independent study cell of Figure 1. The only requirement for individualized instruction seems to be the philosophy of a teacher which permits self pacing.
The real contribution of structural learning and individualization is seen in the desire for quality teaching-learning. Individualization then, cannot contribute to the problems in learning per se. The philosophy of individualized instruction which is transformed into reality within the classroom in today's schools is a concept which seeks to quiet reactions to the teaching-learning environment. Ultimately individualization will gather together the rules for learning and fit these to individual learning styles.

As each discipline begins to specify level one and two of the structural learning format the rules may be compared and consolidated to arrive at multidiscipline structural learning, see Figure 2.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Rules for Competence</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 2.
Defining Level One for Multidiscipline Structural Learning

Thus similar and sometimes identical rules can be used in expository teaching-learning based on a variety of disciplines. As one moves toward the various types of individualization then, the rules can be seen as truly interrelated. The ultimate in individualized instruction can be reached as the levels of structural learning are achieved in the various subject areas and are then amalgamated into multidiscipline learning. The use of a table of specifications, see Figure 3., may be one way to better understand the need for rules for competence within each discipline (Bloom, Hastings and Madaus, 1971).

We note that the development of this type of a table gives us the behavior and content which is associated in a particular unit hence, we are moving toward the fruition of the structural learning concept.

In conclusion, it would appear that individualized instruction is a nebulous term. Individualization though, is humanizing the classroom and this in itself is to be encouraged and applauded. Structural learning requires that instructors begin looking for rules which hold true under specific conditions thus permitting the instructor to structure learning for faster and quicker elicitation from the computer like cells of the brain.
The future of multidiscipline structural learning must await publication and amalgamation of rules within the disciplines. This systematic approach to teaching-learning appears bright if research precedes implementation. The educational movement into the specification of objectives should lead to the derivation of rules to meet specific circumstances. In addition, the production of behavioral objectives should permit finite testing.

As one considers the possibilities of individualized study he/she must be aware of the need for human interaction. No person is going to live in this world alone, the recent shortages of beef, gasoline, etc.,
emphasizes our dependence on others. During the formative years of learning the youth of our country must not be isolated into complete programs of individualized instruction. Each pupil must learn to participate in the give and take activities of our world, he/she must know that this is a necessity for the survival of Homo sapiens. Armed with these thoughts the future of structural learning within an individualized format seems quite bright.
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The purpose of this talk is to see if you will be persuaded that the title constitutes an interesting question.

I have been exploring a model for the basic mechanisms of storage and retrieval in human memory which makes minimal assumptions about organization. In fact, it assumes that data are entered at random places and are searched for in a completely unsystematic, undirected manner. This rather structure-less memory system turns out to exhibit a surprising variety of human-like behavior.

What I will do here is present a description of the model, pause to see whether you have questions about how it works, and then give as many illustrations of its applications as possible in the time allotted.

The storage space consists of a large three-dimensional array containing a very large number of relatively small storage loci. These storage loci may be thought of as similar to the storage registers in a computer's core memory. They may have some maximum size, as yet not specified, but their content is assumed to be quite flexible and variable. Precisely what is entered into these loci, and when, is presumably under the control of parts of the system other than the memory (by the way, it is not denied that the system has other components than memory; e.g., perceptual pre-processors, parsers, etc., and an executive to organize it all). However, where in the memory a particular datum is entered is a random event. The place of storage is not under the control of the rest of the system. Data are entered at the tip of a wandering pointer. This pointer meanders through the three-dimensional memory space in a slow and inexorable random walk. The random walk is simply a function of time; the pointer moves with equal probability, -1, 0, +1 steps in each of three directions in each successive small epoch of time. The pointer does not move towards any particular location or area as a function of the nature of the data it is currently processing. Any kind of data can go anywhere.

When the system wants to retrieve information, it institutes a blind search. The search is accomplished by sending out a signal from the current pointer location. This signal spreads from the pointer tip like the spreading of
a wave around a rock thrown into a pond. The rate of spread of the signal is constant and its maximum distance is fixed. If this signal encounters a register containing appropriate matching information, then the total contents of the register are returned to the pointer. In other words, the contents of registers are accessed by a sufficient match with the signal. The signal may consist of the total contents of a register, or only some part of it. An analogy might be finding the name of the owner of a car with a certain license plate by announcing the number in a large audience and waiting for a return from an individual who recognizes the signal. (The time for the acoustic signal to reach the individual and for his answer to travel back is the analog of the search-time.)

It needs to be emphasized that the pointer does not move in making the search, it sends out a signal that constitutes the search process. The position of the pointer is not influenced by the occurrence of the search, or by its outcome. In particular, the pointer does not move to the location where particular information is found. The signal is assumed to spread to different maximum distances depending on various circumstances. However, almost never can it spread to the whole memory (more typically to perhaps one-third of it). Therefore, the search will often fail.

That is the model. Now, I will describe some applications to psychological phenomena.

I will start with some cases of simple human verbal learning--cases in which quantitative relations are well established.

The system learns, using this memory, according to a classical negatively accelerated learning curve. This is because each time a particular fact is encountered, it is stored at a new, random place. Since the required information can be retrieved by finding any one replica of the information, the more of them there are, the more likely it is that retrieval will be successful. The model also yields strikingly similar functions to those found in human data on forgetting. Forgetting occurs in the short run by the pointer walking away from the storage location, and over longer periods by the recording of contrary information or by the relatively rare occurrence of write-over of previous data.

The memory shows effects of spacing of trials of several kinds. Basically, spacing is beneficial because it causes the several entries of the same information to be more widely distributed in the memory space. As a result, there are more pointer locations from which a search can reach the desired information. Several previously unexplained complex spacing phenomena are also predicted from the model.

Because data about the same conceptual topic can be stored in different, independent loci, sometimes not accessible at the same time, certain other interesting phenomena of human memory are implicit in the model. For example, the tip-of-the-tongue phenomenon, in which one can remember something but not everything about, say, a name, is explained simply by assuming that one stores only part of the information about it on one occasion, and the rest on another.
Perhaps more interesting than these applications to simple learning phenomena, are some predictions concerning the effects of usage frequency on the retrieval of information about words. One reason that these predictions may be more interesting is that they are more novel; there are no previous theories to account for these relations in a detailed way.

The time required for memory access depends primarily on how long it takes the match signal to reach an appropriate register. This is assumed to be a linear function of how far away the closest locus containing the desired information is from the pointer at the time of search. The larger the number, \( n \), of different loci in which the same information is stored, the closer to the pointer will be the nearest one of these, on the average. Therefore, the more times something has been stored, the quicker will be retrieval. For \( n \) large, the mathematical relation is approximated by the function

\[
RT = a + bn^{-1/3},
\]

where \( n \) is the number of replicas stored, and \( a \) and \( b \) are constants. This general function was compared to reaction time data for retrieving various facts about words of different frequencies. One set of data were observations by Oldfield and Wingfield (1965) of the time required to name line drawings of common objects. Another was of times required to say that a word like "CHAIR" was not the name of an ANIMAL. (In this case it is assumed that the subject must first look up the name of the visually presented word, CHAIR, in his memory, then, in a succeeding stage, determine that it does not belong to the category.) A third set of data came from an experiment in which categories were artificially learned in the laboratory. In all three cases, the model gives a very close quantitative fit to human data.

As a side-light, these kind of data may be used to fit a more general form of the model in which the dimensionality of the storage space is a free parameter whose value is estimated from the data. In all three sets of data, the best fit of the function is obtained with three dimensions.

The model can also be applied to the recognition of words under suboptimal perceptual conditions. In this application, it is assumed that the search signal does not provide a sufficient match to determine a unique word, but rather the item "recognized" is the first one found whose stored representation is sufficiently like the degraded stimulus. In this case, the probability of finding the correct word is determined by the number of places in which it is stored relative to the total number of places in which it and other things that can be confused with it have been stored. The model, in this instance, reduces to a special form of the so-called "urn-model" previously proposed by Pollack, Rubenstein, and Decker (1959). Simulations were performed, based on the assumption that degradation of words results in the loss of information about just one letter, and using a published sample of English reading material as the assumed contents of memory. These found a close resemblance between the function for word recognition predicted by the model and those found in human recognition experiments.
A final set of applications involves some recent findings about "semantic memory" (Rubenstein, Lewis, & Rubenstein, 1971). When people judge that a string of letters is a word, they are faster if the word has more than one meaning than if it is an equally common word with only one meaning. The explanation follows from that of spaced practice. It is assumed that polysemous words are encountered at more widely dispersed times, and, consequently, their storage loci are more widely distributed. This means that, on the average, the pointer will be nearer to one of the replicas of such a word than to a word with a single meaning.

The model has been applied to a number of other relations, phenomena and situations that cannot be described for lack of time. However, I have presented a sampling that gives essentially the flavor of the kind of applications in which it has been successful.

This demonstration that a model relying on random processes can account for many significant aspects of human memory may contain an important lesson. In my opinion the lesson is that the potentialities of such simple mechanisms ought to be explored much more thoroughly before complex and sophisticated self-organizing schemes are invoked for the explanation of human knowledge and performance.
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AN OUTLINE OF CONVERSATIONAL DOMAINS AND THEIR STRUCTURE

Gordon Pask
Systems Research Ltd.

1. Introduction

The knowledge structures described in this paper have been chiefly applied in the field of education; to represent subject matter from such areas as probability theory, science and sociological disciplines. The structures are called conversational domains. They are generated and also used in the context of a tutorial conversation between a student and a real life teacher or between a student and a machine instrumented heuristic (not, in the usual sense, a teaching machine or CAI program.)

Acting in its most restrictive mode, the heuristic instruments a teaching policy for the subject matter in the domain; in its least restrictive mode, (which is of immediate interest) it constrains otherwise free transactions so that (a) the student directs his attention to some topic in the domain and (b) the dialogue of the conversation is segmented into occasions upon which cognitive processes called understandings (a technical term) take place; by this means, the conversation may be decomposed into a series of non arbitrary beginnings and endings. If (a) and (b) are satisfied, for a domain R, the conversation is called a strict conversation, anchored on R.

Most of the experimental results which underpin the structural postulates of this paper regarding cognition, memory, and the like, have been obtained in a facility for instrumenting and regulating strict conversations. This facility is known as the "Course Assembly System and Tutorial Environment" (henceforward, called by its acronym "CASTE"; Pask, Kellikouris, and Scott 1972, 1973 a, 1973 b; Pask 1971, 1972)

The conversation, in this case, is non verbal and takes place in a stratified, mechanical, command and question language, designated L = L₁, L₀. In CASTE transactions, one participant (A) is a human being and takes the role (initially, at least) of a student. The other participant is the CASTE heuristic (B) and, unless specifically constrained, it is as neutral as possible. If desired, constraints may be added to convert B into a tutorial heuristic.

The paper outlines the structure of conversational domains in which strict and tutorial conversations take place with certain intuitively obvious requirements upon the learnability and memorability of topics in the subject matter; it indicates how conversational domains are generated from an expert's or source's thesis about a subject matter and gives an overview of the operation of a program, EXTEND, through which the student in CASTE can play the role of source and develop extensions or extrapolations of the conversational domain. The only serious proviso is that the resulting structure satisfies all the constraints upon form (not upon the content or even the magnitude of an innovation) that are imposed for the sake of learnability and memorability, upon the original.

2. Theoretical Underpining for Conversational Domains

As a preface to the discussion, it is essential to outline enough of a theory of learning and teaching, called conversation theory (Pask, Kellikouris, and Scott 1974 a, Pask 1974 b) to make sense of the term "understanding" in its technical usage and to motivate the (otherwise quite arbitrary) restrictions imposed to ensure learnability and memorability upon a conversational domain. The interconnection of a cognitive theory and the structure of a conversational domain is not accidental. It appears impossible to speak cogently of knowledge without some theory, albeit oversimplified, of knowing. Conversely, it is impossible to furnish a coherent account of cognition in the absence of a theory about what may be known.
According to conversation theory there exist L processors, typically, though not necessarily, brains, able to interpret and compile L procedures. Here, L is the conversational command and question language (L = L^1, L^0 of Section 1). Regarded, for this purpose, as a programming language. "L procedure" is a general rubric intended to encompass serial programs and non deterministic (parallel execution) programs as special cases, but usually, to designate a fuzzy program or a class of programs.

If asked what a program does, one reply is to say it computes a relation (or, in case it is a regulatory or control program) that it stabilizes some relation. The same comment applies to a fuzzy program and thus, in our jargon, to a procedure. It is pedantic, but consistent, to remark that a procedure or a program, for that matter, is characterised as reproducing or producing a relation (though the exact meaning given to the word "relation" will only be evident when conversational domains have been discussed). Suppose that we only intended "relation" in a syntactic sense: namely, given as a mathematical entity in extension, as a listing of ordered subsets of elements in some coordinate space or product of sets. If so, and given some important caveats regarding termination any pair or more of programs operating upon the same field (i.e., the coordinate space, or product set, in question) are extensionally equivalent if they produce or reproduce the same relation. In general, fuzzy programs compute fuzzy relations. Hence, if a pair or more of procedures act upon the serial fuzzy field to produce or reproduce the same fuzzy relation they are tolerance equivalent.

Of course a program or procedure only does anything if it is executed. In order to be executed, an L procedure must be compiled in an L processor. We call the actual or potential execution of an L procedure, in fact its compilation, a concept: if the L procedure produces or reproduces a relation R_i, then it is a concept of i. Similarly, the compilation of a class of tolerance equivalent procedures all of which produce or reproduce i is a concept of i. However, in deference to a fact (which soon becomes evident) that we mean more by "relation" than "relation in extension" there may be two or more compilations of tolerance equivalent L procedures that reproduce or produce two syntactically identical but distinctly interpreted relations R_i and R_j. These figure as two or more distinct concepts, namely concept i and concept j, and the two relations R_i and R_j are isomorphic but not identical.

Under what circumstances do the compilations of L procedures exist, as stable entities, in L processor. Such questions are usually glossed in connection with standard processors like digital computers (given L as a programming language and a machine architecture able to accomodate L expressions and sufficient storage medium). The notion that questions of this kind must be asked of concurrent processors, notably those that are able to execute fuzzy programs without numerical resolution, may strike a chord with computer theorists. Undoubtedly, the question is realistic in psychology and, insofar as the L processors are brains, it is mandatory.

The tenets of conversation theory are as follows and are compatible with discursive as well as experimental evidence; namely

(a) a compilation of a procedure (a concept i) is stable if and only if there exists a further procedure able to operate upon a description of concept i (alias the procedure and a tag for its compilation) in order to produce or reproduce this concept (notice, a tolerance equivalent procedure, duly compiled, is a reproduction).

(b) Such a procedure, if compiled and undergoing actual or potential execution, is a memory.

(c) As a convention, introduced to avoid vicious circularity, the concept is called an L^0 procedure and the memory an L^1 procedure.

(d) An understanding of R_i is the production of a concept i in the context of a memory i that reproduces it.
(e) Evidence for an understanding of $R_i$ is obtainable from the dialogue going on in a strict conversation between participants (A and B) provided the conversation is anchored upon a given conversational domain. The evidence consists in an explanation of $R_i$ (which may, without prejudice to the argument, be a non-verbal explanation elicited as a modelling or programming operation) and a derivation of this explanation (usually manifest as part of a learning strategy).

(f) If the verbal or non-verbal explanation is called an "$L^0$ explanation" (in $L = L^1$, $L^0$) then "derivation" figures as a synonym for "$L^1$ explanation."

A regulatory heuristic such as the conversational heuristic employed in the CASTE facility of Section 1 is primarily a device for ensuring that all or some of the topic designating relations in a conversational domain are understood by the participants, in such a way that each understanding ends an occasion and that occasions are strictly ordered and fully observable by an experimenter. To secure these conditions the experimenter designs or instructs a participating agent (the CASTE heuristic, B, for example; equally in principle, a Piagetian interviewer) who interacts with the student or subject (A, the other participant). If any topic is to be understandable, some care must also be exercised in specifying the form of conversational domain and (insofar as evolution is permitted) the means by which it can be enlarged. The essential requirements are that the relations designating the topics can be explained, that separate topic relations are properly distinguished, and that (given certain assumptions about the innate cognitive repertoire of a student) any topic relation can be derived, without loss of specificity, from others in the same conversational domain. As an entirety, these requirements guarantee the productibility and the reproducibility of topic relations and are succinctly expressed as conditions for learnability and memorability.

Systematic growth of a conversational domain, either from scratch or by way of learnable and memorable additions, can, in large measure, be mechanized. One method consists in a discussion, not to be confused with a strict conversation about the resulting domain, between a subject matter expert and someone who follows a series of instructions. Most of the following commentary is couched in terms of this method because the discourse and the constraints that govern it are quite easily comprehended. It should be emphasized, however, that the subject matter expert may equally well interact with a mechanically executed heuristic, the EXTEND program, so that all apparently sloppy regulations can be stated as precisely as desired. As noted in Section 1, EXTEND can also be used in the context of a strict conversation, provided the participating student changes role. Finally, EXTEND has recently been augmented by a further heuristic, THOUGHTSTICKER, which realizes a different, but still systematic type of evolution.

3. Some Epistemological and Ontological Preliminaries

A conversational domain represents the thesis, entertained by a source or subject matter expert. In calling it a knowledge structure, (of chemistry, for example) we mean "what may be known and done according to a (specified) source's thesis about chemistry" and certainly do not mean "all that can be known and done in chemistry, unqualified."

When a source entertains a thesis, it will be assumed that the source's purpose is to enter into discourse with respect to his thesis; in particular, the thesis is used as a base for tutorial dialogue. This fixes, albeit loosely, the pragmatics of a situation in which the source delineates a thesis to form a conversational domain; the pragmatics of a tutorial situation (for example, a strict conversation, between participants A and B, as in Section 1) are fixed up by the conditions under which the A, B dialogue is anchored upon the conversational domain.
What does a source, with such a broadly specified purpose, actually do when asked to express his views on a subject matter (chemistry, say). The least he can do is to mention certain topics by name; to specify, if interrogated, the meaning of each topic and to specify the meaning he attaches to their relations, one to the other, as constituents of a thesis. A source might do much more than that; he might, for example, express a coherent theory of chemistry without prompting. But most sources are unable to do so and report, as their introspective experience, a flux of more or less perspicuous concepts, amongst which some are closely knit, some vague; some clearly associated with the name "chemistry", some tenuously connected. The process of specifying a thesis, so that it can be represented in a conversational domain, involves winking out a picture of chemistry that assumes shape, retrospectively. In practice, we aid the source in this task by providing an analyst/interrogator (Section 1.2.1) who also ensures that the thesis is not only coherent, according to the source's personal criteria, but, in addition, satisfies the special learnability/memorability conditions imposed upon a conversational domain. It turns out that these conditions impose a form upon the syntactic components (i.e., the interpretation-free-components) of the thesis and amount to the requirement that the thesis has a Gestalt structure.

With these comments in mind, let us dissect the source productions (a series of topics and mooted relations between topics) into their logical parts, in order to characterize a thesis (in contrast to an amorphous, freely associated, melange of ideas). The perspective to be described does not necessarily tally with the source's view. But it does correspond to the view of an analyst/interrogator/cooperating with the source, and these points of view are, in principle, translatable. A topic (which the source calls \( T \), perhaps) contains a nameable topic relation which we (or the interrogator/analyst) call \( R_i \), using the index, \( i \), as a name for the topic relation. \( R_i \) has an extension (a possibly finite, possible indefinite listing as a subset of values of certain coordinates) and an intension or rule (roughly a rule in Scandura's sense). Though the extension of relation \( R_i \) may, in principle, be specified as a listing, it may also be represented by means of relational operators (Codd 1966) which produce \( R_i \) in extenso, from a specific transformation of other relations (\( R_p, R_q \)) cited by the source. Such a representation is dubbed a derivation of \( R_i \) and there may be numerous different but extensionally equivalent derivations: for example, \( R_i \) is derived as the Join (one relational operator) of \( R_p \) and \( R_q \) on a common coordinate or, another derivation, as the projection of \( R_s \) onto its first and fifth coordinates composed with \( R_j \) (Projection and Composition are other relational operations.) Two major advantages are obtained by the derivational construction of relations in extenso: (a) The representation is uncommitted regarding the nature of the coordinates which may be and usually are complex (i.e., value sets of other relations) rather than simple "values of "1-adic-relations", alias "properties") so that a relation can be specified without, at this point, dogmatizing about what "really" is "simple"; (b) The representation is uniform and natural. To see this, notice that relational operations are rules (like intensions, except that they act upon relations rather than coordinate values) and, roughly speaking, serve as higher level rules in Scandura's sense.

There is no suggestion that the source either does or should see a topic \( T \) as a relation only: he may very often have an interpretation in mind, as well. But surely, if \( T \) belongs to a thesis, the relation in register with \( T \) (namely, \( R_i \)) has an extension and an intension. These are syntactic entities, insofar as they can both be imaged by grammatically legal expressions in a language. Without prejudice to the source's language (same compartment of natural language, presumably) the interrogator/analyst will express these syntactic entities in a metalanguage designated \( L^* \). In \( L^* \) parlance the extension of \( R_i \) is represented as one or more derivations of \( R_i \) (clearly, the representation only becomes possible after several topics have been cited): the name of the topic (\( T \)) is the index, \( i \), of \( R_i \); the intension of \( R_i \) is represented as a program graph called \( PG(i) \) such that if any program in \( PG(i) \) were interpreted and executed in a suitable processor, it would bring about or satisfy the relation \( R_i \).

If the outpourings of a source are to count as a thesis we do require that
the source can cite (on being told by the interrogator/analyst/that his name for topic $T$ is $i$) the intension of $R_i$ as $PG(i)$ and one or more derivations that delineate the extension of $R_i$. The source may output both the intension and the extension of $R_i$ idiosyncratically, in his own language; typically, he is required to furnish an explanation of $R_i$ as the intension, and an explanation of how this explanation is obtained (that is, a derivation) as the extension of $R_i$. Quite commonly, the explanation and derivation are stated informally. But we do require that the source statement and the $L^*$ statement are translatable; that is, if the interrogator/analyst submits several $L^*$ intensions, $PG(i)$, of $R_i$ and several $L^*$ derivations, as the intension of $R_i$ then (after arbitrary repetition) the source agrees that the $L^*$ intension and the $L^*$ extension of $R_i$ are, in all ways pertinent to his thesis, equivalent to his own explanation of $R_i$ and derivation of $T$.

In particular, there is no supposition that the source's cognitive repertoire contains the relational operators that are used to represent derivations in the metalanguage $L^*$. Since sources commonly employ words like "generalisation", or "abstraction", or "cohesion" as the means by which the topic relations are derived, such a supposition is generally untenable. On the other hand we do assume (in requiring "translatability") that any cognitive operation employed in the source's derivations can be represented, in $L^*$, as some relational operator or some collection of relational operators applied in series.

To be explicit, the relational operators we use are listed below:

- Natural Join (on specified coordinates of relations).
- Projection (onto coordinates specified).
- Permutation (of coordinates of a relation).
- Composition (on a common coordinate of relations).
- Partial Complement (with respect of a coordinate space).
- Union and Intersection (under constraints to avoid vacuity).
- Restriction (of one relation by another relation).
- Isomorphism (between relations).

The operator isomorphism has special significance. Any conceivable relation between topic relations is a morphism of some kind and might be expressed as such. The variegated relational operators serve as a device for eliciting the morphisms of a thesis directionally and in a manner that reflects the systematic application of principles, axioms, and generative rules. Isomorphism is peculiar insofar as it stands for a relational identity (this does not mean that an isomorphism is an identity: definitely it is not an identity of values). In the conversational domain, however, the isomorphisms are, because of this, ascribed priority.

Two important consequences stem from effecting and instrumenting a dissection of topics into relations $R_i$ with extension and intension stripped of a semantic interpretation. (A) It is possible to build up a relational network of $L^*$ derivations which can be mechanically handled and manipulated and given the fact of a $PG(i)$ for each $R_i$, (or, as in the footnote, belief that it can be constructed) to ensure that the resulting structure satisfies the learnability and memorability conditions of a conversational domain. For these conditions, as noted previously, are only imposed upon syntactic entities (the $L^*$ extension and the $L^*$ intension of $R_i$ in a thesis). (B) It was hinted, in Section 1, that the command and question language, $L$, used for dialogue in a strict conversation, is stratified. The stratifications of $L$ into levels $L^1$ and $L^0$ secures a distinction between "problem solving" or "explaining" (manifest at level $L^0$) and "learning" manifest at level $L^1$.

In practice, it is usual to defer eliciting the explanation of $R_i$ until later: to accept the existence of an explanation for each topic on trust (which is reasonable in view of the source's pragmatic orientation). Under these circumstances, the source's explanations are often obtained directly as programs, written in an agreed sublanguage of $L^*$. 
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Exactly this distinction is retained, in the thesis embodied in the conversational domain, as a distinction between "explanation" on the one hand and "derivation" on the other. We stress that the stratification of language $L$, in common with the stratification implicit in the structure of the conversational domain, are imposed as a matter of observational convenience. Though important for manipulative purposes such as regulating a strict conversation, the strata are artificial and have no pretensions to psychological reality. For example, we do not presume that a student necessarily distinguishes between learning and problem solving: he may consider learning to be just "problem solving of problems posed for problem solving." By the same token, a source may regard derivation and explanation as essentially the same kind of process. Such identifications are perfectly legitimate. However, they lead to non vicious circularities which though humanly intelligible, are barely tolerable when it comes to mechanical processing. One circularity of this kind is evident below, on examining the condition of cyclicity imposed upon a conversational domain.

4. The Conditions In Learnability and Memorability.

Figure 1 shows the type of relational network produced by translating and recording source dialogue. If the thesis, represented syntactically in this network and its attachments, is to count as a conversational domain, the structure must be cyclic and consistent (recall, these are the conditions for learnability and memorability).

Cyclicity is stated in the source idiom as the following, humanly pellucid but mechanically intractable, requirement. "If you derived the topic called $R_i$ from topics called $R_j$ and $R_k$ thus explaining $R_i$ in terms of $R_j$ and $R_k$ you must also be able to derive the explanation of $R_j$ and $R_k$ from your explanation of $R_i$; and so on for all topics named $R_i$, $R_j$, $R_k$ in your thesis." From a "formal" or mechanical processing stance, cyclicity is a condition prohibiting loss of specificity in a network considered as a whole; this requirement imposed to guarantee the possibility of reconstructing relations in extension from other relations in extension and, (provided a minimal number of intensions are specified) to guarantee the possibility of constructing a canonical intension for all other relations (i.e. a program which, if interpreted and executed, is extensionally equivalent to the programs in the program graph of the relation in question).

Consistency is a condition of one to one correspondence between topic names and the index values (i) that name relations in $L^*$. It is, incidentally, a prerequisite for cyclicity and the condition is secured continually as a thesis is produced.

Consistency, though superficially simple minded, has fairly profound implications.

The first part, "You shall not give the same name to two or more different relations" is straightforward. If the source calls a topic "T" and the interrogator/analyst inscribes the relation it contains as $R_i$, then, on a subsequent occasion, the source may not use T to stand for a relation $R_j$ where $i \neq j$; in particular, if a topic is derived from T it must be called S, where $S \neq T$, though it is quite possible that T is derived from topic S. The expedient of checking the network to ensure that this does not happen prevents the source, perversely or accidentally, vitiating distinctions he has already drawn, and it has practical significance (words like "Institution", in sociology, and "Distribution", in statistics, are often used ambiguously, in a way that obscures the distinctions immanent in the thesis).

The next part of consistency, "You shall not give two or more names to the same relation", is more subtle. If the relations were really stripped of a semantic interpretation there would be no difficulty. A check could be made on a structure such as Figure 1 to ensure that $R_i$ is not called $T$ on one occasion and $S$ on another occasion, disallowing the locution, if it occurred. But, as
FIGURE 1. Nodes i, j, k, l, m, n, o stand as placeholders for relations *in extenso* $R_i, R_j, \ldots$ constructed by applications of relational operators (Relop) and for intensions (procedures) represented by PG(i), PG(j)… connected through data links (not arcs in the graph of Relop derivations).
already emphasized, the syntactic dissection is a trick: a gambit for obtaining coherence, rather than a statement about what relations really are (namely, what the source, in a thoughtful mood, refers to as topics). We do not wish to obfuscate any distinction the source might make in his thesis. So, for example, we must distinguish between the case in which $R_i$ is determined by two or more paths (that is, the relation derived by one path is extensionally equivalent to the relation derived by another path and is called $R_i$) and the case in which two or more relations are isomorphic (in one to one correspondence but not identical).

Consider, for example, the subject matter of elementary physics and the construction of a conversational domain headed by the topic "oscillator." A source versed in electrical theory might submit a thesis in which topic relations such as "movement of charge" and "inductance" and "resistance" and "capacitance" were combined to yield the topic relation "(electrical) oscillator". Even in the department of electricity this is not a unique derivation; for instance, the same thesis might furnish a derivation of the same topic relation using the notion "negative resistance". The result would be a two part derivation and, as a matter of fact, the head topic might be further abstracted to express the equations of an oscillator.

In contrast, suppose the source thesis spans the departments of mechanics and of electricity. The electrical derivation is, perhaps, of the kind already suggested. But the topic relation "mechanical oscillator" is derived within the cross departmental thesis from "displacement" and "mass" and "friction". Many other derivations are conceivable without the slightest difficulty but are of no immediate concern. The fact is, whatever derivation paths are used, a "mechanical oscillator" is isomorphic to but not identical with an "electrical oscillator" and both topic relations are isomorphic to an oscillator regarded as an abstract, mathematically interpreted, system. The derivation of "mechanical oscillator" and of "electrical oscillator" in the same thesis exemplifies derivation of two topic relations that are distinguished, in this thesis, on semantic or interpretative grounds.

In general, if a source insists that topic $T$ (mechanical oscillator) is distinct from topic $S$ (electrical oscillator) even though $S$ and $T$ are explained (in $PG(S)$ and $PG(T)$ by the same equations and even though their one or many derivations can be placed in register, the interrogator/analyst must instate $T$ at a node $i$ and instate $S$ at a node $j$. By convention, the relations (even in extension) of distinct nodes are allocated distinct names: here, the names $R_i$ and $R_j$. But as a result, the source will be required to delineate an analogy (we deal seriously, in this paper, only with isomorphic analogies). The requirement impels the source to specify a relation, $R_o$, between $R_i$ and $R_j$, which is a one to one correspondence under some permutation of the coordinates of $R_i$ and $R_j$ (any permutation, including the null permutation). Further, (and this leads directly to semantic considerations) he must assert a distinction between the universes of interpretation of $R_i$ and $R_j$ or (if no distinction is made) he must state this fact explicitly. Thus it may be that $T$ is a mechanical oscillator and $S$ is an electrical oscillator when $R_o$, in addition to the permutation and the operator isomorphism, involves a distinction between "electrical" and "mechanical". Or it may be the case that $S$ and $T$ are isomorphic mathematical topic relations, when no distinction is required. But, whatever else may be the case, the universe of interpretation of $R_o$ is distinct from the universe of interpretation of $R_i$ and $R_j$.

Though we used to consider isomorphisms, mechanically speaking, on a par with any other relation between topic relations (see, for example, Pask, Kallikourdis, depending upon the detailed formulation, the distinction may be regarded as part of the intension of a concept or may appear in an interpretation function from the intension to a universe of interpretation.
and Scott, 1974) we currently credit them with special status and (mechanically speaking) assign them priority. That is, all isomorphisms are collected so that they apply between nodes at the same level in a superordinate/subordinate description scheme to be described in Section 5. If an isomorphic analogy is asserted at a given level and could be made to satisfy the validity requirements only if the surrounding mesh is modified (as it stands, for instance, it relates nodes at different superordinate/subordinate levels) then the disposition of other topic relations is modified in order to render the isomorphic analogy legitimate. One justification for this expedient has been hinted already (that an isomorphism stands for a relational identity). The other justification will become obvious in the next Section.

5. Retrieving the Semantic Interpretation of a Conversational Domain.

Models and Descriptors.

Turn, now, to the questions of restoring the semantic interpretation immanent in a topic to the chiefly syntactic structure so far extracted from the source's thesis. According to the procedure employed and realized by the interrogator/analyst/ the question of giving a semantic interpretation is intrinsically bound up with the issue of describing the relational network and its appendages (the GP(i) for each node i), in terms that are comprehensible to a student using the conversational language $L_1$, $L_0$ of Section 1. (rather than the metalanguage $L^*$). Other restoration methods are possible, in principle at any rate, but this is the restoration method employed in practice.

At some point in his exhibition of a thesis, the source is prone to say what he is anxious to teach; a heading for his course material. He might say this at the outset; for example, by saying "chemistry". But generally, such an assertion would be ill considered. The head topic (or a class or isomorphic head topics) are only manifest in retrospect, as the thesis unfolds. Definitive statements are seldom available until an appreciable chunk of the network is displayed for scrutiny by the source. So, at some point (at any point he chooses) the source is allowed to declare a head topic relation; given the proviso that he also specifies a depth, signifying the scope of his thesis.

On submitting a head and depth, the relational network is subject to an operation known as pruning, it being assumed that if the PG(i) are absent from any nodes i in the network, then they can certainly be supplied, or devised by the source. Pruning yields a quasi hierarchical structure, with the head located at the top and having nodes extending to the stipulated depth. The pruning process works if and only if the network is cyclic and consistent under the specified head and depth; failing that, it is rejected as inadmissible/prohibited and dialogue between the source and the interrogator/analyst/ continues (the source being furnished with advice regarding nodes at which the structure is defective). The entire heuristic, pruning and cyclicality/consistency/ testing included, is described in detail in Pask, Kallikourdis, and Scott, 1974; Pask, 1974.

Assume that a pruned structure has proved legitimate. If so, it resembles an and/or/ tree apart from the fact that analogical relations between topic relations that form part of the structure are retained as cyclic sub-structures; a typical mesh being shown in Figure 2. Derivation paths, distinct in the original network, are retained in the pruned structure, but the relational operators which provide an $L^*$ account of the derivations are consigned to an operator data base, which is accessible only to a regulatory or developmental heuristic (either CASTE conversational or EXTEND of Section 1). The derived connecting arcs are called entailments; an omnibus term encompassing all $L^*$ distinct means of derivation. Since the means of derivation represent (by hypothesis) those cognitive and constructive operations available, alike, to the source and any student, the entailments represent permissions to make a discovery (the corresponding omnibus term in psychology) and the distinct entailment paths
Figure 2. Pruned cyclic and consistent mesh with PG(i) and operator data base OP/DB for each node.
constitute permissions to know as laid down by a thesis having the requirements mandatory for inclusion in a conversational domain; cyclicity and consistency. By the same token, the program graphs attached, or capable of attachment, to each node i (the PG(i)) represent permissions to do modelling operations in such a way that the resulting model (on execution) brings about the topic relation Ri. More succinctly, they are permissions to explain.

Now the source's choice of a head and a depth is presumably based upon semantic criteria; his own interpretation of the thesis he has expanded. In general, many choices of head and depth are acceptable (as yielding legitimate, pruned, entailment structures) for exactly the same relational network. For example, in a thesis on probability theory, one source chose the head topic relation "statistical inference" and another source, working in concert, chose "probabilistic automaton theory": the underlying structures being, of course, identical. But the choice also gives syntactic information which is formally or mechanically handled. The choice, essentially of a noun that names the entire structure, induces a description of the structure in terms of arc distance, between nodes representing the topic relations (Figure 2). Since each node is named by a noun (it stands for several things, most of them verb like) the arc distance from head is aptly christened the "superordinate/subordinate/descriptor", or the "syntactic descriptor", of the superficially taxonomy like, but, in fact only quasi hierarchical pruned structure. This superordinate/subordinate or syntactic descriptor has a special significance, as follows. It layers out the isomorphisms in the conversational domain so that any isomorphism is between nodes located at the same superordinate/subordinate level.

It should be noted that any node in the structure with the exception of certain low level nodes, that protrude in Figure 2 as primitive or elementary, could be identified by other syntactic descriptions. For example, it is possible to elaborate the notation scheme of Figure 3 by numbering the nested subsets of arcs from left to right, or as a less arbitrary expedient, it would be easy enough to retrieve the relational operators from the operator data base.

These possibilities are deliberately set on one side, and the source is required to choose a set of semantic descriptors of the nodes in the mesh, which satisfy the following requirements.

(a) The descriptors may be regarded as unary but many valued predicates of the set of nodes, denoted so conceived, they stand for node properties and have values, true or false, in expressions Predi(i)=ValueJR which is true if and only if Node i € the rth value of Pred i; that is to say, Node i belongs to a disjunct subset Sr of a subset Sj of I having the property designated.

(b) Any descriptor has the possible dummy value "*" on Node i where "*" denotes inapplicable to or irrelevant to this node.

(c) A family of descriptors is a fine structure family in I, in Benerji's 1970 sense; that is, minimal conjunctive statements in the Pred j of this family delineate unit sets containing, at most, one node. Hence, a family acts as a unique indexing scheme on the nodes.

(d) The descriptors may be redundant (for example, there may be more than one family of them).

# The reader has probably gathered from the gist of the argument (though the point was only mentioned obliquely) that all relations between topic relations are morphisms of some kind: (homomorphisms, for example) so that isomorphisms have special status. The relational operators are no more nor less than an expedient for extracting morphisms directionally, as derivations that follow some axiomatic principle.
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FIGURE 3. Syntactic description of entailment mesh by arc distance.
(e) At least one family (perhaps there is only one) is understood by any student using the conversational domain. The word understood is used in its technical sense to imply (as later) that all descriptors in the family, whatever they may actually be (they are only "regarded as" being unary but many valued predicates) can be treated as properties by a student.

(f) Any family "is not a full family"; that is, minimal conjunctive expressions in its predicates designate some unit sets that are not currently occupied by nodes (the motivation for this condition appears later, on considering the extrapolation of the conversational domain).

On delving deeper, the descriptors assume a different complexion. What, really, is the source doing when he classifies and indexes the nodes?? The nodes are placeholders for $R_i$ and $PG(i)$ and it happens that a universe $(I)$ of placeholders is momentarily delineated. Unless the source classifies nodes as having syntactic properties (i.e., connections to other placeholders in the mesh which is discouraged with the exception of the superordinate/subordinate descriptor) he must be classifying the $PG(i)$.

There are several ways in which the source could do so, depending upon the meaning ascribed to an intension. Here, we develop one meaning, which, though idiosyncratic, pervades the use and generation of all conversational domains employed with a facility like CASTE of Section 1.

For mechanical and observational convenience, we elicit one part of the evidence for an understanding: namely, the explanation of Section 2, through a non verbal explanation or modelling operation.

A modelling operation is precisely the construction of an interpreted program (or several of them) that is executed in a modelling facility. For example, Papert’s programming language, LOGO, combined with a suitable processor and "toys" such as the "Turtle" is a modelling facility. A LOGO program (for instance, in Computational Geometry) is the syntactic or intensional part of a model; it represents a concept in "computational geometry". The program is executed in the LOGO processor and is interpreted in respect of "Turtle" motions. If the interpreted program works, to bring about a certain relation (say to delineate stellate figures, by "Turtle" movements) then it represents a concept for this relation. We say it represents (rather than is) a concept as there is a fundamental restriction upon LOGO (and other modelling facility) processors; the student can only contrive one model at once (though interrupts are possible) and execution can only occur in the absence of model building operations, and vice versa. The modelling facility (STATLAB) employed in our own studies of statistics and probability theory learning is, in some ways, less versatile but it allows for several models to be executed simultaneously and independently if they are interpreted in distinct (that is, independent) universes of interpretation (for example, sets of real or temporal events, sets of elements of atemporal abstract sets).

In view of these comments upon modelling operations, the meaning given to the semantic descriptions is as follows. They classify the models (or interpreted program graphs $PG(i)$ that are attached to each of the nodes $i$. In particular, their values are subsets of one or more universes of interpretation, namely, one or more parts of a modelling facility (for example, STATLAB). Several universes of interpretation exist in the modelling facility (or there are distinct modelling facilities) insofar as certain parts are independent (so that independent program execution is possible).

The following points are worth stressing as they are fundamental in the construction and use of a conversational domain.
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(A) Strictly, the modelling facility is described (thus also designed) only after the descriptor values have been elicited. Waivers to this order of precedence have been noted; in particular, in the caveat about the fictional character of the fashion in which the source and interrogator/analyst dialogue is conducted. But, even if the source has a modelling facility in mind as he exteriorises his thesis, this modelling facility must be regarded as tentatively specified until the thesis is fully expressed.

(B) Although independence between universes of interpretation for the PO(i) is determined, if a conversational domain is given, the elements of these sets (i.e., the universes of interpretation) are not exhibited except in a generative manner. That is, the universes of interpretation consist in sets with elements that satisfy the properties that are stipulated by the descriptor values.

(C) The student participating in a conversation anchored on this conversational domain understands certain topic relations. This understanding of a topic relation implies (amongst other things) that he is able to treat this topic relation as though it is a property (hence, as though it is a set) and may test elements for membership in this set or generate elements that are members of this set. It follows that the student can, in principle, make an indefinite number of models (interpreted programs) by way of non-verbal explanation, even though the ossature of the universe of interpretation is firmly established.


One advantage of giving priority in the mesh to isomorphic analogies is that it allows for a neatly and readily instrumented method of eliciting the semantic descriptors. The source is presented with triples of nodes consisting in an isomorphic analogy and its terms (Fig 3) or relata. The first triple belongs to the first level of the superordinate/subordinate descriptor. The triple in question is regarded as a triple of objects in the repertory grid technique (Kelly, 1956; Bannister and Mair, 1967) and the source is required, as in the repertory grid technique, to cite a construct (alias, a descriptor). However, the current method deviates from the standard technique in several particulars. The terms of an isomorphic analogy may have the same or different values on a descriptor; but it is easy to see that the relator node standing for the isomorphic analogy, has no "real" value (it has the "*" value), though it most certainly has a value on some other descriptor (that is, if the descriptor is regarded as a unary but many valued predicate and the relator is a relation between topic relations).

Cell the descriptor having values on the terms of the isomorphic analogy (but * value on the relator or analogy node itself) the term descriptor and the descriptor with same value on the relator node (but * value on the term descriptor) the residual descriptor. Both the term descriptor and the residual descriptor are obtained as source inventions. The source is next required to give values (real or "*" On the term descriptor to 4.1 isomorphic analogy terms at the same superordinate/subordinate level and values (real or "*" On the residual descriptor to all relata nodes at the same superordinate/subordinate level.

In case there is a superordinate/subordinate level, perhaps the first, that contains no isomorphic analogy, descriptors and their values (real or *) are elicited over any triples of nodes. In case there are several isomorphic analogies at the same superordinate/subordinate level, they are dealt with in an sequence. In either case, the process of evaluating descriptors is iterated for all other-than-relator nodes in the conversational domain and the process of eliciting semantic descriptors is repeated, layer by layer, for all isomorphic
analogies in the conversational domain (repetition is obligatory until the descriptor values form a unique indexing system; after that, it is optional). Typical semantic descriptors are those cited already; for example, descriptors having values designating broad partitions of a subject matter and the departments of a discipline ("mechanics" and "electricity" in physics).

Given prior specification of the mesh, certain inferences are possible: essentially based on two ideas. First, that an isomorphic analogy between Ri and Rj exists if and only if PG(i) is tolerance equivalent (Section 2) to PG(j) but that PG(i) and PG(j) may be independently executed, either in the same or different universes of interpretation. Next, that any node (apart from the lowermost nodes) has at least one fully conjunctive substructure: a kernel. Generally, a node has several kernels (Figure 4). The meaning of a kernel is as follows. Any model attached to node i (an interpretation of PG(i) or some part of it) is the composition of models that are attached to nodes in a fully conjunctive kernel of node i; these kernel models being interpreted in the same universe of interpretation. For example, an electrical oscillator model is the composition of other electrical models. This assertion does not mean that an electrical oscillator cannot be derived from mechanical models, (PG interpreted in a mechanical rather than an electrical universe of interpretation). But if such a derivation is part of a thesis (and it usually would be, in practice) the electrical to mechanical derivation is manifest at some point as an isomorphic analogy, bridging electrical and mechanical domains.

As a result of these two lines of inference, certain semantic descriptor values can be filled in automatically as soon as some semantic descriptors and their values have been announced. The automatic valuation process must search through the kernels of all nodes given values and apply the following rules:

(a) If a semantic term descriptor has a real value (other than *) on node i, then it has the same value on all members of at least one kernel of node i.

(b) If a semantic descriptor has a real (other than *) value on node i, it has some real (other than *) value on all nodes in all kernels of node i.

(c) If a term descriptor has the same value (x, say) on two terms in an isomorphic analogy, the modelling facility must contain two independent parts, of the same kind (to model the product X \times X).

(d) If a term descriptor has different values (X and Y) on two terms in an isomorphic analogy, the modelling facility is divided into two universes of interpretation, X and Y, capable of modelling the product X and Y and differing in kind.

(e) If so, the X, Y distinction, written Dist (X,Y) is the residual descriptor.

These rules are applied systematically by searching the kernels of all nodes for which descriptors have been elicited and given values. Some of the more important contingencies are illustrated in Figure 5 using TD to stand for "term descriptor" and RD to stand for "residual descriptor"; using "real" as any real (other than *) value and "+P and "-" for particular "real" values. For example, if TD has real values on A and B in Figure 5 (1) and RD has a real value on M we know that TD has * values on M and RD has * values on A and B. In Figure 5 (2) TD is given + value on A and - value on B then TD has a real value (+) on at least one kernel of A and a real value (-) on at least one kernel of B. Given the evaluation of TD on any node in some kernel of A (Figure 5 (3) the value of TD on the remaining nodes in this kernel is specified: similarly (Figure 5 (4)) for some kernel of B and similarly (Figure 5 (5)) for any other kernel (if it exists) of A or B. Finally, the value of RD must (if TD has distinct values X and Y on the terms of the isomorphic analogy) distinguish the universes of interpretation underlying X and Y. This distinction is shown in Figure 5 (6) as the special descriptor Dist (X, Y).
FIGURE 4. A node and its conjunctive kernels at arc distance depth 2.
FIGURE 5. Isomorphic analogy relation and table to concisely express major inferences. Each node A and B has a pair of conjunctive kernels; namely kernels (K) 1 and 2.
7. The Universe of Nodes or Placeholders.

We have stated that a modelling facility is (one or more) universe(s) of interpretation for the program graphs containing an intension for each topic relation (the PG(i) attached to nodes i) and we have reviewed the "upwards down" description of this (or these) universe(s) of interpretation by contriving and evaluating semantic descriptions over the nodes i E I. All this leaves a feeling of unreality about the nodes: they are a universe of placeholders which serves as a universe of interpretation for something: the question is, for what??

The question is properly answered by describing the transactions of a strict conversation (Section 1) and is glossed by the following (truthful but still rather enigmatic) comment. The nodes are a universe of interpretation for exteriorised learning strategies: Phrased differently, just as a modelling facility is a universe of interpretation for explanations (Section 2), albeit non-verbal explanations, evident as model-building-operations, so the nodes are a universe of interpretation for derivations (Section 2). It will be recalled that an occasion in a strict conversation, is bounded by an understanding of some topic relation in the conversational domain and that a derivation, as well as an explanation is required to furnish evidence (Section 2) for an understanding.

This slightly esoteric notion is illuminated by sketching out the tangible arrangements used to exteriorise a derivation (alias, a learning strategy) as a strict conversation takes place with respect to the domain in question (Fig. 6, p. 19). The derivation is inscribed or registered by placing markers on the nodes, to indicate the completion of transactions and by retaining some markers in position. One transaction, for example, is an understanding: hence, under the proper circumstances, (explanation and derivation of a topic relation) a node is marked as being understood. Other transactions, such as aim (alias a focus of attention) and goal (one or several nodes that are currently being learned about, with a view to explaining the topic relations they denote) are only meaningful in the context of the conversation itself. In order to place such markers (in practice, they are often illuminated signal lamps) each node must be associated, as in Fig. 6, with marker value storage. A learning strategy (or equisignificantly a derivation) appears as a series of distributions of marker tokens and is visible to the conversational participants, as well as the outside observer.

8. The Evolution of the Conversational Domain.

The constructive operations, discussed in terms of a dialogue between the source and an interrogator/analyst have been partially mechanised. The source is still required to predicate or make distinctions but all the chores of the interrogation/analyst (and most of his advice giving) is equally well handled by a program (EXTEND, of Section 2 or THOUGHTSTICKER, of Section 2). Whether the process is handled mechanically or not, the conversational domain embodying the source thesis is static and used as the basis for a quite distinct strict conversation between participants (A and B of Section 1, where B may be the CASTE heuristic, A a real student).

During the strict conversation the domain is frozen; a body of ossified knowables. Surely, the source could assess the domain afresh and modify his thesis; as a result, he might enlarge the domain without limit. But A, whilst he keeps the role of student, is unable to do so. The real strength of the mechanised procedures (EXTEND or THOUGHTSTICKER) is that they can be called as routines by the CASTE heuristic (acting as B) provided that A opts out of the student role and becomes a source or innovator. Under these circumstances, the conversational domain can evolve systematically, but, under user control (the user being, in this case, either A as student or A as innovator).
In this context, the EXTEND program operates as follows:

A, as student, sees a description of the conversational domain: Fig. 7 is a parody of such a thing, likening it to the grid lines on a map; each indexed cell being conjunct of descriptor values. Some cells are occupied by nodes, some (by edict) are not. All nodes are ostended, in A, B transactions, by means of descriptor values.

At any instant, A directs his attention to one overall topic relation which he can describe; this topic relation is instated (by the CASTE heuristic) as his aim node. Consequently, A has addressed some cell as aim and, if A is in the role of student, any legitimate aim points to a cell that does contain a node. The act of changing role (student A, into innovator A) is instigated by A addressing an unfilled cell and informing B that he intends to fill it. If this event takes place, B calls for EXTEND with which A enters into a dialogue of the type already described (A in the capacity of source and EXTEND in the capacity of interrogator/analyst). Under these conditions just one unfilled cell may be filled at once (an extrapolation of the CASTE restriction to one aim node at once; or one focus of attention at once). But the cell may be located anywhere, neither necessarily or usually adjacent to the topic relations that A was learning about in the role of student. Hence, in order to permanently impress his systematic innovation upon the conversational domain, A is returned to the student role, and must demonstrate an ability to learn his freshly constructed topic relation on the basis of whatever topic relations he currently understands.

"One aim node at once" innovation is highly restrictive but, even so, non-trivial. To exhibit this point it is necessary to recall the status of the descriptors: in particular, that at least one family of descriptors is understood by the student and that an aim node, even if the student is unable to learn about it, is meaningfully described. Fig. 8 illustrates the proper connotation of this remark for a conversational domain with only one family of descriptors. Arcs from all descriptor values enter each node of the mesh conjoint with other ingoing arcs; in other words, descriptors are simply relations that the student is guaranteed to understand and which he may thus treat as though they are properties. The relations dubbed descriptors and regarded as unary predicates of the nodes differ from topic relations which, in this sense, they glue together. Moreover, since they are described but unoccupied cells, the descriptors glue a thesis expressed in the conversational domain to other theses, that are not represented, but which may be invented. It is conceptually easy to generalize Fig. 8 to the usual case of a redundant description system with several families of descriptors, only one of which need be understood though several may be understood. The difficulty is graphical; arcs for nodes representing redundant descriptors ramify throughout the mesh and gain entry to the nodes of topic relations by disjunctive as well as conjunctive substructures.

Hence, the "one aim at once" operation of EXTEND is a non-trivial device for sallying into a field of relations that may be described and assimilating them into the corpus of what may be known. The chief limitation of EXTEND is the one aim at once clause, due to which it is impossible (directly or explicitly) to introduce an isomorphic analogy, unless the terms of the analogy exist to begin with in the conversational domain. In this respect, EXTEND is more restricted than an actual dialogue between a source and an interrogator/analyst: since it is quite possible that the interrogator/analyst overrides the serial construction process. THOUGHTSTICKER is a program designed to repair this deficiency of EXTEND: the heuristic it realizes is a mechanism for assimilating isomorphic analogies as a whole (terms and relata taken all together) in a format based upon "conditional problematic" statements such as: "If there was a topic U like topic V
FIGURE 6. Addition of marker storage locations to other connections of node i.

FIGURE 7. Descriptors are distance and TD regarded as grid lines.

and they were isomorphically analogous...then certain requirements must hold relating U's coordinates and V's coordinates...if they do (which is mechanically checked) U and V are isomorphically analogous provided there is a distinction Dist X, Y that can be made and leads to the execution of PG(U) as well as PG(V) if the former is modelled in a universe of interpretation X and the latter in a universe of interpretation called Y. "Pilot experiments indicate that THOUGHTSTICKER is a very powerful tool, for studying and encouraging "large" innovations. From a mechanical point of view, it is beset by the following difficulty. The THOUGHTSTICKER heuristic acts on the assumption that the innovator can have several simultaneous foci of attention; hence, any realization must embody several aim nodes. It follows that THOUGHTSTICKER cannot act as a routine of the one aim version of CASTE and the many aim versions developed to accommodate it are complex and currently very inefficient. However, the results are promising enough to outweigh these technical considerations, for many purposes. Further, the augmented system opens up possibilities beyond the compass of this paper. It is, perhaps, obvious that an organization able to accommodate several foci of attention on the part of one user is equally well able to accommodate several users with one aim (at least) for each user. This arrangement has been implemented and the innovative behaviors of groups appear to parallel, in a very interesting fashion, the behaviors accompanying the event called "large" innovation, on the part of only one user.
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THE STUDY OF SYNTAX AND COGNITION: AN IDEA WHOSE TIME HAS COME
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It is sometimes useful for students of developmental psycholinguistics to view the development of their field as they would the development of a child—a child whose development reveals both his complex heritage and its interaction with patterns of experience. Like a child, the field progresses by coordinating diverse strands into an increasingly well-integrated whole. At times, new information from the environment is imperfectly assimilated, yielding rules which are initially over-generalized.

A child's overall cognitive organization may be characterized as in a given developmental stage, even though some of his responses echo an earlier period or foreshadow a later period. Analogously, a field of study may usefully be characterized as in a given state, even though some theorists anticipate a later period.

Earlier Assumptions about Syntactic Development

Several strands in recent research and theoretical development support the need for study of the relationship of syntax and cognition during their development. To place these trends in perspective, it is useful to review the assumptions accepted in the mid-sixties, assumptions which seem to rule out the possibility of any strong relationship between syntactic comprehension and general cognitive development.¹

1. The ages of acquisition were believed to be widely separated. McNeill in 1966 stated that a child's comprehension of syntax developed rapidly after age 1½ and was essentially completed by age 3½, in contrast to cognitive development, which matured later and more gradually.

2. Early and rapid development of syntax would seem to rule out a role for cognitive development in facilitating acquisition of linguistic competence, and by default lend some measure of credence to the hypothesis of innate knowledge of syntactic form.

3. The abstractness of a child's knowledge of syntactic form was contrasted with his decidedly concrete knowledge of other aspects of his environment at age 2-½ (McNeill, 1966). Again, accepting this assumption led quite easily to statements that because a child could not possibly have learned such abstract concepts, he must be born knowing them.

¹Although any of these comments would apply to syntactic production, the relationship of comprehension and cognitive development seems fundamental.
4. The adult speech serving as input to the child's language acquisition (with the exception of adult expansions of a child's sentences) was described as a "completely random, haphazard sample, in no way contrived to instruct a child on grammar" (McNeill, 1966). Hearing sentences which were rambling, broken, full of false starts and mazes, the child could only discover the local expression of linguistic universals if he were equipped with a set of "templates" (innate knowledge of syntactic form) against which to compare the speech he happened to hear from his parents.

5. Syntactic interpretation was assumed to occur prior to semantic interpretation and thus to be largely dependent upon syntactic markers and linguistic competence rather than semantic or extralinguistic considerations. In comprehending sentences, the surface structures was believed to be analyzed into structural features. Analysis of the syntactic deep structure then guided semantic interpretation of the lexical items within the underlying structures (Chomsky, 1965, p. 141). Since semantic interpretation was seen as secondary and subordinate, emphasis was placed on analyzing the child's grasp of abstract syntactic form, with minimal reference to meaning.

6. Chomsky's (1959) telling arguments against associationist learning theory as a credible explanation of a child's acquisition of syntactic comprehension were expanded by Fodor (1965). Imitation, reinforcement and generalization were shown to be inadequate to explain acquisition of the complexities of deep structure the child was believed to comprehend.

7. Guidelines for understanding the relationship between competence and performance were lacking. Chomsky's theory of transformational grammar, claimed as a theoretical base by many investigators of children's grammar in the early and mid-sixties, attempts to describe competence, the implicit knowledge of language structure possessed by a literate adult. Even for adults, there is a gap between competence and actual performance, which reflects competence, but is limited by performance factors such as memory, attention, motivation, etc. For children, such performance factors may be especially significant, and basing judgment of their competence on performance is hazardous (Chomsky, 1964).

For those who saw fully developed competence as innate, anything less than full adult competence could be attributed to performance factors. Others had the option of using a theory of competence as though it was a theory of performance or using performance as though it were an index of competence, either ignoring the inconsistencies or accepting the imperfect match as the best available. In any case, conditions did not facilitate studying the possibility that competence as well as performance develops over a period of time.

Recent Trends

Recent trends, however, bring some of these assumptions into question and suggest that the role of cognitive development in the acquisition of syntactic comprehension deserves careful study.
1. The ages of acquisition of syntax and cognition appear to overlap considerably. Piaget (1950) has traced the development of cognition from birth through adolescence. In the area of syntactic development, comprehension of simple sentences is present even before production of sentences. Bloom (1970) and Macnamara (1972) also point out that even before age 1½, the child uses single-word utterances to express a variety of semantic relationships, and these relationships are reflected in the syntactic structures of early two-word sentences. Carol Chomsky (1969) and Palermo and Molfese (1972) point out significant development throughout the elementary school years. Kramer, Koff and Luria (1972) and Nutson and Shub (1974) note development of syntactic concepts which appears to extend to adulthood. The span of development of syntax is apparently long; it begins earlier and continues longer than McNeil had stated in 1966.

2. Evidence of such overlap in time of acquisition of syntax and cognition reopens the question of possible influence of development in one area upon development in the other. Not only is it possible that cognitive development provides a foundation for early acquisition of linguistic concepts, but, if development in both areas continues over a considerable period, it is also possible that at some points in development, cognitive development may provide support for development of syntactic comprehension, while at other points, maturity of certain syntactic concepts may facilitate further cognitive development (Jenkins, 1969).

3. For both syntax and cognition, the child's concepts appear to develop from concrete to abstract. Evidence has not been lacking that young children could display, when using concrete or familiar materials, capacity for performing some logical operations (Ricciuti, 1965; Piaget, 1952), and that their capacities gradually increase at least through adolescence. Many concepts in language also develop over several years (Brown, 1973; De Villiers and De Villiers, 1972). There appears to be a period of development spanning several years from the time when a concept is available under conditions of concrete support and minimal conflict, to the time when the concept is understood at such an abstract level that it is almost vulnerable to situational factors (Flavell and Hill, 1969; Hutson, 1973). In reviewing early statements concerning a child's abstract knowledge of syntax, it is important to question whether the criteria were demanding enough to warrant the conclusion that the child grasped the concept abstractly, or whether he was able to find in the context or in his experience sufficient support for a germinal concrete concept.

4. While it may be true that the speech heard at a convention of psycholinguists can be described as "haphazard," the speech input which is most directly relevant to a child's language acquisition appears to be more suitable for instruction. First, such speech is often embedded in the context of ongoing activity and familiar topics, providing a redundancy of cues for the interpretation of a sentence. Second, the speech directed toward young children by adults (Nelson, 1973) and by
other children (Shatz and Gelman, 1973) tends to be phrased in shorter, simpler sentences than is speech directed toward other listeners. These sentences often use forms just a little more advanced than the child's present usage, forms which will in a few months appear in the child's spontaneous utterances (Buium, 1973).

5. Two lines of evidence call into question the advisability of considering syntax in isolation from semantic and extralinguistic factors. Several theorists have disputed Chomsky's interpretation of the role of deep structure, suggesting either that the concept of deep structure is not needed or that the function of deep structure is as much semantic interpretation as syntactic analysis (Lakoff and Ross, 1967; Fillmore, 1968; McCawley, 1968; Olson, 1970).

From studies of children's language acquisition, there is abundant evidence of the utility of admitting semantic information early and explicitly in the analysis of children's sentences, and crediting children with the same tendency. Context is used by parents in interpreting children's utterances and by children in interpreting adults' sentences (Bloom, 1970; Carter, 1973; Rommetveit, 1968). Expectations based on a child's non-linguistic experience of the world may also affect his interpretation of syntactic structures (Slobin, 1971; Gove, 1973; Hutson and Powers, 1974; Golinkoff, 1973). These trends toward richer interpretation and greater emphasis on semantic considerations, skillfully interpreted by Brown (1973) and by Olson (1970b), encourage viewing the acquisition of syntactic competence not as an isolated set of abstract concepts relatively little influenced by other areas of a child's development, but as a set of concepts intimately related to other areas of development, concepts which initially require considerable support from semantic and non-linguistic features.

6. Strong currents in the area of learning insist that learning and association are not synonymous; while Chomsky's comments about the inadequacy of associationism to explain the acquisition of complex concepts may be valid, this would not rule out the richer formulations of learning set forth by theorists such as Gagne' (1966), Piaget (1950), or Jenkins (1973). While imitation and reinforcement may account for only limited aspects of language learning, a learning theory which views the child as actively constructing simple rules and hypotheses, based on all available sources of information, may have sufficient scope to deal with the rule-governed behavior required for comprehension of syntax.

There are, however, some provocative claims that transformational rules can be induced through modeling or imitation (Zimmerman and Rosenthal, 1974). It would be useful to test these methods against the framework developed from the many training studies of Piagetian logical concepts.

In the Piagetian training studies, it is common to find that although a response can be trained, an induced concept differs from a spontaneously developed concept in several ways. The induced concept (some would call it simply a situation-specific response) is less likely
to transfer to other materials or to related tasks, and is more easily extinguished through trick procedures (Smedslund, 1961). The prior learning or readiness of subjects is also an important factor. Subjects who initially show some signs of understanding the concept profit much more from training than do those who initially show no understanding. Our understanding of language development would be enhanced by examining whether there are similar possibilities and limitations in teaching linguistic concepts.

7. The relationship of competence and performance in syntax is still unresolved, despite laudable efforts by Cazden (1967), Fodor and Garrett (1966) and Flavell and Wohwill (1969). Borrowing liberally from these authors and extending their positions in directions suggested by the well-documented findings in cognitive development, the following synthesis is offered. It is possible that in syntax as well as in cognitive development, competence as well as performance develops gradually. A child is born with a few germinal capacities basic to language acquisition, and the genetically-endowed capacity to refine his initially gross hypothesis (Slobin, 1966). His competence increases as a result of his total experience of linguistic and nonlinguistic aspects of his environment, neural maturation, and his developing ability to organize his perceptions in increasingly complex fashion. Performance usually shadows competence, though the discrepancy is likely to be less after a concept has matured. Neither competence nor performance is monolithic; for both, the level achieved will differ for various concepts at any point in development.

Diverse strands, then, have converged, creating a climate which encourages exploration of the relationship of cognition and semantics to syntax during development. Semantics has been more broadly defined by Olson (1971), Schlesinger (1971) and Slobin (1970) than by Chomskian transformational grammarians such as Katz and Postal (1964). This aspect of knowledge appears to be quite closely related to overall cognitive growth, quite likely more closely related than is syntax. Semantics, thus broadly defined, may serve as a major component in syntactic acquisition.

Appropriate perspectives for viewing the relationship of semantics and general cognition are not yet well specified. For the moment, however, we leave this challenge to others, suggesting only that semantics and cognition may at first be largely undifferentiated but gradually semantics takes on a more specific character, while retaining close ties with general cognitive development. For purposes of the present discussion, semantics will be treated as an unspecified subset of general cognitive development.

Approaches to the Study of Syntax and Cognition

Even during the mid-sixties, although the general climate discouraged consideration of the possibility of an important relationship between


language and cognition, there were a few who expressed such a need. Sinclair de-Zwart (1969) stated that "linguistic universals exist precisely because thought structures are universal." Slobin (1966) suggested that a child was born, not with a set of linguistic categories, but with "an ability to learn certain types of semantic or conceptual categories" and "the knowledge that learnable semantic criteria can be the basis for grammatical categories."

In the past few years there have been several intriguing approaches to analysis of this issue. Huttenlocher's (1971) study of young children's manipulation of words provides insights as to similar sources of difficulty. A number of studies have attempted to analyze "the syntax of behavior," deriving "grammars" of rule-governed behavior in such diverse areas as cup-nesting (Greenfield, Nelson, and Saltzman, 1972), design-copying (Goodnow and Levine, 1973) and imitation of placements on a Piagetian landscape board (Pufall, 1966). These studies may lead to recognition of common knowledge structures in operations across diverse content areas while preserving the differences due to unequal difficulty of content and to individual differences.

Slobin (1970) sets forth bold, testable hypotheses as to probable cognitive correlates and foundations of syntactic operations, particularly in the early years. His thinking will surely stimulate much-needed analysis and empirical study, though results are not yet widely available. Perfetti's (1972) tough-minded analyses have stimulated spirited forays such as Golinkoff's (1973) innovative study of prelinguistic concepts of actor and agent. Brown (1973) sets forth initial postulates of non-linguistic concepts underlying early syntactic forms such as negation and questions, primarily in the sensorimotor period.

**Parallels Between Syntactic and Logical Transformations**

During the early school years, there is a rapid growth in cognitive development. It has become obvious that important growth in syntax also occurs during this period. Olson (1970a) points out that in both areas the child must overcome difficulties in dealing with transformations.

Both Chomsky and Piaget assign great importance to transformation. Without attempting here to deal in depth with either theory, it is sufficient for our present purpose to note certain parallels which suggest some common knowledge structures underlying behavior in these diverse content areas.

Transformations play a pivotal role in Chomsky's theory of transformational grammar, and on those modifications which insist on a greater role for the semantic component. The deep structure or relational structure of elements in a message is related to the surface structure, or actual expression of that message, by transformational rules which specify how that concatenation of elements may be expressed. The underlying structure of a message in an active, declarative sentence such as "John shut the door" can be transformed into a question "Did John shut
the door?" by placing the auxiliary verb do with its tense marker, in the initial position. The same underlying structure of elements can be expressed in the negative "John did not shut the door" or in the passive "The door was shut by John" by employing other transformational rules.

Children's initial attempts at expressing these relations do not reveal perfect knowledge. For example, the negative may at first be expressed as "Shut the door no" or "John no shut door," a question may be expressed as "How the toy works?" or as an active statement with rising intonation. If young children have fully developed competence, it is well disguised.

Children often comprehend a syntactic structure before they produce that structure accurately (Fraser, Bellugi and Brown, 1963). In naturalistic observation, however, it is important to consider whether cues other than syntactic comprehension could lead to the response from which comprehension is inferred.

In mastering their grammar, children learn the use and implications of various operations such as addition, deletion, and reordering of elements. The central concept acquired is the understanding of the means by which surface structure is related to its underlying relational structure by transformational rules. This is most difficult when previous experience and a new rule conflict, as in the passive voice, or in the exceptional structures studies by Chomsky (1969).

Under transformation, the structural relationship of sentence elements to one another is conserved. If the underlying structural relationship contains the proposition that A operates on B, the proposition is constant regardless of the specific transformational rule applied. That is, for the active sentence "Jane hit the ball," one might conceive of the negative "Jane did not hit the ball" as implying "It is untrue that Jane hit the ball." The question "Did Jane hit the ball?" implies that "It is uncertain that Jane hit the ball."1

Transformations are also pivotal in Piaget's theory of cognitive development. The transformation in logical conservation tasks that parallels linguistic transformation is not the physical change in appearance of the object, but the application of mental operations to various static configurations.

1While these concepts can perhaps be conveyed more precisely by means of propositional calculus or linguistic notation, simple sentences are used here in order to communicate most readily.

2The relationship of elements within the proposition is unchanged. The specific transformational rules applied may, however, have implications for the relationship of the sentence to its social context, emphasizing various aspects of the proposition, indicating evaluative judgments about the proposition, or in other ways contributing to the total message.
In acquiring logical conservation, children gradually come to understand the system of relationships by which various dimensions are related. The base structural component, only gradually derived, is the system of interrelationships of various physical dimensions. The surface component consists of the actual object and the physical operations (such as addition, subtraction or rearrangement) performed upon it. The underlying relational structure and the surface structure are related by transformational rules such as reversibility.

If a child has not yet developed an understanding of the system of relationships of various dimensions, he tends to interpret the situation in terms of his general experience with physical objects - taller glasses usually contain more to drink than do smaller glasses, wider objects are usually heavier than narrower objects.

By attending to the dynamic process of transformation rather than to the static configurations of the object, the child comes to recognize the equivalence of dissimilar objects.

For example, when a ball of clay is changed into a sausage shape, the sausage no longer resembles the ball. Tracing the object through its various states, however, makes it possible to recognize that the process by which the change occurs can be reversed, changing the sausage back into a ball. This is possible only because the changes in appearance of the object do not change the underlying structural relationships. Changes in width, when compensated for by changes in height, do not change the weight or substance.

As noted earlier, it has become apparent that the time span of development of syntax and cognition overlaps considerably, from the sensorimotor stage through adulthood. There are indications that in neither area do all adults attain the same level of competence (Piaget, 1972; Kramer, Koff and Luria, 1972). In both areas, children appear to learn at first in very concrete ways and only very gradually do they achieve predominantly abstract understanding of cognitive or linguistic systems. At this time the factors affecting syntactic development have not been so well explored as those affecting general cognitive development (Piaget, 1970), but the findings from the many studies of spontaneous and induced formation of logical concepts provide a tentative model against which to test factors influencing syntactic development.

This analysis of possible similarities in some of the concepts which develop during the early school years is offered as a spur to further theoretical and empirical analyses, and an invitation to others to join in the difficult and intriguing task of exploring some of the relationships of language and thinking.
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A SYSTEMS AND SET THEORY MODEL FOR THE EMPIRICAL INVESTIGATION OF PERCEPTION AND STRUCTURED KNOWLEDGE

M. Sue Bogner
Catholic University of America

Various terms such as perception, cognition, structure, knowledge, behavior have been used in the psychological literature in reference to the person's functioning in the environment. These terms have not been rigorously interrelated and empirically defined, and because of that have hindered the scientific study of the functioning person as an integrated whole. It is to that problem that this paper is addressed.

As logic represents man's ordering of knowledge, and set theory provides the algebra and geometry for logic, it follows that set theory provides a valid means of expressing the processes by which a person orders knowledge, the cognitive processes. Assuming that a person is not endowed with innate ideas, but a capacity for understanding his environmental context, then the process of ordering knowledge includes the process of internalizing aspects of the environment by the process of perception. These processes which have long been debated by philosophers have also been considered by psychologists. Because the processes of cognition and perception are internal to the person and not objectively quantifiable per se, many psychologists refer to them as hypothetical constructs; still others, the psychologists of the behaviorist school, refer to such processes as "explanatory fictions". Yet, those processes may indeed be systematically assessed and quantified. This is accomplished by considering the person as a "black box" system.

By defining the person as a system in terms of set theory, a viable model for the characterization of knowledge structures which underlie behavior and their relation to perception is herein explicated. This model provides the means for the empirical investigation and understanding of perception and structured knowledge.

The person as a system

A system is described by its internal and external quantities. These quantities are considered analogous respectively to the subjective "I" and the objective "me" of the duplex self (James, 1890). The person as a system is denoted P. The "I", the phenomenological, intra-personal, subjective, active self as knower which constitutes the internal quantities of the system is denoted P'. The "me", the extrapersonal self as known, the object of other people's perceptions which constitute the external quantities of the system is denoted P".

The system is activated by the input of the external, extrasystemic stimulus quantities of environmental events which occur independent of the system. The input interacts with the internal quantities, or the "I", P', to cause intrasystemic events or processes. These processes which are dependent upon the nature of the system, P, produce the output or response quantities which define external quantities or the "me" of the system, P". The relation between external quantities as activities of the system defines behaviors of the system. The behaviors are indicative of properties of the system's, the person's organizational nature, its structure.

Internal quantities

Basic to the consideration of the person as a system is a set of assumed characteristics of the nature of that system. Each assumption (such as those previously
stated herein) is denoted \( p_i, i = 1, 2, \ldots, n \); and contained in the set of all assumptions \( P \):
\[
P = \{p_1, p_2, \ldots, p_n\}.
\]

The assumptions are incorporated in the specification of the internal quantities in space and time. Let \( p'(t) \) represent the assumed internal quantities which specify \( P \) in space at time \( t \) contained in the set of all such times \( T \); the set of all \( p'(t) \) is denoted \( P'(t) \) and is expressed:
\[
P'(t) = \{p'(t) | \forall t \subseteq T \} \quad p'(t) \leftrightarrow peP
\]

An example of such a set of assumed and specified internal quantities, \( P'(t) \), is the presumed process of internalizing the environment at time \( t \).

The quantities of the set \( P'(t) \) are further defined by the values of a specific discipline denoted by the subscript \( i \). Those values are of psychology, more specifically those of theoretical psychology. The set of all such psychological values of internal quantities denoted \( p'_i(t) \), represent the psychological "I" of the person. This set contains the values of the assumed internal quantities of the system as specified in space and time, \( p'_i(t) \), such that for every \( t \) contained in \( T \) there exists a psychological value of internal quantities which correspond to specified assumed quantities of the system for all quantities \( i = 1, 2, \ldots, n \):
\[
P'_i(t) = \{p'_i(t) | \forall t \subseteq T \} \quad p'_i(t) \leftrightarrow p'(t) \subseteq P'(t), i = 1, 2, \ldots, n.
\]

The psychological values applied herein are those of the theory of personal constructs (Kelly, 1955). Such values are: a person's processes are psychologically channelized by the anticipation of events, events are anticipated by construing their replications, the constructs are related to form a system, the construct system may vary as the person successively construes the replications of events.

Because the person is considered a "black box" system, the internal quantities, indeed the psychological values of those quantities are only conjecture until evidenced in the output of the system, those independently observable external quantities representative of the "me" of the system.

External quantities

The output is those quantities produced by the system which exert on the environment. Various aspects of the output of the system, denoted \( x_k, k = 1, 2, \ldots, m \); are contained in the set of all output quantities denoted \( X \):
\[
X = \{x_1, x_2, \ldots, x_m\}.
\]

Each member of the set is essentially a subset, i.e., \( x_1, x_2, \ldots, x_m \), each representing a class of output such as verbal statements, physical gestures, movements. The output of the system represents the external quantities of the system when specified in space and time in terms of a resolution level. The resolution level determines the accuracy and frequency of observation of the external quantities. The accuracy of observation is the consideration of a quantity with respect to an ideal value of that quantity. For example, for a gesture, the accuracy would be the extent to which that specific
gesture $x_1$ is representative of the set of all gestures $X_2$ produced by the system, the person. The frequency of observation is the time for sampling the considered quantities. The set of all such resolution levels, $L$, contains the output quantities of the system observed according to standards of accuracy and frequency. The resolution level is formally expressed:

$$L = \{X_1, X_2, ..., X_m, T\}$$

and serves to define the external quantities, the "me" of the system at time $t$:

$$P^u = \{x_1, x_2, ..., x_m, t, X_1, X_2, ..., X_m, T\}.$$ 

By substitution of the sets $X$ and $L$, the general expression of the external quantities, $P^u$, is simplified to the terms of output, $X$, observed at the resolution level $L$ at time $t$:

$$P^u = \{X, t, L\}.$$ 

The aspects of the external quantities defined by $X, t, L$, are denoted $P^u_\lambda$ with $\lambda = 1, 2, ..., m$, and are contained in the set of all such aspects, $P^{u\lambda}$, which is expressed:

$$P^{u\lambda} = \{p^u_\lambda \mid \forall p^u_\lambda \exists p^u \in X \forall \lambda = 1, 2, ..., m\}.$$ 

An example of $P^{u\lambda}$ is further defined by values of a discipline which are denoted by the subscript $j$. In this case, those values are of psychology, more specifically the values of psychological methodology. The set of all such values of psychological methodology for the external quantities of the system is denoted $P^{u\lambda}_j$ and contains the values of the external quantities $p^{u\lambda}_j$, such that for every $p^{u\lambda}_j$ there exists an external quantity $p^{u\lambda}$ contained in the output $X$ of the system:

$$P^{u\lambda}_j = \{p^{u\lambda}_j \mid \forall p^{u\lambda} \exists p^{u\lambda} \in X\}.$$ 

The set $P^{u\lambda}_j$ operationally defines the external quantities of output. An example of $P^{u\lambda}_j$ is the comment of $P^u$ represented by the numerical characteristics of an adjective in a given adjective check list, i.e., $2 = \text{descriptive}, 1 = \text{not descriptive}, 0 = \text{not applicable}$. It is to be noted that the values of the external quantities may or may not represent or point to consistency in the external quantities of the system. To correct for this, the values of several quantities are sampled in time as activities of the system.

The activity of a system represents the "me" of the system by the ensemble of variations in time of some of the values of the external quantities, $p^{u\lambda}_j$, under consideration. The value of the activity of the system representing the psychological "me" as resolved at time $t$, $P^{u\lambda}_j(t)$, contained in the set of all values of the resolved external quantities, denoted $P^{u\lambda}_j(t)$, such that for time $t$ contained in $T$, there exists a value of external quantities $p^{u\lambda}_j$, for all $j = 1, 2, ..., m$, corresponding to an external quantity $p^{u\lambda}_j$ contained in the set of all output $X$ is expressed:

$$P^{u\lambda}_j(t) = \{p^{u\lambda}_1(t), p^{u\lambda}_2(t), ..., p^{u\lambda}_m(t) \mid t \in T, \forall p^{u\lambda}_j \in P^{u\lambda}_j \forall j = 1, 2, ..., m\}.$$ 

For example, the psychological values are $2 = \text{descriptive}, 1 = \text{not descriptive}, 0 = \text{not applicable}$. 
applicable, and the set $P_\lambda^j$ contains $p_1^\lambda = \text{happy}$, $p_2^\lambda = \text{sad}$, $p_3^\lambda = \text{warm}$, $p_4^\lambda = \text{cool}$, with the values of $p_j(t)$ respectively, as $2, 0, 2, 1$ (see Table 1).

**Table 1**

<table>
<thead>
<tr>
<th>$p_1^\lambda$</th>
<th>$t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>happy</td>
<td>2</td>
</tr>
<tr>
<td>sad</td>
<td>0</td>
</tr>
<tr>
<td>warm</td>
<td>2</td>
</tr>
<tr>
<td>cold</td>
<td>1</td>
</tr>
</tbody>
</table>

Activity is further defined in terms of a considered time interval, $t(0 \leq t \leq t_{\text{max}})$, as a time-invariant relation. This is expressed as the set:

$$P_j^\lambda(0 \leq t \leq t_{\text{max}}) = \{p_j(t) \mid \forall t(0 \leq t \leq t_{\text{max}}) \in \text{T, } p_j^\lambda \rightarrow p_\lambda^t \in \text{X, } j = 1, 2, \ldots, m\}.$$

The time-invariant relations are between the values of members of $P_\lambda^j$ which are satisfied within a considered time interval $t(0 \leq t \leq t_{\text{max}})$. For the case (Table 1) in which the considered time interval is $t$, the time-invariant relation is the relation between the values of the members of $P_j^\lambda(t)$ or the relation between $p_1^\lambda(t)$, $p_2^\lambda(t)$, $p_3^\lambda(t)$, and $p_4^\lambda(t)$.

A time-invariant relation between the values of the subset members of $P_j^\lambda(t)$ is a set contained in the Cartesian product of the subsets. Considering the subsets $p_1^\lambda(t)$ and $p_2^\lambda(t)$, their time-invariant relation $r$ is a subset of their product:

$$r \subseteq P_1^\lambda(t) \times P_2^\lambda(t).$$

More specifically, the considered relation, $r(P_1^\lambda(t), P_2^\lambda(t))$ represents the mutual investment of each of the given values of adjectives in a set of ordered pairs such that for every $p_1^\lambda(t)$ contained in $P_1^\lambda(t)$ and every $p_2^\lambda(t)$ contained in $P_2^\lambda(t)$, there exists an ordered pair $(p_1^\lambda(t), p_2^\lambda(t))$ contained in or equal to the set which comprises the relation:

$$r(P_1^\lambda(t), P_2^\lambda(t)) = \{(p_1^\lambda(t), p_2^\lambda(t)) \mid \forall (p_1^\lambda(t), p_2^\lambda(t)) \in P_1^\lambda(t) \times P_2^\lambda(t)\}.$$
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Diagram 1
Venn diagram of the mutual involvement of the sets $P_1(t)$, $P_2(t)$ defined by their intersection contained in their Cartesian product

It is to be noted that a given time $t$ defines a specific environmental context. As time is sampled, $(0 \leq t \leq t_{\text{max}})$, a variation may occur in the environment. Because input to the system is the exertion of the environment on the system, variation in the environment suggests variation in input. The converse of this also holds, variations in the input to the system implies variations in the environment, hence variation in the considered times.

The chosen pattern of activity of a system is expressed as a matrix with the columnar headings as the considered times, $t$, (implying input) and the row headings of the external quantities, $P_i$. The values $p_i(t)$ are entered in the cells. For example, the activity of a system is sampled at time $t_1 = 1$ minute, $t_2 = 2$ minutes, $t_{\text{max}} = 3$ minutes with respect to comments as adjectives in the set $P$: $p_1 = \text{happy}$, $p_2 = \text{sad}$, $p_3 = \text{warm}$, $p_4 = \text{cold}$. The values of those adjectives, $p_i$, are $2 = \text{descriptive}$, $1 = \text{not descriptive}$, $0 = \text{not applicable}$ which when entered in the cells of the matrix become $p_i(t)$. The matrix for the example appears as Table 2.

Table 2
Example of activity matrix for $P_i(t)$ with values 0, 1, 2, when $(0 \leq t \leq t_{\text{max}})$ and $t = 1, 2, 3, 4$

<table>
<thead>
<tr>
<th></th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>happy</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$p_2$</td>
<td>sad</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$p_3$</td>
<td>warm</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$p_4$</td>
<td>cold</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The time-invariant relation in the example in Table 2 is the pattern of relations among the members of $P_i$ sampled at each $t$. Such a sample may be taken for past values, present values, and future values of $P_i$. The time of such sampling, denoted $(t + \alpha)$, is contained in the set of all time $T$ and refers to the samples of instantaneous values when $\alpha = 0$, past values when $\alpha < 0$ and future values when $\alpha > 0$. The
time-invariant relations representing the "me" of the system, $P''_j(t + \alpha)$, is the set of resolved values of external quantities sampled for $(t + \alpha)$ such that for every $(t + \omega)$ contained in T, with $\omega <, =, > 0$, there exists a corresponding activity at a given time:

$$P''_j(t + \alpha) = \{p''_j(t + \alpha) | \forall (t + \alpha) \in T \exists p''_j(t + \alpha) \rightarrow p''_j(t) \in P''_j(t)\},$$

$$j = 1, 2, m; \alpha <, =, > 0).$$

To meet the conditions of $(t + \alpha)$, the activity of the system might be sampled for given input quantities presented at the $t_1, t_2, t_{max}$ under varying instructions. Instantaneous values of $P''_2$, for the condition of $(t + \alpha), \alpha = 0$, are found by instructing the system, the person, to produce activity as describing the input of objects, events and/or persons given at $t_1, t_2, t_{max}$ as they are "now". The future values of $P''_2$, the condition for $(t + \alpha), \alpha > 0$, may be found by instructing the system to describe the input at $t_1, t_2, t_{max}$ as they would be a year from now. The past values of $P''_2$, the conditions for $(t + \alpha), \alpha < 0$, may be found by the instructions to describe $t_1, t_2, t_{max}$ as they were a year ago. The values of $P''_2$ for the conditions of $(t + \alpha), \alpha <, =, > 0$ may also be found by actually sampling the activity of the system elicited by the input $t_1, t_2, t_{max}$ at three different times. These times are defined as the past, $\alpha < 0$, and the future, $\alpha > 0$, with respect to the intermediate sampling designated as the present, $\alpha = 0$.

For example, the activity at $t$ described as Table 2 becomes a sample of activity of the present values of $P''_2$ at $(t + \alpha), \alpha = 0$. The time-invariant relation is described by three sets of relations among the values of $P''_2$: those among $p''_j(t_1), p''_j(t_2), \text{and } p''_j(t_{max})$ represented by $P''_j(t_1), P''_j(t_2), P''_j(t_{max})$ respectively. The relations defined by the intersection of those three sets within each sample for $(t + \alpha), \alpha <, =, > 0$ serve to define three classes of time-invariant relations. In terms of future values of $P''_2$ represented as the matrix of Table 3, that intersection of $P''_j(t_1), \text{with } P''_j(t_2) \text{and } P''_j(t_{max})$ for $(t + \alpha), \alpha > 0$ is the value of $P''_j(t + \alpha)$ or happy as descriptive.

**Table 3**

Example of activity matrix for $P''_j(t + \alpha)$ with values 0, 1, 2 at time $\alpha > 0$ for $j = 1, 2, 3, 4$

<table>
<thead>
<tr>
<th></th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P''_1$ happy</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$P''_2$ sad</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$P''_3$ warm</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>$P''_4$ cold</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

The three time-invariant relations distinguished by the activity of the values of the external quantities are those: 1) within a short time interval of a particular activity, the local relation, containing values of $P''_2$ at $(t + \alpha)$ when $\alpha < \text{or } = \text{ or } > 0$; 2) anywhere within a particular activity, the relative relation, containing values of $P''_2$ at $(t + \alpha)$ for $\alpha < \text{ and } = 0$, or $\alpha < \text{ and } > 0$, or $\alpha = \text{ and } > 0$; 3) over the entire time interval of every possible particular activity containing the quantities, the
absolute relation containing values of $P''_2$ at $(t + \alpha)$ for $\alpha < \alpha$ and $= \alpha$ and $\alpha > 0$. An example of the relative relation is the relation between the samples for $t + \alpha$ at $\alpha = 0$ in Table 2 and at $\alpha > 0$, Table 3. That relative relation contains the value 2 (descriptive) for $P''_3$ happy. An example of the activity matrix for past values of $P''_2$ appears as Table 4.

Table 4
Example of activity matrix for $P''_j(t + \alpha)$ with values 0, 1, 2 at time $\alpha < 0$ for $\alpha = 1, 2, 3, 4$

<table>
<thead>
<tr>
<th></th>
<th>t_1</th>
<th>t_2</th>
<th>t_{max}</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p''_0$ happy</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$p''_1$ sad</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$p''_2$ warm</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$p''_4$ cold</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The time-invariant relations are incorporated into the behavior of the system which serves to define the link between the psychological "me" and psychological "I" of the system, the person. The behavior of the system is the correspondence of a member of the set of psychological values of the external quantities in terms of time-invariant relations, $P''_j(t + \alpha)$ with a member of the set of psychological values of the internal quantities of the system, $P'_i(t)$. This one-to-one correspondence is denoted $(j, \alpha) \rightarrow i$ and allows the expression of the intrinsic relation of external to internal quantities:

$$P''_j(t + \alpha) = P'_i(t) \text{ when } (j, \alpha) \rightarrow i,$$

where $j(t + \alpha)$ is the psychological value of the quantity $P'_i$ at time $t$, $(t + \alpha) \in T$;

$$P''_j(t + \alpha) \in \forall j \in \exists P'_i(t) = P''_j(t + \alpha) \in \forall P'_i \text{ when } (j, \alpha) \rightarrow i,$$

and $P'_i(t) \in \exists P''_j$, $i = 1, 2, ..., n$ and $j = 1, 2, ..., m$.

The behavior of the system denoted $B$, in terms of the "I" of the person, the psychological value of the internal quantities, is now expressed in terms of corresponding value of external quantities:

$$B = (b | \forall b \exists P'_i(t)\rightarrow P''_j(t + \alpha), (t + \alpha) \in T \text{ when } (j, \alpha) \rightarrow i, P''_j(t + \alpha) \in P''_j$$

and $P'_i(t) \in P''_j$, $i = 1, 2, ..., n$, $j = 1, 2, ..., m$, and $\alpha <, =, > 0$).

The value $P'_i(t)$ as behavior when partitioned by time represents the traits of the system as a past value of $P'_i$ at time $t$ (for $(j, \alpha) \rightarrow i$, $\alpha < 0$), the instantaneous value of $P'_i$ at time $t$ (for $(j, \alpha) \rightarrow i$, $\alpha = 0$), or a future value of $P'_i$ at time $t$ (for $(j, \alpha) \rightarrow i$, $\alpha > 0$). Because $P'_i(t)$ is contained in $P''_j$ and $P'_i$ represents the set of all possible values of the quantity $P'_i$, then $P'_i = P''_j$ assuming $(j, \alpha) \rightarrow i$ for any $\alpha$.

Behavior is defined by a relation of values of the external quantities. Such a relation is a subset of the Cartesian product of $P''_1 \times P''_2 \times ..., X P''_m$ and is formally expressed:
\[ B = \bigwedge_{1 \leq i < n}^{m} \bigvee_{j=1}^{n} P''_{j} \]

It is determined from the temporal context of the traits of the system, whether the behavior is permanent, relatively permanent, or temporary.

Three basic types of behavior, \( B_1, B_2, B_3 \), derived from the three types of time-invariant relations of the activity of the person are distinguished:

1. **Permanent behavior**, denoted \( B_1 \), is indicated by the absolute relation comprised of the set of all local relations of every possible activity containing sets of values of instantaneous and past and future values of external quantities expressed by psychological methodology which directly correspond to or operationalize the sets of values of internal quantities of the person:

\[ B_1 = \bigwedge_{1 \leq i < n}^{m} \bigvee_{j=1}^{n} P''_{j}(t + \alpha) \text{ when } (j, \alpha) \rightarrow i \text{ with } \alpha < 0 \text{ and } \alpha = 0 \text{ and } \alpha > 0. \]

An example of \( B_1 \) is offered when examples of activity at time \( t \) (Table 2) which implies \( t + \alpha \) when \( \alpha = 0 \), and at time \( (t + u) \) with \( \alpha > 0 \) (Table 3) and at time \( (t + a) \) with \( \alpha < 0 \) (Table 4) are considered as an absolute relation. This relation is the area of commonality between the three activity matrices, or in terms of the example, the use of \( P''_{1} \), happy as value 2 or descriptive across all considered times for each \( t + \alpha, \alpha <, =, > 0 \).

2. **Relatively permanent behavior** denoted \( B_2 \) is indicated by the relative relation comprised of the set of all local relations of a particular activity which operationally defines the sets of psychological values of the internal quantities:

\[ B_2 = \bigwedge_{1 \leq i < n}^{m} \bigvee_{j=1}^{n} P''_{j}(t + \alpha) \text{ when } (j, \alpha) \rightarrow i \text{ with } \alpha < 0 \text{ and } \alpha = 0 \text{ or } \alpha < 0 \text{ and } \alpha > 0 \text{ or } \alpha = 0 \text{ and } \alpha > 0. \]

An example of \( B_2 \) is provided by the relative relation between \( (t + \alpha) \) for \( \alpha = 0 \) and \( \alpha = 0 \), for the samples of activity matrices in Tables 2 and 4. It is evident that \( B_2 \) contains \( P''_{j}(t + \alpha) \) of the value of 2 (descriptive) for \( P''_{1} \) or happy and the value 0 (not applicable) for \( P''_{2} \) or sad for \( \alpha < 0 \) and \( \alpha = 0 \).

3. **Temporary behavior** denoted \( B_3 \) is indicated by the local relation comprised of an aspect of a particular activity which operationalizes the sets of internal quantities of the person:

\[ B_3 = \bigwedge_{1 \leq i < n}^{m} \bigvee_{j=1}^{n} P''_{j}(t + \alpha) \text{ when } (j, \alpha) \rightarrow i \text{ with } \alpha < 0 \text{ or } \alpha = 0 \text{ or } \alpha > 0. \]

Table 2 provides an example of \( B_3 \) in the local relation of the value of 2 (descriptive) for \( P''_{1} \) or happy, the value 0 (not applicable) for \( P''_{2} \) or sad, and the value of 1 (not descriptive) for \( P''_{4} \) or cold for \( \alpha = 0 \).
The behaviors, $B_1, B_2, B_3$, define three classes of properties of the system. The properties of a system comprise its organization, the nature of the person. The properties of the system are the properties of the internal quantities, the "I" or "n", as manifest in and inferred from the "me", P" of the system. As previously defined, the behaviors of the system may be consistent over time as well as transitory. To allow inference from the behavior, through the activities, $P''_j(t + \alpha)$, to the properties, $P'_i(t)$, the properties of the organization of the system are differentiated into constant and variable components which, respectively, are the structure and the program of the system.

The program is inferred from behaviors, $B_3$, sampled at time $(t + \alpha)$ when $\alpha = 0$, temporary behaviors. The structure is further differentiated into components designated as the real structure which is inferred from $B_1$ and the hypothetic structure which is inferred from $B_2$. In terms of the dimension of time, the real structure is indicated by behavior across all time for the system, $(t + \alpha)$, $\alpha <, =, > 0$; whereas the hypothetic structure is manifest in behavior in the past and present, $(t + \alpha)$, $\alpha <, =; \alpha <, > 0; \alpha <, > 0$.

An example of the program is not only the consistency of the relation of $P''_1$ to $P''_2$, $P''_3$, and $P''_4$ for a given $t$, but also $P''_j$ across $t_1, t_2$, and $t_{\text{max}}$ for $j = 1, 2, 3, 4$. In Table 2 this relation indicates that for temporary behavior, the adjective happy is considered descriptive while the adjective sad is considered not descriptive and the adjective cold is not applicable. This suggests the use of a dimension defined by happy and cold, and the inapplicability of sad in the temporary behavior of the system in its transitory processing of input. Even though the program is transitory, it provides an index for the psychological value that a person's processes are psychologically channelized by the anticipation of events. This process is considered as the initial process by which the system of the person internalizes the environment, the process of perception.

The hypothetic structure is conceptualized as an hypothesis, based on behavior in the past which influences present behavior by the anticipation of that past behavior in the present.

An example of the hypothetic structure is the relative relation between the activities in Tables 2 and 4. The descriptive value of happy and the not applicable value of sad defines that relation. Inferring to internal quantities, it appears that the construct of happy is used as a unipolar construct and not as a bipolar dimension of happy-sad as in the psychological literature. Inference from the hypothetic structure is consistent with, hence supports, the value of the internal quantities that events are construed as replication of past events.

An example of the real structure is the relations within and among the activities in Tables 2, 3, and 4. These relations produce the descriptive value of happy. This construct apparently is critical to this sample of the person's processes. Thus the real structure indicates the internal quantities used over time, those which are central to the person functioning.

The real and hypothetic structures are considered as indices to the structured knowledge of the person. This model illustrates two aspects of knowledge, that of
the construction of the environment which serves to construe the environment. By knowledge serving to construe the environment, it also influences the program of the system, perception. Knowledge, because it is acquired through perception, is influenced by perception. Thus by using the model explicated herein, in empirical investigations, an understanding of perception and structured knowledge which underlie a person's behavior may be reached.
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ABSTRACT

Steg has defined adaptive behavior as behavior where a system adapts itself to the requirements of the environment, and adapting behavior, where the system changes the environment to suit itself using a variety of tools. A wide variety of possible mixtures of both also becomes evident.

Schulman has stated that the result of economic affluence is such "adapting behavior" in the demand for goods and services, and Steg has stated that dynamic sensory feedback provides an intricate means of regulating motion in relation to the environment; while both have stressed the necessity of programs that communicate -- Steg in learning theory and Schulman in economics. However, these phenomena of human behavior, today evincing themselves in economics and learning cannot be solely restricted to one or two fields. It is postulated that they apply to all facets of human existence (economic, educational, ethical, psychological, cultural, social and political) in all material-reward-oriented societies, when each society has attained a modest but adequate standard of living for the majority of its population.

Introduction

Since 1953 we have been observing an economic phenomenon for which there was no apparent explanation. That phenomenon was declining price elasticity of demand as measured by income elasticity of consumption. In other words, an ossification of purchasing pattern was spreading through every income class of America except the poor. Businesses were going bankrupt without apparent cause in the midst of unprecedented prosperity.

By 1963 when accurate data became available, it became evident that there had been, over the period, a change in elasticity (the ratio between a difference in expenditure for a particular good and an income change). Elasticity was declining due to increase in income and education (no other variable proved significant); of the two, education showed the most significant pattern.

It has always been postulated by economic theorists that mean elasticity of consumption declines for goods as income rises. But, this time the data showed an even greater decline with an increase in education. This was contrary to all predictions and could not be explained on the basis of any previous postulate, (Keynesian, Friedman's permanent income hypothesis, or the adaptation of the permanent wealth theory; or Duesenberry's previous standard of living hypothesis). When Steg's papers (1966 et al.) were finally digested it became evident that they were an explicative formula for this economic behavioral phenomenon. The consumer was "learning" and exhibiting an "adapting behavior" cybernetic mechanism.

(2) It increases for services.
In a series of papers Steg has treated deviation-counteracting feedback in human behavior, i.e. negative feedback, and suggested that at least two distinctive human behaviors become operative in society with possible mixtures of both. These are adaptive behavior, or behavior where a system adapts itself to the requirements of the environment, and adapting behavior where the system changes the environment to suit itself, using a variety of tools: social, economic, psychological, physical, and even political. (Steg, 1966, 1970, 1971, 1973, 1974).

In the paper on "Communication and Feedback in the Technology of Consumption," Schulman (1973) has shown that in a society where discretionary purchases and consumption are available to the majority of the population, the consumer becomes a "least cost" buyer for necessities, and refuses to follow previously established patterns of authority in purchasing discretionary goods. In a free or semi-free market this plays havoc with fashion's dictates; causes individualistic consumer reaction in the marketplace - to the point of purchase refusal if desires are not met; and expresses itself in overt criticism, lobbying and myriad other group and non-group activities to influence the market and the manufacturers, economically, politically, and socially.

In other words, the consumer is exhibiting an "adapting behavior" pattern, which will increase in intensity as the society becomes more affluent.

Behavior: Adaptive versus Adapting

Adaptive

Automatic activity of man, animal or machine is an adaptive control system, by its very nature. It is safe to assume that, as with the laws of physics, the laws governing control systems apply equally to animal, man or machine. In the language of the system engineer, this is a closed-loop control system. The control system pattern consists of (1) an input signal that triggers some action, (2) a feedback signal of the result of this action to compare with the input signal, (3) a closing of the loop and a summation of the two signals and (4) effective action to counteract this summating signal. A persistent residuary signal can be made to affect memory which results in "learning". In a control system, work is triggered as a result of an actual error input. The error is essential to the activity of any control system. These mechanical patterns apply equally to automatic machinery, animal behavior, and man's everyday automatic activity.

1 The term "error input" is an engineering term commonly accepted to mean a disturbance.
Adapting

An important deviation from the automatic pattern occurs when the automaticity of a system is eliminated. Non-automatic activity will not necessarily be subject to the adaptive nature of the control system and trigger its energy to cancel the disturbance.

With the automaticity eliminated the response to a disturbance is chosen after the disturbance has been analyzed as to its source, the energy involved in the disturbance, the possible response and resulting consequences, including analysis and assessment of energy sources and energy balances. In other words, understanding is replacing automatic response.

To recapitulate, an adaptive control system is subject to the effect of the environment on its sensing elements and has no freedom to control the effect of the environment on its sensing elements. It can only adapt the system by using its own energy to satisfy the requirement from the environment conveyed through the sensors.

Opposed to this automaticity is the human ability of adapting an environment by means that extend human reach in a specific fashion, including in the process the use of tools, machines, and psychological, socio-political, economic, educational and other instruments. Specifically, the human mechanism directs the signal-triggered action with a view to the adaptation of the environment to eliminate the differential between the fed-back signal resulting from the modified environment and the original input signal. The mechanism involved in the latter system or disturbance is subject to the filter of intelligence, thus creating an art image of the environment to serve as a blueprint for the adapting process. The system involved in specifically human activity is operable only when an action is triggered to adapt the existing, "given", "objective" environment to an art or dream image.

Adapting Behavior of the Consumer in Economic Life

At a point of economic affluence in any society (where a large majority of the population is living at a level considered by its culture to be "modest but adequate", and has major discretionary purchasing power in terms of whatever costs are being considered within the parameters of the culture) consumers of goods and services begin to exhibit patterns of "adapting behavior". These patterns are quantifiable and measurable in terms of price and elasticity of demand ($\Sigma q^p$) and income elasticity of consumption ($\Sigma q^Y$), both over time and at specific single periods of time, for specific characteristics of both goods and prices. (Schulman, 1973)

The data show that consumer demand becomes inelastic as income and education increase, even for discretionary purchases; and that the substitution effect thus becomes a more important part of the change in purchasing patterns than the income effect. The substitution effect causes the buyer to follow a "least-cost" pattern of purchase, whatever the important component of cost may be for the individual - money, time or convenience.
Declining elasticity causes a more rigid purchasing pattern on the one hand (I want what I want, when I want it), and on the other a more flexible willingness to switch from one good to another (when the two goods have almost identical characteristics) on the basis of price in terms of money, time or convenience. It also shows that the consumer has learned to say "No".

Consumers purchase bundles of "characteristics" (Lancaster, 1965, 1972) and not individual goods and services. Demand loses elasticity for many characteristics with rising income and education (no other variables proving significant). This loss of elasticity and consequent increase in the importance of the least-cost (substitution) effect extends to almost all characteristics and costs with the exception of those falling within the "responsive" and "adapting" behavior patterns where the human system changes the environment to suit itself.

As economic affluence increases, the effects of inelasticity of demand becomes evident in all material-reward-oriented cultures, no matter what their political, economic or social systems. When a dictatorial society decides not to make desired consumer goods available - the most profitable industry in such a society will be underground, outside-the-law or smuggling oriented.

Adapting Behavior: Thinking and Education

In an adapting control system, the response to an input signal is not necessarily proportional to the input. This is because of differential individual perception and valuation. Perception and understanding are shown by empirical data to be altered by education.

In 1960-61, for education of head of household of eight years or less, \( \Sigma_c \) for "gifts and contributions" reaches an inflection point* at income of about $10,000; for head of household having graduated college, the inflection point is reached at income from $5,900 to $6,000. (The relationship of "gifts and contributions" to income is inelastic until the inflection point is reached and elastic thereafter.) Similarly, the inflection point for \( \Sigma^m \) for "medical care" is reached at $5,000 in 1960-61 income for households having non-grade-school graduate heads; but at $2,000 for households with college graduate heads.*

Although other consumption patterns are differentiated by education, the two cited above are important because the first ("gifts and contributions") is an example of a feeling of social responsibility existing at lower income levels for highly educated families - to be specific at roughly half the income level of low-education families; and the second ("medical care") is an example of appreciation of the necessity for preventive medical advice occurring again at a lower income level for the more highly educated family. When the income elasticity of consumption (\( \Sigma_c \)) is greater than 1, or elastic, it specifically means that as family income rises, an increased proportion of such income is spent on the good or service. Thus, a college-graduate-headed family, with an increase in income of $5,500 to a mean of $6,750, will increase its charitable contributions by more than double its percentage income rise, and the same is true of medical care expenditures.

---

* point of slope change
The input signal is identical for both groups of families - an increase in income; but the response by each group is not a function of the signal above, it is a function of the signal and the educational level of the family. Incidentally, for both goods and services studied, the response at each income level is not a function of race.

We have thus a model of thinking which contains quality as an essential element and operates pragmatically as a closed self-organizing loop. It accounts for teleological processes like problem-solving, "planning", and mechanistic behavior. It allows for an infinite variety of awareness-cognition-response feedback systems.

As defined by Dewey, art is "to select what is significant and to reject by the very same impulse what is irrelevant and thereby compressing and intensifying the significant." We should add to the statement that both the "significant" and the "irrelevant" are dynamic concepts that continually change position. Because machines have only automatic, adaptive responses, and thus have built-in "significant aspects", "creativity" is impossible.

Education (formal and/or informal) is the phenomenon which initiates a control activity, triggered by the element of relation, association or construction that appears, for example, when an artist produces an image unlike the one achieved by a camera. It also appears in all scientific discovery, as a change from the accepted previous concept. In other words, education centers on the "art" created image and its involvement in control system activity.

Adapting behavior depends on education and not training alone. Training involves learning some specified pattern of behavior, be it prestidigitation or tightrope walking, while education is new concept formation. The result of education is creativity, while the result of training is performance involving skill.

If the adapting control process "filters" disturbances or irrelevant signals in the closed-loop servo-system which controls human action, education is then taking place.

The servo-mechanism of the human control system continuously develops and grows as thinking develops and grows. Inquiry and correlation of experience are tools used in this process of education; they are elements which trigger the controls. As for experience itself, we can no more know what a particular "experience" will do to education than what a "pencil" will write. Experience, of course, is a pre-requisite, just as one needs a pencil or something to write with.

Any realization of something being wrong is a discovery. It contradicts the previously assumed satisfactory order. Anything that has been logical up to this point becomes illogical, becomes wrong, becomes an error, and will take room for the elimination of error - for a new logic - for the "ought" instead of the "is". This realization that something is wrong (which initiates the process) is a prerequisite required for a new concept formation.

There is a difference between man and animal or man and a machine which is made to simulate man's behavior. The computer essentially accomplished its function by operating on a multitude of types of problems with techniques for solving them. Thus, a problem fed into the computer in a sense triggers the answer that was originally built into it. But, to reiterate, human problem solving is a matter of education and growth. It creates or formulates problems and at times their solutions.

Adapting Behavior and Learning

Learning in education is the possibility of going outside of a frame of activity. The difference between man and animal or machine is specifically that a machine that has "automatic" activity has, of course, been programmed to so act. It can automatically perform activities which it was designed to perform. An animal or man can also be programmed, i.e., the responses are limited to the programming or designing, just as in behavioral terms, persons automatically respond as experience, reinforcement or "programming" has determined that they shall. The responses are the result of training. Brainwashed man is as programmed as a machine. The learning in this case is programmed, hence automatic. But it is questionable whether one can train all men. The possibility of training may be inversely related to the distance the individual has progressed from the animal state.

Similarly, what is happening in the marketplace is the development of a responsive environment for consumers with increasingly adapting behavior patterns. Those markets that are not responsive (in its cybernetic sense) environments are going bankrupt.

A system is an organized whole of parts. Hence: \( \sum_{i=1}^{N} E_i \) is a system. However, is the system the same if \( E_2 \) comes first and \( E_1 \) comes second? The answer is no.

Just as in a responsive environment, learning occurs when the individual controls and influences his environment (Steg, 1973). Similarly, the environment, no only a learning environment but the total environment, must be made responsive to the individual's actions. It may be that we have now reached the stage, wherein, when an individual gets the time to learn in an environment responsive to his desires he may now begin to think he can influence his environment, and attempt to influence society to give him what he wants. Patterns of consumption acquired in consumer behavior seem to indicate this. Note the meat boycotts, rise of indigenous buying groups, refusal to accept authority, changes in purchases of clothing, furniture, cars and the rise of the consumer veto.

Once choice is present, once options are available, the environment must become responsive to the individual's desires (note, needs are necessities and inelastically demanded, wants and desires are elastically demanded) for the environment to survive. In this case, however, the environment is the usable environment, in the sense of goods and services, and in political, moral and/or social behavior, or education. Furthermore, an individual's gain need not entail another's loss. We are faced here with non-zero sum games. Adapting behavior on the part of the individual implies maturity and non-degradation of the environment.

*Princeton experiment with negative income tax
To create a properly functioning social entity that is active in animal husbandry, agricultural pursuits and other activities under the adapting control system (adapting the environment instead of being adapted to it) a system of communication is required in which understanding, as an element of an adapting control system, plays a major role. The communication system suitable for an adapting process requires means of communicating elements leading to understanding. A characteristic specific to an adapting system is a type of communication, the nature of which goes beyond transmittal of information. It involves an element of possible reaction to the signal on the part of the receiver that permits understanding of this reaction by the originator of the communication. This particular phenomenon implies a closed loop communication.

In addition, it is an adapting communication system in its own right. Thus the early establishment of the U.S. Agricultural Experiment Station was sited within a radius of a single day's travel there and back for the average farmer in the vicinity. As modes of transportation became capable of encompassing longer distances, the Stations could move further apart; but the necessity for communication was the main determinant of the time-distance.

In the same fashion, industrial and technical research has always tended to cluster about centers permitting constant interaction and communication between individuals. "Science centers" have always existed since the temples of Mesopotamia and Egypt. Knowledge and invention cannot be pursued in a vacuum.

**Adapting Behavior and Ethics**

There is a further phenomenon that arises when the individual subjugates the environment rather than developing understanding and control. The meaning of the word "rule" as used herein is to describe a hypothetical relationship of cause and effect as applied to behavior in a control system. It implies a mathematical formula relationship as an end product. Thus, the law or rule of gravity translated into a mathematical equation by Newton used the word gravity in describing a phenomenon, the nature of which was, and still is, a mystery.

When we use the word "ethic", we are describing a causal relationship. Anthropomorphically, a rule was a causal relationship derived from the "Lord". But this is not our concept of ethics.

Communication in an adapting system of man-man stands for a relationship between man and man as described by the term "Ethics", and comprises a special condition that implies mutual understanding, awareness, consciousness and reasoning, in contrast with a relationship lacking these ingredients.

We have distinguished between an adaptive system, which is a self-organizing system, and an adapting system, where there is organized control, requiring consciousness. Consciousness is the acquired characteristic of an adapting control. Thus, training is not sufficient nor satisfactory for moral behavior.
As previously noted, communication in an adapting control system relates to a relationship between man and man and comprises a special condition that implies mutual understanding, awareness, consciousness and reasoning. This characteristic is acquired by each new generation from the previous one by means of the educational process. Thus, the educational process has a prerequisite, mutual understanding.

The social form of government under an oligarchy, ruling according to rules of slavery or domination of any sort, is the expression of undeveloped understanding by the few in their effort at using the adapting controls to tame the many. Slavery is the expression of the system of adapting controls characteristic of man, but paradoxically enough, so is freedom from slavery.

To put the above in technical control language would sound something like the following: Moral rules contain the desired quiescent state of a system. This implies that control action does not take place when the moral rules conditions are satisfied. The reaction of the system when the moral rules are not satisfied can thus be considered of two kinds:

1. To satisfy the requirement of a moral rule.
2. To eliminate the requirement for a moral rule.

When control is vested in an oligarchy, the moral rules to satisfy that oligarchy are to be found in category 1. The reluctance of human nature to follow such rules falls in category 2. Control of the adapting type is required in order to eliminate this conflict between the oligarchy and the reluctance of people to follow.

Free social forms are only possible with the overwhelming majority understanding the nature of the adapting control system of man.* This makes equal opportunity, voluntary cooperation and competition for all a satisfactory social environment. Communication in such a system establishes a relationship between man and man as described by the term ethics and consists of decisions concerning continuous choices. Education for ethical behavior is education for choices to be continuously made.

Control Systems versus Reinforcement Control

It has been observed experimentally that providing knowledge of results, rather than reducing or withholding knowledge, may lead to more effective learning. Immediate knowledge is more effective than delayed knowledge, but it will not automatically enhance efficiency of performance and learning. Yet, it is generally assumed that learning can be enhanced if it is followed by reinforcement.

Dynamic sensory feedback provides an intrinsic means of regulating motion in relation to the environment, while knowledge of results, given after a response, is a static after-effect which may give information about accuracy, but does not give dynamic regulating stimuli. Dynamic feedback indication of "error" would thus be expected to be more effective in performance and learning than static knowledge of results.

* Today there are no free social forms in our society. Just because the majority has the power does not mean that they are using it with understanding.
Furthermore, the efficacy of reinforcement assumes an active need or drive state, while feedback theory assumes that the organism is built as an action system and thus energizes itself. Hence, body needs and wants are satisfied by behavior that is structured primarily according to perceptual organizational mechanisms, and require programs that communicate. We can now judge why reinforcement of child turning his head to the right being reinforced by a sucrose solution sucked from a bottle takes hundreds of tries, and Bruner's baby with the $20,000 pacifier takes only a few tries, about five seconds, before he learns to focus a picture of his mother, and he isn't even hungry. The bottle experiment is a stimulus-response model, while the pacifier experiment is a true cybernetic feedback model.

<table>
<thead>
<tr>
<th>Pacifier Experiment</th>
<th>Bottle Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cybernetic Control Model</strong></td>
<td><strong>Stimulus-Response Model</strong></td>
</tr>
<tr>
<td>- closed loop</td>
<td>- open loop</td>
</tr>
<tr>
<td>- internal control</td>
<td>- external control</td>
</tr>
<tr>
<td>- voluntary control</td>
<td>- stimulus control</td>
</tr>
<tr>
<td>- intrinsic means of regulating motion</td>
<td>- extrinsic reinforcement schedule</td>
</tr>
<tr>
<td>- means and ends not bonded</td>
<td>- means and ends are bonded</td>
</tr>
<tr>
<td>- systematic relation to the learned behavior</td>
<td>- no systematic relation to the learned behavior</td>
</tr>
<tr>
<td>- learning requires no reinforcement</td>
<td>- if learning occurs, it is transient requiring reinforcement</td>
</tr>
<tr>
<td>- behavior is the control of input</td>
<td>- behavior is the control of output</td>
</tr>
<tr>
<td>- dynamic continuous feedback</td>
<td>- static after-effect of knowledge</td>
</tr>
<tr>
<td>- few trials for learning</td>
<td>- many trials for learning</td>
</tr>
<tr>
<td>- self-determined learning</td>
<td>- doubtful feasibility of conditioning</td>
</tr>
<tr>
<td>- primitive adapting system</td>
<td>- system adaptive only if and when successfully engaged</td>
</tr>
</tbody>
</table>

To summarize: Use of linear programs (including branching) in all teaching deliberately limits the media of communication, the experiences of the student and thus the depth of understanding that he achieves. Instead the student should be provided with a broad context of experience by resorting to all of the activities and to all of the communicative media at our disposal. This includes verbal and non-verbal material. Thus, the student learns by responding to the perceptual organization of his environment.

Beyond deviation-counteracting feedback or negative feedback, there is also operative a deviation-amplifying parameter, or positive feedback. (Steg, 1972).

The world of advertising media in our present "free society" has been geared to the development of reinforcement stimulus-response models and not cybernetic control, because the media has usually assumed adaptive behavior on the part of the consumer. By assuming that the consumer is an adaptive personality and therefore learns what is being taught without wanting to use the learning as a means of further expression, the media in advertising have assumed that constant repetition would cause the consumer to learn, without thinking either of the repetitive method or of the application.

Reinforcement control without obtaining consumer reaction (other than in the most general fashion of like or dislike, I or not I, percentage listening versus percentage not listening, percentage tuned in versus percentage not tuned in, and the entire world or Nielsen Ratings) is solely for an adaptive behavior society.

Cybernetic control on the other hand, assumes that the response of the media to the needs of the consumer dictates the type of approach to the consumer and that this approach is changeable as the consumer responses are obtained. The chart showing the differentiation between reinforcement and cybernetic control has been given above.

If consumer response to product differentiation can be looked at as a form of adapting behavior (inelastically demanded product for which according to empirical evidence and theory the substitution effect of least cost is greater than the income effect) no manner of reinforcement control can influence the buying of that good which is cheapest in time, money or convenience. As some of our manufacturers have found to their sorrow (the latest bankruptcy in men's clothing being Botany Industries) no amount of reinforcement control could possibly influence an adapting society, which is exactly what happened.

For the first time in the early nineteen-sixties, President John F. Kennedy sent a message to Congress on Consumer Rights:

1. The Right to Safety - To be protected against the marketing of goods which are hazardous to health and life.

2. The Right to be Informed - To be protected against fraudulent, deceitful or grossly misleading information, advertising, labeling or other practices, and to be given the facts needed to make an informed choice.

3. The Right to Choose - To be assured, wherever possible, access to a variety of products and services at competitive prices; and, in those industries where government regulations are substituted, an assurance of satisfactory quality and service at fair prices.

4. The Right to be Heard - To be assured that consumer interests will receive full and sympathetic consideration in the formulation of government policy and fair expeditious treatment in its administrative tribunals.5

It should be noted that of these four Consumer Rights first mentioned in John Kennedy's message, three are solely for an adapting behavior society: the right to be informed, the right to choose, and the right to be heard, which are of course the basis of cybernetic control or feedback.

Behavior and Societal Development

While there have been numerous studies that have attempted to integrate the negation of material or cognitive reward by the substitution of conditioning, only a material-reward approach can be successfully projected. If deviation-amplification sets in, cognitive development occurs. What appears to follow is social and affective development. (Steg, Oxford, 1972)

At this time it must be maintained that the individual in a materially oriented society that has not attained the "modest but adequate" pattern of living of that society in an economic sense is adaptive. As the individual becomes less financially restricted (more and more able to obtain the "normal" accepted level of material life), behavior becomes adapting. In other words, he can use ever greater economic, political or social leeway to change his environment.

Thus, Florence prior to the Renaissance was the richest country (in terms of time and access) in Italy because it was the one area with sufficient food (which in the Middle Ages was the equivalent of a "modest but adequate" level of material living). Hence, they had discretionary purchase power and from this a positive time correlation with the start of the Renaissance, which was an integrated scientific-cultural-social development within the limitation of the technology of the Middle Ages.

The only two other non-slave based pre-technological societies which attained discretionary purchasing power in terms of their respective cultures were the Inca society in central America and the land of Israel at the time of Solomon. Although the former society is presently undocumented except from tales of the Spanish conquistadores and ruins, the latter has been aptly described in the Old Testament as the 40 years of fulfillment of the promise of the Lord to Solomon at Gibeon (Chronicles II, 12) "I will give thee riches and wealth, and honour, such as none of the kings have had that have been before thee, neither shall there any after thee have the like." And for 20 years Israel, in a land having perhaps less than 3 million inhabitants, built the Temple, with an equivalent man-year labor expenditure of twenty times 153,600 men.

Our present technology is a system of three types of production of which the second has only become technologically feasible in the most industries producing discretionary goods within the past 50 years.

1. Mass Production - infinite runs of identical goods.

2. Differentiated Production - combination of mass produced parts forming an infinite variety of permutations and combinations - (note that an individual hardly ever, if ever, sees two cars alike) possible combinations are myriad. Similarly, clothing parts are mass produced, but assembly is individual. Therefore, a particular production run can be as short as one wants to make it.

3. Hand Production - Here, there are, of course, infinite combinations possible.
The second and third types of production act to allow for discretionary income. The first type answers the living base. Naturally, combinations of the three types of production run the same gamut as combinations of goods and their characteristics.

As demand becomes inelastic, as items become necessities or individual reaction to cost changes become inflexible, the substitution effect takes over. The black box makes no distinction between equivalent characteristics except for cost to the individual, be it in dollars, time, convenience, longevity and so on.

As the United States approaches in the 1970's and 1980's the same relative level of discretionary income as Florence or Solomon's time, we see burgeoning the means to grow from this country an indigenous cultural-technological-sociocultural expression which may well be the beginning, within our own technological ability, of a new integration.

It has only become possible with the work of Kelvin Lancaster to distinguish elasticity of demand for characteristics of goods by components of price in such a way that integrated comparisons of different merecs become scientifically feasible. Consequently, for the first time it may be possible to generalize from single country experience on the probability that comparable changes for characteristics (even if goods are non-comparable) occurs in materially oriented countries, no matter what their system of ownership, political power, or social structure. However, we cannot compare patterns in a material and non-materially oriented culture.

In primitive societies, and in societies where non-material rewards operate, the mass of the people are adapted to the requirements of the few that are leading. Material rewards must be of this life at this time and cannot be a credit for the next life or transformation.

As mentioned above, there are material-reward societies where even though scientific development has occurred we still have a majority adapted to the requirements of a minority, but with consequences of inefficiency, bottlenecks, breakdown and resource waste.**

In the U.S., the condition of greater interdependence arose with the age of rail. Today, almost instantaneous communication creates interdependence. Therefore, with a more educated population one gets group dynamic adapting behavior. No matter how small a group (2%, 20% or 90% of the population) each can create as much hell as the other. Interdependence carries over into social action. An individual transacts with the closest individual with whom he is already involved in some capacity, thus leading rather easily into cooperative venture (i.e. students getting together to picket a laundry that ruined John's shirt).

This kind of social interdependence occurs over the entire range of income groups except where the individual is absolutely indigent. It extends from the very top to the very bottom. It changes and is amorphous, since one is dealing with a cybernetic flow a situation having social feedback, dynamic give and take occurring between people. As understanding replaces automatic response social transactions develop. The number of possible permutations is infinite!

* i.e. Zen Buddhism
** The largest industry in the Soviet Union is smuggling.
One can never predict people's actions with certainty as people have become accustomed to behaving adaptively, but the laws of probability permit approximation.

As noted above, art is something no one can teach. One cannot choose what is significant for another. One cannot make a person enhance or distort something in a way that one does not himself know how to distort or enhance. Yet, such oblique or surrealist views and disorderly processes are a necessity for adapting behavior to occur. Furthermore, the selection of the "significant" depends on choice being present; otherwise no selection can occur. All scientific discovery depends on such processes, as a change from the accepted previous concept.

We now postulate that countries such as the USSR and China will not grow unless there is enhancement of adapting behavior. And the U.S. as we know it, will probably continue to change. The present state of the United States is that of an adapting society, rich today and tomorrow, given the technological possibility of unlimited non-polluting power and water within a few generations.

In the U.S. the governmental system has worked more on intra-party accommodation than on inter-party rivalry. If there is an infinitely possible variety of permutations of feedback effects, then there is going to be inter-party accommodation in the future. The effect of division into parties becomes much less important. What emerges is a form of concensus called the pragmatic position. Presently in may questionnaires, checks are asked for the following categories in voting: Democrat, Republican, Leftist, Rightist, Independent, and Pragmatic (votes on issues). The Republican Turks band together with the Democratic Turks on particular actions and do not gang up on one another, thus getting a shift into permanent tailspin, yielding one party on any particular issue. What is occurring is that the two party system is disintegrating into a kaleidoscope of issue-dominated, shifting time, accommodative groupings. 'A' may agree with 'B' on issue 1 and with 'C' on issue 2, but this does not prevent 'A' from disagreeing with both 'B' and 'C' on issue 3. As stated above, the system also changes according to order as well as quantity in a non-zero sum game.

Since there is no life without order or rule or ethic, what we are developing is a continuous-shift pragmatic grouping society.

Feedback, in the cybernetic sense (as opposed to that feedback which means knowledge of results) occurs not only in economics but in politics, in the family, in life. (Note the emergence of communication as a descriptive and explicative framework in psychiatry.) It is affecting the behavior of an entire population. We now have evidence and measurable data in economics that indicate the presence of this phenomenon in consumer behavior. The presence of this adapting behavior does not mean that it is limited to economics only. Why should it be isolated to this field? It is a phenomenon that is pervasive, be it in education, the psychology of learning, social development, ethical behavior, or political development.

Adapting behavior is much more than just adapting economic behavior.
In 1910, pre-World War I United States, there was a small middle class and a large tower class. By 1960, the Newport estates, the yachts and the 27 servants had just about disappeared. The shift occurred in that pre-World War I the majority was adapted to the requirements of the minority. It led to where the minority became adapted to the majority. The shift is still going on and consolidations continue to take place.

At present there are societies that are technologically and scientifically advanced and are still slave societies (Slavery df = control of the individual's ability to work, think, move, and establish familial relationships.) The question arises as to whether in such a society technology and science can be used for or by the slaves. If the slaves are the master of technology and begin to have discretionary income, time and purchasing power, then agitation will set in. The move towards adapting behavior will occur.

There can also be a technologically advanced society that may not provide a sufficiency of goods for a majority of people. This can also be a master-slave society. But once a group of people, be it a slave class or not, has discretionary purchasing power in terms of income or time they become adapting creatures as exhibited in consumption patterns, where slavery cannot co-exist.

In a technological society where the masters use the technology for the slaves and the slaves "receive" the "good life", there are several problems that become associated:

1. The masters will tire out sooner or later if they do all the work.
2. The masters become the working class. Eventually no one will want to be in it.
3. Such society is similar to a bee hive, or an ant heap where the masters become the workers and the queen and the slaves become the drones. Inbreeding would eventually kill off the masters, if the slaves would not be permitted to mix.

There is evidence that learning in the sense of new concept formation develops with conscious individual growth and assertion (Steg et al., 1973). If such learning is not enhanced, education is not taking place and only training is allowed, such society will show no discoveries. At best it will have innovations, but growth will not occur and the society will be static and deteriorate.

For about 7,000 years of recorded history, since Shub Ad of Ur, the vast majority of people have worried about one thing...food. The entire human energy output has been expended on trying to eat. Today this is still true for the vast majority of the world, for most of the third world, the greater portion of the Middle East, South America and Asia. This is also still the case in some parts of Europe. Only two centuries, 1/14th of the time span, has given us progress to the point where some people stopped starving in some countries. Basic progress has occurred since the time of mass production, during the second to the eighth decades of the 20th century.
Interdisciplinary Theory of Adapting Behavior

In the decades since the 1950's the greatest strides ever have been made. We thus have major developments in less than 1/10th of the time of recorded history. In the U.S. the discretionary class became a majority after 1964 - less than ten years ago. (We now have evidence that the majority of the blacks have entered the middle class (Wattenberg and Scammon, 1973). The black leadership that led the agitation of the blacks were from the lower upper and upper middle class. It is thus understandable why this is not the case yet with the Chicanos and the Amerinds (American Indians) and not quite the case with the Puerto-Ricans. But that is beginning.

Conclusion

It is, therefore, postulated that all societies which have attained freedom from abject want will eventually approach the point at which affluence in time, goods and/or money will make it necessary for the societies to respond to adapting behavior.


Bibliography


Steg, D.R.: "Effects of Individual Programmed Instruction on Initial Reading Skills and Language Behavior in Early Childhood," International Reading Association, 6 Tyre Avenue, Newark, Delaware, April 1969 (co-authored).


By definition, analytic behavior analysis is the process of applying sometimes tentative principles of behavior to the improvement of specific behaviors and simultaneously evaluating whether or not any changes noted are indeed attributable to the process of application, and if so to what parts of that process. Providing a frame of reference and systematic procedures for modifying specific behaviors, behavior analysis has been applied to a wide variety of socially relevant problems. More specifically, it has been employed in institutions, clinics, and schools to modify and maintain basic behavior patterns.

Central to the application of behavioral analysis has been the reinforcement contingencies or consequences used to facilitate the development of behavioral repertoires. Experimentation reinforcement contingencies have also been varied. For example, token reinforcements, such as trinkets and food; or symbols as stars and A's, have been successful reinforcements. Social reinforcements, such as teacher attention, peer pressure, praise and rate of academic behaviors have also been systematically manipulated to modify specific behaviors. Of considerable importance to education is the potential use of systematic manipulation of teacher attention to analyze and modify the behaviors of normal children in public school classrooms. Teacher attention, however, as a means of identifying, controlling, and shaping young children's behavior in a classroom setting has been examined. Hasazi and Hasazi (1972) were successful in modifying digit reversal behavior of a primary grade child through teacher attention. In a regular self-contained primary grade classroom, Yawkey (1971) described and operationally used rules, ignore, praise to significantly increase independent work behaviors in reading with seven year old children. The results of these studies suggest the efficacy of teacher reinforcement as facilitating the development of academic behavioral repertoires in young children. Given the results of these studies, it would seem advisable to analyze other classroom settings with young children that involve teacher attention.

One type of classroom setting in which the reinforcing event of teacher attention is most likely operative is the open education classroom, or open space settings, suggested by recent developments in some English Infant Schools. These open-informal settings have been characterized by:

1. A lack of interior partitions in which the visible and acoustical separation between learning centers are limited or eliminated.
2. The assumption that the understandings are abstracted from a child's environmental encounters through learning experiences based upon manipulation.
3. An orientation toward the use of many avenues or ways of mastering a skill, i.e. individual learning styles based upon a student's own learning rates.
4. Utilization of learning centers or stations which are areas of the school devoted to academic and nonacademic skills based upon the children's specific manipulation of the stimuli at the centers.
5. Locations where teachers and children both contribute to the decision making process, i.e. teacher direction to and control of learning is noticeably absent.

6. The concern for interest and expression as sources of learning have legitimate places in the classroom.

7. Evaluation of performances in terms of the total intellectual, social, emotional and psychomotor growth of children.

The present study was concerned with the effects of teacher contingencies on academic behaviors of normal children at cognitively oriented centers in an open education classroom. The main question under investigation was, "What effects, if any, does teacher attention have on the number of academic learning centers chosen and completed by kindergarten children in an open education setting?"

Method

Twenty-six kindergarten children, ages 5 1/2 through 6, were used as subjects in this experimentation. These children as a group had a mean I.Q. of 115.9 based upon the Peabody Picture Vocabulary Test. The experimenter randomly divided the children into two independent groups using a random number table. One group was labeled BAB and the other ABA with BAB and ABA referring to the types of experimental treatments. The BAB and ABA groups contained B, A, and B and A, B, and A phases respectively. Across groups, BAB and ABA experimental designs have been referred to as "replication treatments". Across groups, subjects in the B phase of BAB and ABA groups were independently given teacher attention contingent upon completion of academic or subject oriented learning centers. Across groups, subjects in the A phase of BAB and ABA groups were not given teacher reinforcement. That is, the teacher ignored all the children's behaviors and performances originating at both the academic and non-academic centers in phase A of the BAB and ABA groups. At the end of ten consecutive days or two school weeks one treatment phase was immediately terminated and the other began across both BAB and ABA groups. The entire experiment lasted thirty days. Two examples of teacher reinforcement elicited upon completion of academic centers in phase B were:

1. "Sally has done an excellent job at the academic center."
2. "Sam, I'd like to put the paper you did at the academic center up for the other children to see."

In phase A, the teacher ignored all behavior at the academic and nonacademic center unless physical attacks were observed. When questioned by an ABA and BAB child in phase A, the teacher did not respond or replied quickly and briefly.

Results

Analysis of I.Q. scores indicated no significant differences in intelligence between the BAB and ABA subjects. There were a maximum of 78 possible nonacademic and 78 academic centers. The total number of academic centers successfully begun per child per phase in BAB and ABA were employed as response measures and summed for all children within phases. In the BAB group t-tests were run between phases B and A, A and B, and B and B, in ABA between A and B, B and A, and A and A. For BAB, statistically significant differences were observed between phases B and A, and A and B. For ABA, statistically significant differences appeared between A and B, and B and A. No statistically significant differences between phase B and B (BAB) and A and A (ABA) were noted. The results of the research suggested that young
children chose academic centers to a significantly greater degree than they chose nonacademic centers contingent upon teacher attention for successful completion of academic center choices.

Discussion

Central to this kindergarten and other open education classrooms are academic centers where the children are essentially free to manipulate and discover their environments, i.e., build curriculum from materials provided. With this approach to instruction, teachers generally make use of many concrete resources and numerous materials in the classroom. The children interacting with other children and learning from one another are regarded as further aids to learning in open environment classrooms. In a sense, both children and teachers become "primary senders", "receivers", and "discovering" knowledge. This research seemed to suggest that young children chose academic centers to a significantly greater degree than they chose nonacademic centers, contingent upon teacher attention for successful completion of academic center responses. It must be noted that nonacademic centers were viable classroom options available to both ABA and BAB children. Criticism often voiced at open education as "mere play" may be unjust when work behavior of children reinforced by operant techniques is observed to increase over time.

Poor or not, evaluation of young children's outcomes in learning are further criticism of open education. Academic centers are usually built upon certain skills or interests specified by the teacher and/or children. If all possible skills or interests in academic centers can be described and thought of as outcomes, evaluation in open schools and centers could be observed and explained. A corollary to this might be that all children become interested in some skills taken from a set of all possible skills at the particular center. The important developmental principles of comparisons of an individual with the same individual over time could be possible in open education systems. At the applied level, teachers would not feel that certain numbers of academically-oriented centers had to be required per day if academic choices were reinforced through behavioral analysis techniques and recorded.

Then too, the free atmosphere, social interchange, and other basic characteristics of open education can be facilitators of one another to enhance learning of young children. A major responsibility of teachers, regardless of philosophical orientation is to play for positive and continued changes in students' behavior. This research illustrated that productive classroom work can be increased with contingent teacher attention.

Behavioral analysis can be an effective teaching technique with normal children using academic and nonacademic centers in open education classrooms. The children received praise for work at academic centers and responded by seeking academic centers and similar work forms of behavior producing reinforcement from the teacher. The children not receiving reinforcement eventually responded by not responding, i.e., ignoring the teacher.
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THE ORGANIZATION AND ACQUISITION OF FORMALLY DEFINED CONCEPTS

Jed Lewis
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One goal of instruction in high school and college classrooms and educational textbooks is the teaching of subject-matter concepts and their associated meanings. A large proportion of these concepts are taught verbally from formal definitions. Each formal definition embodies an intensive set of properties which characterize the corresponding concept and which convey a set of meanings. Such concepts are usually taught in units consisting of sequences of interrelated concepts, with the meaning of each concept in the sequence being dependent upon an understanding of both natural language and subject-matter terminology.

In order to investigate the acquisition of formally defined concepts, four questions must be addressed and answered:

1. What is learned when formally defined concepts are acquired? Included within a proposed response to this question must be the detailing of: a) how such a concept can be interpreted; b) how meaning can be interpreted; c) how concepts and meanings are related, if at all; and, d) the relation between the logical and psychological natures of the formally defined concept.

2. What independent variables affect what is learned, and in what ways?

3. What psychological processes are involved in this kind of learning, in what order, and relating to which independent variables, i.e. how does learning occur?

4. How is what is learned organized in long term memory?

Existing accounts of the psychology of concept acquisition (e.g., Bruner, Goodnow, & Austin (1956), Suppes (1970), those reported in Bourne (1966) have almost exclusively been restricted to analyses of the inductive learning of non-verbal task materials. These materials have consisted of attributes which are primarily perceptual and which are very simply related. They are not novel attributes, but are taken from the realm of a subject's everyday experience. Moreover, only samples of such concepts have been used in these kinds of experiments, rather than a network of related concepts. Considered in this way, these analyses are suitable primarily as accounts of conceptual development and concept formation outside of the classroom.

Such accounts of concept acquisition processes will not do, therefore, for the class of formally defined concepts. These concepts, nonperceptual in nature, novel, and complexly interrelated, are acquired, for the most part, through meaningful reception learning (Ausubel & Robinson, 1969). In this form of learning, all that must be learned is presented in its final form to the learner in such a way that he can sensibly relate it to what has already been learned. Furthermore, the acquisition of these concepts within this educational setting is primarily deductive, rather than inductive (Carroll, 1964). While a subclass of the concepts may be primitive, in the sense that they cannot be defined in terms of other concepts which have already been introduced and may only be learned inductively through the repeated presentation of instances and non-instances of the concept, the remainder of the class are precisely defined, each usually being presented via its definition and several examples.

In order to adequately respond to the four questions posed above, therefore, an an investigation must be made regarding what kind of psychological orientation is needed, and what methodological approaches are most appropriate for confirming and extending such an orientation. This is the aim of the paper.

The research questions have been explored by many investigators, each of whom has viewed them from a certain perspective. On the basis of similar theoretical assumptions, interpretations of empirical phenomena, and methodologies, studies of concept acquisition can be grouped into several different classes of approaches.
Behavioral approaches to concept acquisition share the common view of considering psychological phenomena as behaviors or behavioral events which are shaped and controlled by the environment. These events are observed as overt performances and are represented, or described, using a language system of stimulus-response associations (Kendler, 1964; Tulving, 1968). Learning is considered to be a "process by which the behavior of an organism is modified by experience" (Jung, 1968), or a "change in human disposition or capability" (Gagne, 1970).

Answers to the question of what is learned in the acquisition of a formally defined concept would include one or more of the following: a set of criterial attributes and rules for relating them (Bourne, 1966; Bruner et al., 1956), a set of positive concept instances, an associated concept name (Archer, 1966), a linguistic experiences (Carroll, 1964), a behavioral capability (Gagne, 1966, 1970; Scandura, 1973), or a set of associations between dissimilar stimuli and a common response (Kendler, 1964).

Within this class of approaches, words are considered to be convenient labels of concepts. In formal definitions, therefore, content words function as representational signs which, through contiguous pairing, can come to stand for particular concepts.

The meanings of words can be understood in several ways. In the first sense, the meaning of a word is its referent (Jung, 1968) which could either be a structural description (Brown, 1958) or a societally-standardized concept (Carroll, 1964). In a second sense, the meaning of a word is expressed by the associated word which is elicited by it (Bousfield, 1961) or the total distribution of associated responses (Deese, 1968). Alternatively, it can be considered as a logical relation between a stimulus term and a response term (Noble, 1952) or as a part of the response produced by the concept signified by the word (Mowrer, 1954).

Given that one or more of the above are learned, the question that must be addressed next is how a learner proceeds from a formal definition to a criterial state of learning. In one behavioral approach, a sentence is interpreted as a string of words which is considered to be a subject-predicate unit (Mowrer, 1954; Osgood, 1956). The chief function of the sentence is to serve as a conditioning device to produce new learning in the form of new meaning reaction associations between the subject and the predicate. The linking of meaning reactions defines the act of sentence comprehension. As a consequence, constituent classes within sentences, i.e. subject and predicate units, would be stored in memory in terms of their associated meaning reactions.

The comprehension of a formal definition is only part of the learning process, for the component elements of the formally defined concept which are represented by words would first have to be learned. The processes involved in the acquisition of these elements have been considered in several ways: associationistic accounts (Bourne, 1966; Gagne, 1966, 1970); transfer accounts (Underwood, 1966); mathematical learning theory description models (Bourne & Restle, 1959; Suppes, 1970); structural task analyses (Suppes, 1967); and hypothesis testing and strategy models (Bruner et al., 1956).

The independent variables which affect the acquisition process have been identified and studied using the reception and selection procedures (Bourne, 1966). These variables can be divided into the categories of stimulus variables (properties of concepts, hence affecting what is learned), task variables (environmental variables affecting the degree and progression of acquisition), and learner variables. Stimulus variables include difficulty of the concept rule that must be learned, the number of irrelevant or relevant stimulus dimensions, degree of concept abstractness, and word dominance. Task variables include the extensiveness and specificity of instructions, the sequence of stimulus presentation, and feedback conditions. Learner variables include age, IQ, learner style, and previous concept knowledge.

During acquisition, the concepts that are learned are organized in memory in various ways, with reorganization also occurring during the learning process.
According to Gagne (1962), all knowledge is organized as hierarchies of subordinate knowledges. These hierarchies describe the structure of sets of interrelated concepts and act as guides for the expected sequences of learning and memorial organization. When the attributes and rules of concepts are associated with their respective verbal labels, these labels can be viewed as verbal units which are encoded in memory (Voss, 1972). Hence, formally defined concepts would be organized with respect to feature dimensions of their associated verbal labels.

As opposed to the behavioral orientation, cognitive orientations are interested in accounting for the establishment of internal representations of external events. These events may take a behavioral form as overt actions, but they also encompass sensory and verbal data.

Cognitive approaches (Collins & Quillian, 1972; Kintsch, 1972; Rumelhart, Lindsay, & Norman, 1972; Simmons, 1973) have the same concern with characterizing concepts in terms of the relations that hold among other concepts. What is learned in concept and concept meaning acquisition is a network of interrelationships among concepts and words. Meanings are interpreted denotatively, and meanings and concepts are defined coextensively. When formally defined concepts are acquired, semantic relations among other concepts would be learned, where these latter concepts can be depicted as criterial properties of the concept being defined, and the semantic relations as rules, in order to suggest that the cognitive interpretations of a concept are, in essence, also structural descriptions.

In keeping with the overall orientation of cognitive approaches, concept acquisition involves the interiorization of originally external events into internal representations, or cognitive structures (Michon, 1972). The process of acquiring formally defined concepts includes the processes of sentence comprehension (Chomsky, 1965; Kintsch, 1972; Quillian, 1968; Simmons, 1973), encoding (Anderson & Bower, 1973), and cognitive structure construction and/or modification (Anderson & Bower, 1973; Ausubel & Robinson, 1969; Collins & Quillian, 1972; Wickelgren, 1972).

Stimulus variables directly affect the processes of comprehension and cognitive structure construction and/or modification. They include syntactic sentence structure complexity, lexical density of a sentence (Perfetti, 1969), meaningfulness of the words in the formal definition (Ausubel, 1966), and the internal and external connectedness of a structure (Greeno, 1972). Task variables include the sequence of concept presentation, instructional materials, and practice variables. Learner variables are the most important class of variables affecting learning. The most significant learner variable is the individual's existing cognitive structure. Other learner variables include developmental readiness and intellectual ability.

Approaches to the organization of concepts in memory would follow from the ways in which concepts, meanings, comprehension, encoding, and learning are interpreted. For concepts and meanings are defined with respect to a hypothesized memorial organization, and learning involves the progressive organization and reorganization of concepts and meanings in memory. Furthermore, if comprehension implies the simultaneous encoding of sentential semantic information, then that encoding implies that the verbal content of cognitive structures consists of semantically represented lexical items and semantic relationships between those items. Cognitive structures, then, can be variously interpreted as competence (Chomsky, 1965; Flavell & Wohlwill, 1969), semantic structure (Simmons, 1973), lexical memory (Kintsch, 1972), and semantic memory (Quillian, 1968). Logical structure is a systematic reorganization of psychological structure and is the final form the structure can take (Ausubel, 1966).

Methodologies that have been used to explore the nature of cognitive organization and to determine how it changes over time or during learning include the scaling of relatedness coefficient matrices which are computed from word association test data and the calculation of a distance metric between these matrices (Shavelson, 1972), the scaling of sorting data (Anglin, 1970; Miller, 1969), and the gathering of response latency measures from verification tasks (Collins & Quillian, 1972; Rips, Shoben, & Smith, 1973).
In the last major class of approaches, the interactionist orientations, researchers are interested in both behavioral and cognitive psychological events and how they interact to ultimately effect and affect external, overt performance.

According to Piaget (1966), a concept is a plan of action or of operation. It is not an internal reflection of anything in the external world. Behaviorally, this notion could be interpreted as an experience, but it is an active, mental construction instead of an associated behavioral capability. Cognitively, because actions are coordinated and organized in units which are related, concepts could also be interpreted as relations among other concepts. As psychological constructs, concepts are represented by symbols which are idiosyncratic (Piaget, 1967). When words represent concepts, they function as linguistic signs that are arbitrary and consensual. Both signs and symbols are signifiers which are independent of the concepts. Hence, a full description of a word concept would include both its cognitive and verbal form (Furth, 1969).

To Piaget, the internal representation of a concept is a function of the structure of actions in which the concept is assimilated. That representation can also change over time. As a result, a logical description of a concept is taken to be the formalization of the final representation.

Newell and Simon (1972) do not specify any particular conception of a concept, but they do discuss its psychological internal representation. In their view, external events are encoded in symbol structures which function as linguistic deep structures. This implies that if symbols are isomorphic with words, a sentence could be represented as a symbol structure with its deep structure serving as the input to a semantic interpretive system.

According to Piaget (1971), the meaning of a concept is defined by the cognitive structure into which it is assimilated. For Newell and Simon (1972), a concept's meaning is defined by the symbol structure representing the concept.

The conclusion that can be extracted from these conceptions is that what is learned during concept acquisition is either a plan of action or operation, or a reflected, internal symbol structure. Words are not concepts and only designate them, while conveying their denotative meaning in the form of an implied set of interrelationships with other concepts which have already been acquired.

For Piaget (1966), all thinking consists of the linking of meanings. Since a sentence consists of the linking of signifiers, this suggests that the surface linking leads to the extraction of the meaning linkings which are then assimilated into the appropriate cognitive structure. The process which enables a learner to acquire word meanings is an organismic capability called the symbolic function.

In information processing approaches, the comprehender is an information processing system and sentence comprehension can occur either through the syntactic and semantic analyses of a sentence (Winograd, 1972) or through the production of semantic structures (Hunt, 1973). Either of these two conceptions of comprehension would be incorporated within an overall information processing account of formally defined concept learning which would include encoding and representation modification processes. Although Newell and Simon (1972) do not provide such a complete systematization, they do provide enough clues in their theory in order to construct a reasonable extrapolation.

Learning, in their theory, involves the heuristic use, conversion, and extension of previous experiences. The performances or behaviors which must be learned are defined by a goal which is located in an external, objective task environment and which is interpreted by the learner as a problem. The environment provides a description of behavioral constraints and structures the context in which the goal is located. The task instructions (including the formally defined concept) which define a given problem (the learning of that concept) also provide a specific external representation of that task (concept) which is abstracted from the task environment and internalized by the learner as a symbol structure located within what is called the learner's problem space. An initial problem space representation would include representations of the task environment and the goal concept itself.
The collection of symbol structures stored in the problem space is called a knowledge state. The state is modified by information processing operators which manipulate the structures in order to create new state representations. After the creation of each new knowledge state, the currently created state (representation) is compared with the goal state (representation) and the results are evaluated in order to decide which operator to apply next. This is a feedback system in serial operation. The new operators are selected through the application of heuristics which are constrained by the nature of the internal representations. The function of this system is described using a state and process language. States and processes are really two different perspectives of the same series of events (Newell, 1972).

Three independent variables that stand out in this class of orientations are the goal problem, the task environment, and the learner's current cognitive structure. Within the interactionist approaches, once concepts are acquired, they are organized within some form of relational structure. For Piaget, as actions, concepts would be organized according to coordinated schemes; as operations, according to qualitative groupings. Simon (1972) defines concept organization in terms of directed associations within the symbol structures.

Methodological tools that have been used within this class include individual observational protocols, the clinical method, eye-movement data, and simulation.

From this review of the psychological literature, it can be seen that many alternative answers have been proposed to the four questions that were raised at the beginning of the paper. The obvious question that must be addressed next is which approach, or what components of each of several possible approaches, should be accepted.

Beginning with the "what is learned" problem, the most serious difficulty with the various descriptions of formally defined concepts is that attention is restricted, within most of these conceptions, to only one type of psychological data. The facts that psychological data must ultimately depend upon performances, and that behaviors are performances, imply that behaviors are valid psychological data and that any psychological problem can be (at least partially) describable within this framework.

On the other hand, a basic assumption made in scientific research is that an investigator can make independent observations of events which are external to him and which can be recorded without prejudice. In viewing events this way, the observer divorces himself from the stream of events and dichotomizes the world into observer and observed. Yet, this is a misleading assumption, for an observer cannot truly be distinguished from that which is observed. Because the observer is a sentient being in, and not of, the world, he creates and defines it just as it creates and defines him. His perceptions and conceptions are constructed and serve to define his perceptions and conceptions. Therefore, rather than speaking of this dichotomous situation, we must speak about a process (or pattern) in which every organism, including an observer, mutually interacts with its environment as an organism/environment field. As a result of this conclusion, and the requirement that descriptions correctly classify and order all the experimental observations which occur within a performance domain of interest, the notion of a concept cannot be reduced solely to environmental stimuli and/or behaviors or behavioral capabilities.

The notion of a concept which is adopted has direct implications as to which interpretations of concept meaning should be accepted. If an interpretation is given which is to be consistent with the notion of a concept stated above, then that interpretation should include both behavioral and cognitive components. Concept meaning, identified as performance capabilities and the set of defining interrelationships between concepts, on one level, and, between the signifier verbal labels, on another level, would be such a consistent interpretation.

Besides the requirement that accounts of concept acquisition attend to the patterns of the organism/environment unity, another reason for needing to consider both behavioral and cognitive perspectives is that if a necessary (e.g., causal,
probabilistic, functional, or historical) and/or sufficient (e.g., explanatory adequate (Chomsky, 1965), constructive (e.g., Simon, 1969) explanation of the learning process is desired, then a behavioral approach alone will not suffice. This point has been made many times in connection with associational approaches (e.g. Deese, 1968; Tulving, 1968): associations are only descriptions of the fact that when a certain stimulus is presented to an organism, a certain response results. Explaining concept acquisition by means of associations amounts, in the end, to stating a tautology.

More specifically, behavioral accounts violate the following criteria for accepting proposed descriptions and explanations:
(1) failure to provide a thorough analysis of the mechanisms which underlie the processes of abstraction, induction, association chaining, hypothesis selection, and strategy acquisition.
(2) incompleteness of the proposed descriptions. Several mechanisms are omitted from the different behavioral accounts. For example, associationistic accounts do not provide an explicit description or analysis of the mechanism whereby verbal responses are produced when physical stimuli are presented to the learner, except for the unexplained notion of coded response (Mandler, 1968). Also, quantitative mathematical models only characterize the learning process to the extent of calculating the probability that the concept will be learned, given a specific trial, and ignore the roles of the independent variables and memory. Similar comments can be made about the structural description and hypothesis testing and strategy models.
(3) limitations and implications of the proposed descriptions which are exclusive of those stated in the introduction.
(i) Do the experimental findings extend to situations where other independent variables and task materials are manipulated?
(ii) The learning of abstract verbal concepts cannot be explained if meanings and concepts are ultimately reduced to physical experiences. Also, if it assumed that an organism only has a finite set of specific behaviors or behavioral capabilities, this cannot account for the spontaneous performance of other behaviors unless the unexplained mechanism of generalization is posited.
(iii) Accounts of comprehension imply that there is no easy way to estimate how the concepts are organized in memory, if they proliferate in one-one correspondence with organismic reactions, unless a gross overlapping of reactions and associated signs is assumed. Also, what is the meaning reaction of an abstract noun? Does context affect comprehension? How does a comprehender know how to decompose a novel sentence into its component units? How can paraphrase be handled? Are there different meaning reactions for sentences in which the surface structures are different, but where the deep structures are the same? If so, the number of associated meanings proliferates interminably (no meaning equivalence mechanisms are specified). In addition, an implication of the fact that comprehension is identified with a set of behaviors is that it would be identical with performance. Yet, as Bem (1970) and Sigel (1969) indicate, such a correspondence does not always hold.
(iv) Gagne's (1970) conception of organization implies a one-one correspondence between the logical organization of learning set capabilities, an organization which could depend upon the arbitrary decisions of a curriculum designer, and the nonarbitrarily organized behavioral capabilities of a learner. Theoretically, however, psychological organization could vary as a function of the task and the learner. Also, such hierarchies, organized according to the chaining of appropriate concepts, have difficulty accounting for the learning of paraphrased definitions.
(v) An environmental context of learning implies that relations between units rather than isolated units must affect the learning process and/or be part of what is learned.
(vi) Except for Scandura (1973), the notions of a concept are either logical or behavioral. The bridge between these two interpretations is not gapped, as it must be, if the relations between them are to be understood.

(4) the vagueness and lack of testability of terms such as associations, and mediated stimuli and responses.

Many of the objections raised against the behavioral approaches can be met by the cognitive ones. The hypothesized cognitive structures are explanatorily adequate (Chomsky, 1965). The hypothesized processes of comprehension and encoding can successfully account for part of the learning process. Meaning and referent are separate, abstract words and thoughts can be comprehended, paraphrase and segmentation are accounted for, and the mechanisms in these processes are better defined and more explicit than in the behavioral approaches. Either the syntactic or semantic component can be taken as primary, but the works of Sachs (1967), Perfetti (1969), and Bransford and Franks (1971), in free recall, suggest that the semantic component is more important. Cognitive approaches can also account for experimental results such as free recall data, memory confusion data, recognition failure data, and generalization data, in ways that are more acceptable than the behavioral approaches (Hunt, 1973).

Cognitive approaches still leave some problems open, however. The acquisition mechanisms postulated by Collins and Quillian (1972), Kintsch (1972), and Ausubel and Robinson (1969) have not been completely specified and analyzed, although simulations written by Anderson and Bower (1973), Quillian (1968), and Simmons (1973) make up for this deficiency. The cognitive approaches are incomplete, in that they ignore the behavioral aspects of concept acquisition, so that the relationships between cognitive structure and behavior are not examined. Many of the independent variables which have been seen to influence performance, thus probably influencing the acquisition of the contents of cognitive structures, are neglected. Except for Ausubel and Robinson (1969) and Shavelson (1972), these accounts do not consider the fact that the cognitive organization of verbal concepts appears to change during learning, and they also assume that the logical and psychological structures of a formally defined concept are in one-one correspondence, thus raising the same objections as in Gagne's approach plus the question of how the same concept can be represented differently in different semantic memories (as would be shown by sorting measures and similarity judgments). The comprehension explanations cannot account for the understanding of grammatically inadequate sentences and provisions are not included for the use of information outside of the dictionary (lexicon) and the semantic component. Also, it is unclear how a comprehender enters the stream of definitions, or where he stops, in Quillian's (1966) system, a system which neither accounts for the fact that comprehenders have a faster search time when more hints are given nor the problems of syntactic ambiguity, and paraphrase. Lastly, several psychological terms, such as internal and external connectedness, progressive differentiation, and potentially meaningful learning, are vague and lack empirical testability, the empirical verification of the structures posited by Rumelhart et al. (1972), Kintsch (1972), Chomsky (1965), and Simmons (1973) is unclear, and the experimental verifications provided by latency data, hierarchical clustering procedures, and computer simulations can be questioned unless it is specified that the assumptions involved in the use of these techniques have been carefully followed.

In this class of approaches, an underlying competence (cognitive structure) is postulated which is implied to be independent of performance limitations. Yet, how can an experimenter get at this structure and the independent variables which affect it, without at the same time confounding the experimental investigation with performance factors (Fillenbaum, 1970; Greene, 1972)? A possible escape from this dilemma is to assume that there is either an isomorphism between psychological
competence and performance and that idealized competence rules are only useful fictions from which research can originate, or that competence is a complete fiction which is irrelevant and can be dispensed with (since psychologists are really only interested in performance anyway), so that competence and performance are defined along the same psychological continuum. In the former case, the validity of psychological experimentation is preserved; the only alternative would be to say that psychology cannot be experimental, but only empirical (Greene, 1972). In that event, only intuitions would be acceptable psychological data, a result clearly contrary to any scientific paradigm. In the latter case, competence would be valid as a structural description of performance which is represented by a set of clear cases and specified independent variables. In this case, performance data would provide feedback for a competence model and for future predictions.

Turning to the interactionist orientations, they along, out of the three classes, attend to both the organismic and environmental aspects of acquisition, as well as the relationships between them. Concepts are interpreted as having both attribute and relational components. Functional and historical explanations are offered, as are sufficient explanations (simulations). The information processing explanations are explicit and testable, and Winograd's theory accounts for the mechanisms used in comprehension, as well as the paraphrase and segmentation problems. The questions of reorganization during learning and individual differences in internal representations are also successfully handled.

Yet, no theory is perfect. Problems within this class include the observation that Piaget's explanations are vague and do not explicitly mention the processes which connect mental activity and performance, the lack of empirical replicability of some of Piaget's results, the lack of incorporation of independent variables, the assumption of a one-one correspondence between logical and psychological structure in Winograd's theory, and the excessive reliance on protocol and simulation data.

In summary, then, no one approach or orientation best satisfies all of the objections raised above. Therefore, any approach which attempts to answer the questions posed at the beginning of the paper must involve some sort of synthesis of approaches from the three classes. Furthermore, the expositions and criticisms imply that such a synthetic approach should meet the following requirements:
(a) the theory is an interactionist one;
(b) both internal representations and performance behaviors, and their interactions, are accounted for;
(c) the notion of a concept includes relations;
(d) learning is viewed from both cognitive and behavioral perspectives;
(e) all significant independent variables uncovered by research within the three classes are incorporated, with the relationships to learning being explicitly stated. In particular, some form of feedback mechanism is included;
(f) contextual constraints are seen to affect the organizational structure of memory, i.e. what is learned is seen to affect performance;
(g) organization (therefore, semantic structure) is seen to change during acquisition, and semantic relations should have primacy over semantic ones;
(h) the approach is experimentally testable and verifiable.

A theory which incorporates these components shall now be proposed. First, this account assumes axiomatically that any partition of the organism/environment unity into a dichotomy is an artificial discrimination, but recognizes that some form of partitioning is necessary for the purpose of psychological analysis. However, because emphasis upon a particular aspect of this unity is ultimately subjective and up to the individual investigator's discretion, this account assumes a neutral position, asserting that both components are equally important.
Therefore, psychological events of interest will be interpreted as whole events which can be viewed from both cognitive and behavioral perspectives.

As cognitive events, concepts can be described as abstract, gestalt representations of intuitions, percepts, or physical actions which are, themselves, undefinable psychological events. Special classes of concepts are called objects and relations. The referents of objects are single, primitive percepts, collections of such percepts (which are identified as material entities), other objects, or collections of other objects. As gestalts, objects are whole representations which are in a one-one correspondence with their referents. Relations are defined with respect to nonprimitive objects. They characterize the system of relationships among the elements of an object concept and exist only when these concepts can be known. Relations may also be either single and primitive, or more complex. Both objects and relations can refer to either a class of representations or to an individual representation.

This conception of a concept is ultimately reductionistic, for it assumes that all concepts have their roots in organism/environment experiences and that representations are just shorthand ways of referring to these experiences.

Concepts are, therefore, psychological constructs which arise through the interaction between an organism and the environment. As objects, they are either primitive (such as a visual perception) or they are composed of other relationships. Objects plus their conjoined properties are themselves objects. Thus, object concepts consist of a set of component concepts that are related in a set of ways. Relations are also composed of component objects which have certain properties conjoined to them and relationships between them. Some component relationships may also be primitive and undefined. For nonprimitive objects, then, relationships are a necessary part of a concept and must be included in a characterization of a concept. Even in the case of primitive objects, relationships must ultimately be attended to, since a primitive object can only be defined in relation to some other object. In that event, the primitive concept is the field, and the other one, the ground, and the primitive concept is characterized by not consciously attending to the ground concept.

This interpretation of a concept implies that word concepts can be considered to be particular forms of object and relation concepts, i.e., ones that symbolically signify their referents. By extension, then, formally defined concepts, as verbal representations of psychological events which are expressed in the form of sentences, are specifiable by the component objects, represented by nouns and adjectives, and by the relations, represented by nouns, adjectives, and verbs, which are included within the sentence. Sentence conjunctions are used to aid the incorporation of more component concepts into the definition.

The notions of word meaning and concept meaning adopted within this system follow directly from the above remarks. If a sentence is used to define a concept, then the meaning of the defined concept is given by the component concepts and by the interrelationships of these components, both of which are defined within the sentence. In both cases, the implied meaning is denotational, and the meaning of a concept is synonymous with the characterization of the concept itself. There may be affective, connotational meaning also attached to a concept, but as this would be the result of extra-sentential experiences, it is not of concern here.

If a sentence is assumed to be a particular characterization of a concept, and if this characterization is synonymous with the concept's meaning, then it follows that the meaning of a sentence is defined within the sentence's semantic structure, and that this meaning characterizes the concept. This characterization is the one which is posited to be internalized as a cognitive event.

Turning to the behavioral aspect of concept acquisition, it is assumed that a correct concept characterization allows, as a performance criterion, for the...
correct selection of an extensional instantiation of that concept. This means that the instantiation embodies the intensional characteristics which have been internalized and that the learner can correctly produce or recognize positive and negative concept instances, as well as discriminate between them.

Viewed from these two perspectives, concept learning is posited to involve the acquisition of an internal representation and the development of the ability to correctly demonstrate some required performances. New concepts are defined with respect to existing concepts. What is learned during this acquisition process would, therefore, not be a set of performance behaviors, for these are assumed to have already been acquired, but, in the case of the meaningful reception learning of relations and nonprimitive objects, the concept's component objects, component object properties, and component object relationships.

The processes involved in the acquisition of formally defined concepts are assumed to be a function of the interaction of four elements: the context created by the task environment, the existing cognitive structure, the task performances exhibited by the learner during the course of acquisition, and an evaluation of these performances followed by some form of information feedback. In this system, learning is represented as a control system which is initiated by the goal concept that the learner must acquire. The goal concept exists within a particular task environment consisting of a set of concepts which are logically related to it. This logical organization is referred to as the content structure of a particular subject matter domain, and it is the context within which the goal concept is input into the learner's cognitive structure. It directly affects what components will be retrieved from long term memory and utilized during the acquisition process. The cognitive structure, in its turn, affects performance on the behavioral task given to measure the degree of acquisition. This performance is then evaluated, either by the learner himself or by another person, and information feedback is given in order to modify what is being learned. Considered together, this system can be interpreted cybernetically as a feedback loop which proceeds from the task environment, to the learner's internal cognitive representation, to his overt performance, to the evaluation of that performance, and, to the provision of appropriate feedback which feeds back, again, into the internal cognitive representation that is being acquired. In this system, cognitive structure acts as a transfer function within the black box (called the mind) that intervenes between the content structure and task performance. This process would terminate, with learning being said to have occurred, when the specific performance criterion given to the learner is reached.

More specifically, because the input to the acquisition process is a formally defined concept, the cognitive components of the learning process consist of comprehension, memory retrieval, encoding, matching, and correction processes which are interpreted as cognitive algorithmic information processing procedures. This sequence of mental operations does not operate serially. Instead, the processes mutually initiate and control each other at different points within the learning process.

The comprehension process is initiated upon the presentation of a formal definition to the learner. This definition is a logical one, defined within some content structure, and consists of component objects, component object properties, and component object relationships. This process, at the present time, consists of a syntactic parsing of the input sentence followed by a semantic sort of that parsing which defines a possible meaning of the sentence, i.e., a candidate, cognitive, learner-interpretation of the goal concept. The parsing process is based upon a modification of the systemic grammar used by Winograd (1972), and consists of a set of phrase structure rules which decompose a sentence into a finite number of sentence units. Because formally defined concepts are characterized as
declarative sentences which are complete units of discourse, only a limited set of phrase structure rules is needed. These rules are identified with the psychological operations that are presumed to occur during parsing. They are, therefore, performance rules, and the grammar formally stating them is assumed to be a set of competence rules which represent the performance rules under conditions that are not limited by perceptual, memorial, attentional, or other similar kinds of constraints. The grammar is, as a result, a theory of performance, and no assumptions need to be made regarding the existence of a deep structure and transformational rules. As performance rules, the phrase structure rules can be sequenced and represented as a procedure which outlines, in detail, how the parsing process occurs.

The output of the parsing routine is assumed to be stored in an area of memory called, for want of a better name, a parsing store. This is not part of long term memory, corresponding more closely to the working memory of Greeno (1973) or the episodic memory of Tulving (1972). The contents of the parsing store serve as input to a routine which semantically sorts the parsed sentence units in order to extract the formally defined concept (i.e., the sentence meaning). This routine is context-specific and operates on the assumption that the sentence units are equivalent to the cases of a case grammar. The semantic sort routine knows how to assign the component object properties and relations; this is a function of how the parsed sentence units were stored in the parsing store.

After the words in the parsing store are semantically interpreted, they are placed in an area of memory called temporary concept store (TCS). This area can also be considered part of a working or episodic memory. It consists of the categories of component concepts, component concept properties, and component concept relationships. The contents of the TCS serve as the first approximation to the goal concept. They are idiosyncratic to an individual learner. These contents are modified in the course of an induction process which comprises the remainder of the learning process. During this process, the contents of the TCS change, so that when learning ends, the contents resemble the contents of the logical structure of the concept being acquired.

In almost every case of concept acquisition reviewed above, concept examples were used to aid in the induction of the concept. In meaningful concept learning, however, they serve to illustrate the concept, and help to provide feedback regarding whether or not it has been learned. Subjects are not told whether the instance is a positive or negative one; rather, they must make some behavioral response, such as classifying it. This behavioral aspect of concept acquisition is directly affected by the output of the comprehension process, i.e., the contents of the TCS.

Because the components of the TCS are concepts, they are also composed of other component concepts, component concept properties, and component concept relationships which are stored in long term memory and which must be retrieved in order to complete the meaning of the concept being acquired. Rather than be open to the charge of requiring that all the component concept's components be retrieved regresively until the primitive concepts are reached, it is assumed that component concepts, properties, and relationships two, or at most, three times removed, are retrieved. In this process of recall, they are transferred to the TCS, entering in the same format as the output of the semantic sort routine.

A matching process occurs following the transfer of information from LTM to the TCS and the presentation of a concept exemplar. It consists of testing to see whether or not all of the contents within the TCS are satisfied by the exemplar. If they are, then the exemplar is declared to be positive, while if they are not, it is stated to be a negative instance. This process is, essentially, a comparison routine, defining how the hypothetical internal characterization of the concept is linked to the behavioral performance which indicates whether or not the concept has been learned.
Once this performance has been made, it is evaluated in the external environment with respect to the required performance criterion, and if an incorrect response was given, self-regulated or external feedback is assumed to modify the contents of the TCS, thus altering the learner's concept characterization. Once this correction is made, the new representation is assumed to be used as input to the matching process when a new exemplar is presented.

The part of long term memory where the new concept is stored is interpreted in this approach as a section of a semantic memory which is segmented into separate areas, each one consisting of a particular domain of interest. Concepts within each area are linked together in a relational network. The links between the concepts are the properties and relationships which define them. Thus, in semantic memory, a concept would be stored as the cluster of its defining elements. Since these elements also define the concept's meaning, it follows that only the semantic meaning is stored in semantic memory, and that the intercomponent relationships are semantic relationships. The organization of semantic memory is sequential, but a hierarchical organization for objects is not precluded.

The contents and structure of this section of semantic memory can be formalized using graph theory (Harary, Norman, & Cartwright, 1965). Each concept in memory is identified as a node and the defining relationships between concepts are identified as lines. The concept nodes can be both objects and relations, and the node links can be unidirectional or bidirectional. The semantic memory formulation lies in direct correspondence with the formulation of a concept defined by the contents of the TCS.

The description of semantic memory using this notational system has the advantage that an individual's cognitive structure can be described using parameterized variables. The complexity of a concept can be defined by the number of links that occur with other concepts in memory. Two concepts can be considered reachable if there is a series of connecting links between the nodes which identify them. Furthermore, if every two nodes are mutually reachable, then the structure is said to be strongly connected; while it is weakly connected if at least two nodes are reachable. The distance between any two nodes is defined as the minimum number of links which are needed in order to go from one of the nodes to the other.

This proposed approach also allows for the direct inclusion of the stimulus, task, and learner variables. Stimulus variables enter into a consideration of how the task environment affects the encoded representation and the subsequent organization of semantic memory. Task variables affect the learner's performance during the testing of an exemplar, as well as the evaluation of that response and the determination of the required feedback. Learner variables affect the encoding and performance process and organization.

A special set of stimulus variables, called subject-matter variables, logically characterize the formally defined concept and directly affect what is learned, comprehension and retrieval, while indirectly affecting the behavioral process. Concept depth is a semantic variable referring to the number of component concepts, component concept properties, and component concept relationships which characterize a concept. The degree of concept connectedness refers to the extent to which the logical structure of the concepts presented within a unit can be interconnected. The degree of concept completeness refers to the extent to which the concept components exist and are stored in memory. Concept depth affects the comprehension, initial encoding, matching, and feedback processes and concept connectedness affects the ease of encoding and storing all the concepts in the unit. Lastly, if a goal concept is incomplete, the relevant subcomponents would first have to be learned or relearned.

As can be seen, the proposed theory takes various elements from several of the approaches in all three orientations and fuses them, with some modifications.
The notion of a concept and cognitive structure is akin to the ones offered by Collins and Quillian (1972), Kintsch (1972), Simmons (1973), Newell and Simon (1972), and Hunt (1973), and is not far from that of Piaget (1966), the notion of a task environment is close to Newell and Simon's (1972), the comprehension and encoding processes are modifications of Winograd's (1972) ideas, the independent variables are taken from all three orientations, and the subject-matter variable of connectedness was suggested by Greeno (1972), while the over-all model is formulated within the interactionist information processing paradigm.

This approach has many advantages. It answers the initial questions of the paper, attempting to meet the requirements of a synthetic approach which were given above. It is an explanatory theory which provides a necessary (functional) explanation and sufficient (explanatorily adequate and constructive) explanations. Concept acquisition is a goal-directed process. The internal representations can change during learning. The representations are idiosyncratic, thus allowing for individual differences. There is provision for both logical and psychological forms of the goal concept. Competence is considered to be an idealization of performance. Several previously unclear independent variables are made precise. Independent variables can be manipulated in order to see their effects upon the system's operation. The mechanisms of learning and the organization of memory are explicitly characterized. The comprehension and encoding process accounts for segmentation. Clustering in recall can be understood. And, most importantly, the failure of learning can be explained as a result of one or more of the following factors: incorrect comprehension, incorrect encoding, an incomplete semantic memory, failure in the testing process, or failure to receive and/or utilize feedback information correctly.

The model, however, also has a few drawbacks. It is a somewhat specialized model which is limited to non-primitive formally defined concepts. It is a bit ad hoc in parts. Not all of the mechanisms are fully explained, such as how the learner locates the relevant exemplar components in order to compare them to the concept constituents stored in the TCS. Lastly, it cannot handle the paraphrase problem. This is not viewed as irreconcilable, however, since some rules, similar to those used by Simmons (1973), could be written into the parsing procedure which would cause the same set of syntactic elements to be input into the semantic sort.

Given this description and theory of acquisition, the question of empirical testability still remains to be considered. A reductio ad absurdum argument is proposed which asks: If concept components, component properties, and component interrelationships are not learned, then what else could be learned? The suggested alternatives might be that (1) the formal definition is rote learned verbatim; (2) the syntactical structure of the definition is learned; (3) only a form of PA pairings between exemplars and the concept label occurs, with no accompanying comprehension. These alternatives can be assessed by subjecting four groups of subjects (one for each of the four alternatives) to training sets. One group would be trained to learn the definition verbatim, another to perform PA pairings, another to perform a syntactical analysis, and the last to extract relevant concept constituents. Each group is first given a pretest in order to insure that previous knowledge is equated, followed by the same set of concepts. When a common criterion is satisfied by all the groups, including a control group (also given a pretest) which until now has been resting, are given a new unit of concepts and the rate and ease of acquisition is measured for each group. All of the stimulus, task, and learner independent variables are equated across groups. The dependent variables that could be used include the number of trials to learn each concept in the unit and the number of concepts learned for a fixed number of trials. A trial would consist of the successive presentation of each concept, where each presentation constitutes the formal definition of the concept followed by exemplars of that concept. The number of
concepts to be learned would be an independent task variable, as would be the presentation sequence and the form of verbal definition used.

This methodology is developed under the assumption that if concept constituents are learned, fewer trials are required for acquiring all the concepts in the unit, and more concepts are learned for a fixed number of trials, than if one of the alternative approaches to what is learned is accepted. The control group is used in order to see which alternative group performance it is closest to, thus suggesting that untrained Ss use similar processes during learning.

The methodology also involves the assumption that this conception of what is learned is most effective in terms of promoting retention, transfer to new concept acquisition, and problem solving. Retention (recognition) can be tested by requiring that Ss perform the same learning behaviors when new concept instances are presented. Confusion data would be gathered, as well as the number of correct recognitions. Recall tests would involve the production of new instances. Transfer could be tested by the presentation of additional concept units to Ss in each group on successive days. It would be revealed by the increased ease of learning, as measured by the number of trials to criterion, and would be a function of the subject-matter variables. Problem solving tasks would be knowledge application tasks. They could include translating a verbal geometric concept into spatial or symbolic terms, extrapolating a conclusion of a theorem from given antecedent conditions, and proving a theorem, given the relevant definitions and theorems. Independent variables affecting these tasks would be manipulated and held constant across groups.

Turning to the organization of semantic memory, sorting tasks could be used in order to see how the currently acquired unit is encoded, how that encoding affects the organization of previously acquired concepts, if at all, and whether or not concepts are organized with respect to their constituent components. For both group and individual data, sorting data would be converted into proximity data which is transformed into an adjacency matrix that characterizes the digraph formulation. The adjacency matrix is then converted into a digraph-distance matrix (Harary et al., 1965), and scaled multidimensionally or clustered hierarchically. Euclidean distances can also be computed between the digraph-distance matrices and a digraph-distance matrix constructed from the logical content structure. Other methods that can also be used to investigate semantic memory organization are the use of partition metrics (cf. Arabie & Boorman, 1973) and the scaling of similarity judgment data (Johnson, 1970).

The experimental formulation of this organization could also help to provide empirical support for the existence and specification of the hypothetical operators which are part of the information processing processes. If different concept representations can be identified at various points of the learning process, with each such representation corresponding to a different learning state, a sequence of these states would implicitly define a transformation process. The reason for this is that if structure and process are just different abstract descriptions of the behavior of a system of events, then they are relative to, and mutually define one another. Process would then be the change in states over time. If the change is limited to two successive states, then an operator can be categorized as the transformational relation between these states.

Two other methodological tools are simulations and confirmation tasks. In the latter case, reaction time data could be used in order to lend support to the claim that concept constituents are tested during learning to see if they are instantiated in the test exemplars, as well as to test the depth of concepts in memory.

The successful development and execution of this methodology would satisfy the criterion that proposed explanations be testable and empirically verifiable. They would be the final steps in the initial development of a theory of the acquisition of formally defined concepts, providing feedback for the further development and modification of that theory.
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In the first chapter of his book on "Structural Learning" SCANDURA (1973) has expressed his belief that deterministic theorizing about complex human learning may actually be easier than stochastic theorizing. There is also a number of papers (i.e. SCANDURA 1971, SCANDURA & DURNIN 1971) in which SCANDURA and his co-workers have argued that deterministic theorizing may be even more fruitful. Nevertheless, there are some reasons, why stochastic theorizing might be preferred, and there arises the question whether and how the typical problems connected with stochastic theories of human learning can be solved.

The present paper is concerned with some of the strongest of SCANDURA's arguments in favour of the deterministic approach. It focuses on the question how interindividual differences of competence and knowledge can be built into a theory of learning in such a way, that the individuals' competence can be measured in a satisfactory manner and that the structure of a task can be inferred independently from the sample of individuals being tested.

As will be shown, most of SCANDURA's methodological postulates can not only be fulfilled by deterministic models but also within the framework of stochastic and dynamic test theory. On the basis of test-models suggested by PASCH (1960, 1961), FISCHER (1972) and KEMPF (1974a,b) a stochastic theory of structural learning will be proposed. This theory, however, is not merely another methodological
approach, but it diverges from SCANDURA's theory in some basically psychological assumptions too. In contrast to SCANDURA's theory
- it will be assumed that an individual is more or less capable of performing a rule;
- it will be assumed that an individual does learn something from the performance of a task, that this learning is dependent from the structure of the task and that it is generalized to other tasks as well;
- it will not be assumed that an individual will solve any item which is composed of rules that are known by the individual, regardless of the number and difficulty of the rules to be applied.

As compared with traditional statistical methods, deterministic theorizing about human learning involves three advantages, at least. In deterministic theories of structural learning
- an individual's behavior potential can be inferred easily from the individual's response pattern;
- the structure of a task can be inferred independently from the sample of individuals on which the empirical analysis is being based, so that every sample will lead to essentially the same results; and
- on the basis of this the behavior of individual subjects in specific situations can be predicted.

The domain of deterministic theorizing, however, is restricted to rather simple and - sometimes - even artificial situations. In the analysis of complex tasks one would prefer to include failures by chance which are due to fluctuations of attention, memory, and so on. Nevertheless, SCANDURA & DUPNIN (1971) have adopted the view that there is no need to resort to probability. Although perfect prediction is impossible in complex situations, the authors argue that the uncertainty, rather than being an explicit part of the theory or prediction
The reason that perfect prediction is impossible, in principle, is that in addition to the role played by memory, there is always some residual uncertainty about the capabilities and motivations that an S brings to any given task. And, this is exactly where this uncertainty should be put" (SCANDURA & DURNIN 1971, p.4).

Although this is one possible approach to finish with the uncertainty-problem, I would not agree with it. If we add some source of uncertainty or failure to a deterministic theory, then it cannot be decided whether a deviating observation contradicts the theory or whether it is due to the uncertainty. Consequently, the testability of the theory gets lost, and there are but two possibilities to restore it. We either might try to build the psychological sources of uncertainty explicitly into our theory and by this to return to perfect predictions and to a new and more elaborated deterministic theory; or, if we do not succeed in this, we might leave the errors in prediction to inadequacies in observation and measurement. In this case, however, we would have to look for some methods to estimate the failure component in our observations, and this is exactly what classical test theory has tried to do. Classical test theory has tried to estimate the uncertainty without making it an explicit part of the theory itself. And classical test theory has failed in this. All of the well-known indices of classical test theory are highly dependent on the arbitrary chosen sample of individuals and hence cannot be applied to the single observation or single subject (cf. FISCHER 1968).

Another of SCANDURA & DURNIN's (1971) arguments in favour of the deterministic approach arises directly from the shortcoming of classical test theory. As classical test theory has neglected to ask for a meta-theory of measurement, the traditional approach to the measurement of individual differences has remained highly unelaborated. Predictions about an
individual's behavior use to be made on the basis of the individual's performance on a random sampling of test items and usually result in such statements as "On the average, he should get eight out of ten items correct" (cf. SCANDURA & DURNIN 1971, p.4). It is obvious, that statements like this are worthless for a theory of human learning or any other kind of complex human behavior. Most of the traditional stochastic learning models, therefore, have neglected the interindividual differences at all, and this has caused another of SCANDURA's arguments:

"For example, in stochastic models of paired-associate learning it is usually assumed that each subject has the same probability of learning on each trial. Even the most superficial analysis of relevant data, however, indicates clearly that the probability of success for different subjects may vary greatly. And one cannot attribute this to the fact that the probability of learning is a random variable. This would still not explain the fundamental fact that the probability of success of many subjects tends to be either uniformly high, or low, over different trials" (SCANDURA 1971, p.23).

As far as I know, the first psychological application of probability in which the interindividual differences have been treated in a satisfactory manner was stochastic test theory which describes the probability of an individual's (v) success on a task or item (i) as a function of the individual's competence (τ_v).

\[
p_{(v,i)} = f_i(τ_v)
\]

The functions \(f_i\) are called trace lines (LAZARSPERG 1950) or item characteristic curves (LORD & NOVICK 1968). In contrast to stochastic learning theory, however, the item characteristic curves are assumed to be locally stochastic independent so that all item intercorrelations vanish if τ_v is held constant. The individual responses' functional dependency on the latent variable τ_v is assumed
to be the only source of the item intercorrelations. With the notation
\[
    a_{vi} = \begin{cases} 
        1 & \text{if } S \text{ solves item } i \\
        0 & \text{if } S \text{ does not solve the item}
    \end{cases}
\]
the formal definition of local stochastic independence is
\[
    p(a_{v1}, a_{v2}, \ldots, a_{vg}) = \prod_{i=1}^{g} p(a_{vi})
\]
for all \( g = 1, \ldots, k \),
in which \( k \) is the total number of items in the test. The probability of an individual's success on an item is assumed to be independent from whether or not the individual has solved any of the preceding items.

From this it becomes clear that stochastic test theory gives the methodological framework for a theory of competence only, but not for a theory of learning. Similarly as in SCANDURA's (1971, 1973) deterministic partial theory of structured knowledge, the individuals' competence is measured under the idealized condition that no learning will occur during testing. Differently from SCANDURA's theory, however, the individuals' competence is assumed to be a quantitative variable, and the behavior of individual subjects in specific situations cannot be predicted deterministically but only with a well known probability.

This probability is assumed to be a function of the individual's competence as well as a function of the situation or task and if the item characteristic curves can be described to be functions of the atomic rules into which the items are to be decomposed, then stochastic test theory can also be used in inferring the structure of a task.

With the introduction of individual parameters \( z_v \), however, there arises a considerable statistical problem. Each \( S \) that
is added to the sample causes the introduction of another parameter and according to a well known theorem by NEYMAN & SCOTT (1948) the traditional methods of parameter estimation fail if the number of parameters to be estimated does not tend towards a fixed numeral while the number of observations grows to infinity. The only models in which consistent estimators exist in such a situation are those in which the individual parameters can be separated from the structural parameters of the items by use of conditional inference methods (cf. ANDERSEN 1973a) and as ANDERSEN (1973b) has shown, within the framework of stochastic test theory, these are the models suggested by RASCH (1960,1961) only.

In case of binary data the Rasch-model has the form

\[ p(+/v,i) = \frac{\xi_v}{\xi_v + \sigma_i} \]

in which \( \sigma_i \) stands for the difficulty of the task, which, because of the separability of the parameters, can be estimated independently from the underlying sample of individuals by maximizing the conditional likelihood

\[ L = p(\Lambda/(a_{vo})) \]

in which \( \Lambda \) stands for the response-matrix of \( n \) individuals to \( k \) items. \( (a_{vo}) \) stands for the vector \( (a_{1o}, a_{2o}, \ldots, a_{no}) \) in which

\[ a_{vo} = \sum_{i=1}^{k} a_{vi} \]

is the number of items solved by the individual \( v \).

If the model (3.) holds, then \( (a_{vo}) \) is a minimal sufficient statistic of the parameter-vector \( (\xi_1, \xi_2, \ldots, \xi_n) \) and the
conditional likelihood (4.), therefore, does not depend on the individual parameters. Similarly, the individual parameters $\xi_v$ can be estimated from a conditional likelihood function which does not depend on the item parameters. By use of conditional likelihood ratio tests (ANDERSEN 1973a), finally, it can be tested whether the model fits the data and whether the assumed structure of the tasks conforms with the empirical results (cf. FISCHER 1973). The Rasch-model, therefore, is as good a tool for research on structured knowledge or competence as any deterministic model can be. It is a testable model that refers to inter-individual differences of competence and in which the structure and difficulty of the items can be inferred independently from the arbitrary chosen sample of individuals. The behavior of individual subjects in specific situations can be predicted in probability.

The first one to apply the Rasch-model in research on structured knowledge was SCHEIBLECHNER (1972) who made use of a linear extension\(^{+}\) of the model (3.). His answer to the question, how reasoning processes can be broken down into atomic rules or operations was to factorize the item difficulties $\sigma_i$ into subfactors $n_j$ which represent the difficulties of the single operations $j=1,m$ of which the tasks are composed. According to this model, a set of tasks can be broken down into atomic rules iff the task difficulties can be broken down into corresponding factors, so that

$$\sigma_i = \exp\left( \sum_{j=1}^{m} f_{ij} n_j + c \right),$$

\(^{+}\) Most of the mathematical and statistical foundations of the linear logistic test model have been worked out by FISCHER (1972) and FISCHER & FORMANN (1972).
in which \( f_{ij} \) denotes the weight of rule \( j \) in the solution process of item \( i \).

In the most simple case \( f_{ij} \) will be the number of times that the rule has to be applied in order to solve the task (cf. SPADA 1973).

Another interpretation of the model (cf. FISCHER 1973) defines

\[
\begin{align*}
\begin{cases}
1 & \text{if rule } j \text{ has to be applied on item } i \\
0 & \text{if rule } j \text{ is not needed for the solution of the item}
\end{cases}
\end{align*}
\]

and thus assumes, that the difficulty of a task is primarily determined by the combination of different rules to be applied and is not increased significantly when the same operation occurs repeatedly within the task.

Both interpretations of the model have successfully been applied to empirical data. In the analysis of reasoning processes underlying elementary differential calculus as taught in secondary school mathematics, for instance, the second interpretation of the model was to be preferred (cf. FISCHER 1973), while the first one worked better in the analysis of reasoning processes underlying elementary mechanics (cf. SPADA, FISCHER & HEYNER 1973).

Some more empirical applications of the model have been carried out by SCHEIBLECHNER (1972) and HEINRICH (1973) who analyzed syllogistic reasoning.

In some of these studies, slightly modified versions of the model were used, which also describe some training effects that arise from the individuals' prior trials on the atomic rules. These modifications of the model make the assumption that the training effect which arises from an individual's trial on a task can also be broken down into atomic fractions which correspond to the rules that
are to be applied on the task.
As an example of this type of models we may discuss the
model of a rule specific training transfer (SPADA 1973)

\[ \sigma_i = \exp(\sum_{j=1}^{m} f_{ij}(\omega_j - H_{ij}\beta_j) + c) \]

in which \( \beta_j \) is the training transfer corresponding to
the rule \( j \) and \( H_{ij} \) is some function of the training
frequency

\[ h_{ij} = \sum_{g<i} f_{ij} \]

of the rule \( j \) in the proceeding tasks \( g=1,i-1 \). Evidently,
the item difficulties are assumed to be dependent on
variable operation difficulties \( \eta_j = \omega_j - H_{ij}\beta_j \) now, which
are a function of
- the initial difficulties \( \omega_j \) of the rules,
- the training frequencies \( h_{ij} \) of the rules, and of
- the training effect parameters \( \beta_j \).

As compared with the simple decomposition model (5.) and
with SCANDURA's deterministic theory, therefore, the training
effect model has the important advantage to bridge the gap
between learning and testing. The testing of an individual
is no longer assumed to leave the individual unchanged.

All of these training effect models, however, have to make
one assumption which is not very plausible from a psycho-
logical point of view: the training effect arising from an
individual's trial on a task must be assumed to be independent
from the individual's success. It must be assumed to be the
same when an individual gives a correct solution of the task
as when the individual cannot solve it. Any other assumption
would violate the condition of local stochastic independency
which is a fundamental presupposition of the Rasch-models.
If a stochastic model of structural learning is to be con-
structed, then the framework of stochastic test theory must
be extended to what I have called dynamic test theory (KEMPF 1974c).

The basic conception of dynamic test theory is to replace the assumption of local stochastic independency by what may be called local serial dependency.

\begin{equation}
(7.) \quad p((a_{v_i})) = \prod_{i=1}^{k} p(a_{v_i}/s_{v_i})
\end{equation}

in which \((a_{v_i}) = (a_{v1}, a_{v2}, \ldots, a_{vk})\) stands for the individual's response vector on the total of \(k\) items and \(s_{v_i}\) stands for the partial response vector \((a_{v1}, a_{v2}, \ldots, a_{v_i-1})\). The item characteristic curves \(f_i(t_v)\) are replaced by conditional item characteristic curves

\begin{equation}
(8.) \quad f_{i,s_{v_i}}(t_v) = p(a_{v_i}=1/(a_{v1}, a_{v2}, \ldots, a_{v_i-1})=s_{v_i})
\end{equation}

which describe the individual's probability of success on item \(i\) under the side condition of the individual's responses to the preceding items.

On the basis of this formalism dynamic test models that have essentially the same properties as the Rasch-model can be constructed. Two of these dynamic models have been elaborated to some statistical detail by KEMPF (1974a,b). Some of the most important results are summarized in KEMPF (1974c).

Initially, I had suggested dynamic test theory as a tool for research in social psychology (KEMPF 1974a,c) and the model that was developed in these studies was based on the assumption that the transfer arising from the individual's responses to the preceding items is dependent on the number of positive responses only. Although the model can be applied to some simple learning situations also, it will not be discussed here.

The other model was suggested by KEMPF (1974b) and treats the conditional item characteristic curves.
under the assumption that the learning effect $\psi_{si}$ is a function of the cumulative weights

$$g_{vij} = \sum_{g<i} a_{vg} g_{gj}$$

that the atomic rules have in those of the proceeding items to which the individual has responded positively. Similarly as in the linear logistic model, an exponential function

$$(10.) \quad \psi_{svi} = \exp(\sum_{j=1}^{m} \frac{g_{vij} \cdot \alpha_j}{1 + g_{vij}} + c) + c'$$

is used. $\alpha_j$ is a rule-specific learning parameter and as

$$g_{vij}/(1 + g_{vij})$$

tends toward 1 when $g_{vij}$ grows to infinity, $\alpha_j$ is to be interpreted as the upper bound of the rule-specific learning effect. The item difficulties $\sigma_i$ are decomposed as in the training transfer model (b.). Conditional maximum likelihood estimators for the parameters have been derived by KL"upf (1974b).

From inserting the estimates into formula (9.) the probability of an individual's success on the various items can be predicted and on the basis of these predictions an individualistic selection of items can be carried out in such a way that the
individual will have a maximum learning effect after a minimum number of trials. An individual will be predicted to solve an item with probability 1, if the item difficulty is estimated to be smaller than the learning effect. By this, the model bridges the gap between stochastic and deterministic theorizing.
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The topic of the roundtable this afternoon is "How does learning take place." After listening intently for two days, I suspect that many of you would like an opportunity to get into the act. Let's start by allowing each of the panelists up to three minutes to make a preliminary statement expressing his general view. To allow an opportunity for as much discussion as possible, let's limit all subsequent comments from both participants and panelists to a maximum of one minute. Dave would like to start.

Joe Scandura: The topic of the roundtable this afternoon is "How does learning take place." After listening intently for two days, I suspect that many of you would like an opportunity to get into the act. Let's start by allowing each of the panelists up to three minutes to make a preliminary statement expressing his general view. To allow an opportunity for as much discussion as possible, let's limit all subsequent comments from both participants and panelists to a maximum of one minute. Dave would like to start.

David Merrill: I'd like to make a couple of remarks that differ from some of the things I said this morning. Since the topic of this panel is how learning takes place, let me suggest that, in spite of the excellent work on models that is being done, we are unable at this point in time to make very adequate predictions, especially in a practical learning kind of situation, about how learning takes place. Therefore, I would propose that some of the work that Dr. Pask described and some of the work that we've done with computer assisted instruction capitalizes on the notion that the learner can be taught to manipulate his learning environment or the learning instructional system in such a way as to optimize or maximize learning efficiency or effectiveness for him. Perhaps the optimal approach to the question of learning is to teach learners learner control.

Many of the assumptions we've made in C.A.I. systems and even in developing models that we ought to eventually be able to prescribe learning programs for individual learners. I would suggest that that's an inappropriate assumption and maybe what we ought to be doing is teaching learners to adapt the environment to their own needs rather than talking about adapting the environment to learners.

oltan P. Dienes: I think there are essentially two kinds of learning which ought to be distinguished. One is a rather simple kind of learning which relies largely upon memory and a small amount of organizing. That type of learning is what is most investigated, as evidenced by the vast amount of learning literature that exists today. The moment you go beyond ordinary, simple things, and you have to learn how to operate a system, then you get very much more complex situations. You need to split up the learning into a number of different stages. I don't know if you can in practice follow the actual learning dynamics under laboratory conditions, simply because it's too expensive to have somebody there for so long to take down everything. It would take months possibly -- certainly weeks -- before someone could effectively observe learning in a real situation. So then, you go to a sort of Piaget type of observation or teacher observation or psychologist observation. In fact, this is how I developed my rather vague model of six stages, which I will just mention very briefly. The first stage is free interaction with the learning environment. Second, the discovery and manipulation of the rules present in the environment. Third, a comparison of one rule structure with another rule structure, one embodiment to another embodiment, etc. Fourth, the mapping of rule structures onto visually distinguishable maps, that is, representations. Fifth, the development of a symbolic language for description of these mapped rule structures. Sixth, comes the formalization stage when you put some order into the symbolized way of describing rules. So, pre-interaction, rule learning or discovery, comparison of rules, representation, symbolization, and formalization, I think, are essential parts of learning. Obviously, this is not exhaustive. I am suggesting this as a [general descriptive] model.

nan Banerji: I have a problem. I don't think it is a problem about learning; I think it is a problem about guessing. I have been showing a guy a bunch of two-digit numbers written in ordinary decimal notation and I have been calling the numbers good or bad. For example, I show someone 72, 54, and 86, and I have called them good. Then, I have shown him 51 and 73; I have called them bad. At this point, he may wonder whether any time he sees 2, 4, or 6 [units digits], it is good. But he really doesn't have any confidence in saying that because, after all, he has seen a 2 only once, a 4 only once, and a 6 only once. So, he really can't guess at all. I do the same experiment with another aleck who has learned about odd and even numbers, and he sees three even numbers
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to be good and two odd numbers to be bad. So, he's more sure that I'm talking about even and odd numbers as being good and bad. Now, both of these guys have really seen the same experiment and just have a slightly different basis of knowledge. Does that really make the second guy's guess any better? And, if so, what do we mean by better? That's my problem.

Marvin Minsky: That set of six stages, why not put them in the opposite order? When you get a problem, surely you approach it with a high level language and a formalism, and you try it for a while, and if it doesn't work, then you change it and back off. It seems to me ontogeny doesn't recapitulate phylogeny every time you solve a problem or else you would be as dumb as a baby. It seems to me [that] the important things about learning to solve a new problem has to do with [what] adults [do], or what Piaget calls the formal stage. It requires that there be a great deal of organized knowledge about how to select the right stereotype for a situation and then how to change it. I think it is naive to think that one observes a problem in terms of naive observations and then does this great systems programming job, and invents Fortran and Algol and then LISP, and so forth. One works the opposite way. One starts with English, perhaps, and when that doesn't work, one uses a great deal of knowledge that smart people have and dumb people don't about how to modify it to make another system that will squeak through.

Harry Beilen: I start with the assumption that I don't really know anything about learning. I cannot very well say what learning is. I'm not even sure that there is such a discrete entity called learning. I guess the difficulty that I have is that I'm a developmental psychologist who deals with change over short and long periods of time. The characterization of [behavioral] change cannot be easily identified as either due to learning or due to some other kind of entity that you could give some name to. The problem, of course, has become pretty acute in recent years in regard to explaining the acquisition of language. In fact, talking about acquisition, and not language learning per se gives some insight into the fact that there is difficulty over assigning the source of the change. It may simply be that revealing the different levels of explanation is a function of the facts that reveal the change over short periods of time as against dealing with it over long periods of time. And, it is not altogether clear exactly what the relationship is between one kind of change and the other.

Kurt Fischer: I think I'm not really going to say what learning is because I agree with what Dr. Beilen just said. When we say what learning is, we are talking about a basic process, assuming that it is the same across many situations, across many different organisms, and across many different ages. It seems to me that we have to recognize, first of all, that there are probably a number of different things that are going on in different kinds of organisms. Somehow, we are going to have to take that into account if we are going to come up with a general model for what we put under the umbrella of learning. I also agree with Dr. Dienes that a lot of the things that we study deal with memory and transfer sorts of phenomena, and are really very different from that which has [the most] significant effect on us when we learn. [I refer here to] the sort of things that can happen very quickly and not the sort of things that happen, for instance, in cognitive development. [One more point.] When we are dealing with these broad problems, there are some things which we tend to leave out most of the time, myself included: [for example, like having to] recognize that there is a problem before you can solve it. Most of us don't even know how to think about that.

Gordon Pask: Well, of course, I think I know what learning means, and I have a fancy formalism in which I choose to express it. I'd like to agree with Dr. Merrill about learner control, saying only that I prefer to regard it as learning to learn, and I'd like to give some interpretation to this. Marvin, you were talking about general skills applicable in a number of situations. Undoubtedly, these exist and they may be exhibited in cases where problems are defined. Perhaps we're more concerned with cases where problems are not specifically defined. I have, incidentally, a slight disagreement with you, Dr. Dienes, in the distinction between sorts of learning. Essentially, I believe that there is an enormous span of stuff covered by essentially the same kind of processor.
If we think about learning to learn, it has another aspect distinct from the bundle of specific heuristics, or specific algorithms, or whatever, which have been brought to bear on a wide variety of different interpretations of a problem. That is, there is an aspect, which we can detect and reliably exhibit by means of learning pathology, which consists in learning by analogy, learning by looking at morphisms and their interpretation or, in other words, by using analogical argument to get from one notion to another. The pathology exhibited is well known; I call it globetrotting. It consists in a topological word chain, that a beehive is like a city, is like an anthill, is like a...

Well, [how do we find out whether the learner knows] what is a beehive. [We can] require explanations. The system I chatted about is obsessive in this respect, requiring an explanation at every node, which is clearly unnecessary if it happens that the topics are isomorphically related.

The other type of learning which becomes manifest, and the pathology to which it is subject, is a thing I would like to call operation learning. It consists in making a series of models and then renaming, for example, learning various concepts in physics and never recognizing that they are analogous, as a matter of fact, isomorphic, even though symbolic identity with respect to these equations is recognized. The ability to perform these operations without the pathology of, on the one hand, wasteful relearning and, on the other hand, globetrotting, appears to be fundamental to efficient learning. The ability to apply them perhaps has something to do with the clever tricks which are applicable in various domains. What is also essential to learning to learn, I submit, is an ability to build descriptions. There is some evidence that people who see how they learn do transfer an ability to build descriptions to hitherto otherwise unstructured subject matter once they have experienced the feedback which shows them how they learn themselves, whether or not they have matched these conditions themselves.

Tom Landauer: I pass this round.

Scandura: This question of how learning takes place is probably the most difficult in all structural theories. In this regard, I'd like to propose the hypothesis that "The more precise the theory, the more difficult the question is to answer."

ienes (re: Minsky): I'd like to reply to this idea of starting at the last stage. Of course, you're not really starting at the last stage because what you're playing with is systems, and you have that weaponry at your disposal in the same way that in a previous stage, you had some little objects and things on which you were acting perceptually at your disposal. So, depending on how much you know and how far you've developed...

insky: Who is the you. It's as though there is a you operating these learning things. don't quite see where that you is and what it does.

ienes: Well, there is a person who is learning.

insky: No, there is not. There is a learning machine; there is no other person who is running it.

ienes: There is a person who is learning. Let me define learning as being a personal adaptation to the environment at the end of which you are able to cope with something more effectively from the point of view of your own goals than you were before. According to that definition, one person is learning vis a vis the environment. You may use the inputs that are perceptual inputs and you may use tools that are handy and you still start at the first stage when you are fooling around with things. You are trying to put them together as an initial adaptation stage even if the objects that you use are mental objects. Even if they are sophisticated systems, like Einstein's theory of relativity, ou are still at the first stage.

insky: You wouldn't hold that to be true for all kinds of encounters with the world, would you?

ienes: Well, I wouldn't like to regard it as [gospel] for everything. I would imagine that the first thing you do with anything that you don't know something about,
and you feel that you need to learn, is to somehow play around and fool around with it. After all, when you get a puzzle in your hand, what do you do? You don't measure the curvature; you fiddle.

**Pask:** I think this is true.

**Minsky:** I'd like to make the same point I think two people mentioned, that one of the problems in problem solving is recognizing the problem. I take the same position on that. Namely, when I come into a situation, the first thing I do is to set up a stereotype which says, "Well, this is one of those, and the problem is this." Now, I may be wrong; I may have formulated a bad problem, but I think one starts out by assuming a problem, and if the problem turns out to be uninteresting, or too interesting, or too hard, you give it up. But, I think, an adult at least, enters situations with a pretty standard format of saying, "If it's going to be Chinese puzzles, I assume it's going to be that Chinese puzzle. I know about five of those Chinese ones; I assume it's the one with three sticks." And, after a while, I find it isn't. It isn't that I collect evidence for a long time. I start out by assuming that this is puzzle type 37, period. And the problem is to find the pairs of corresponding sticks. Then, when I can't, I start falling apart. In other words, I start as an integrated ego knowing just what I'm doing, and then I crumble. It's not that I started as a pile of sand and make myself out of nothing.

**Question:** What happens when you crumble?

**Minsky:** That's the interesting part. If I'm smart, I call one of 50,000 procedures for dealing with such and such a situation by characterizing one that doesn't work. If none of them works, then I really crumble.

**Diener:** So, you teach your child how to swim by giving him a textbook on hydrodynamics.

**Minsky:** I teach a graduate student how to build a ship by giving him a textbook on hydrodynamics. It's not absurd to give humans textbooks on hydrodynamics. That's why they're written. But, not for swimming.

**Scandura:** Do any of the panelists have a position on what aspects of knowledge are teachable and what aspects of an organism are innate, or at least common, say, to ten-year-olds and above?

**Landauer:** Why is that an interesting question?

**Scandura:** Basically, I view learning as resulting from interactions among the environment and rules that are active, or immediately available, in the processor. [Showed slide.) About seven of these things [rules, goals, internal stimuli], or eight or six, depending on whether you believe Voorhies' data, may be active in memory at one time. These things constitute, I think, the source of all cognition, all learning, retrieval, etc. All of them take place on the basis of interactions among the [available] discrete entities according to some fixed mechanism which is assumed to be built into the processor. What I'm saying, in effect, then is that I believe the [individual rules] to be teachable. [On the other hand, for example,] the interaction mechanism is not teachable. My question is what kinds of things fall into each category: what is teachable and what is not?

**Landauer:** I've never been able to get it straight why some things are easier to accomplish by experience than by evolution or vice versa. And if it is teachable then it could have been learned by the experience of the species over a thousand years just as easily as by the individual over ten or vice versa.

**Scandura:** Suppose you're talking about something like number conservation, which takes place over a long period of time. Why is it you can't teach it in a way that would make Planet happy? He will concede [that you can] on narrowly defined tasks [but not when number conservation is broadly defined]. The reason is fairly simple, I think. In typical American studies, the tasks as they have been taught are narrow and very highly prescribed. It is easy to devise simple procedures [rules] for solving such tasks and teaching how to solve them. It is much more difficult, if not impossible, to devise
procedures which parallel what Piaget would have a conserver do. [Tape changed.]

[Another point: If a person doesn't know a procedure for solving a given task, then he must learn one. If he must do this on his own, then the ease with which he can learn such a procedure will depend on what he already knows.] For example, a problem in automata theory that Marvin might find quite easy is likely for me to be very difficult. The reason is that we enter [the problem] with a quite different degrees of familiarity with the subject matter.

Minsky: Even for conservation, the fact that you don't have a complete theory of education means you have to [inaudible] because it takes 3 or 4 years for conservation to appear in the aspects that Piaget recognizes. You can't be sure it will appear in three months if you [simply] tell the child. The evidence is that people don't learn by instruction. There is an annoying chapter in one of Bruner's books on verbal instruction. All it shows is that bad advice makes people worse at something.

Dienes: Why is it in New Guinea that the children get on to the conservation stage, and even the concrete operational stage, at least two or three years later than they do in other cultures? What's more, those that do go to school move backwards about two years on the developmental scale, and take about two or three years to catch up to where they were when they [entered] school. In other words, trying to get them to verbalize puts them back.

Minsky: Well, presumably, people are telling them bad things. What else would you expect? Surely, the school is doing them more harm than good by our standards. I don't see any conflict.

Dienes: But they still don't "make it" in the same way that their brothers and sisters do on the neighboring islands. Why don't they?

Minsky: Because their education may damage them.

Dienes: They don't go to school.

Minsky: Well, they're being educated. I didn't say [in] school. Maybe they have a superstition against that. My image of so called primitive people is extremely primitive, and I imagine that there are these doctrines around, about what causes things to happen, that are very bad for the normal Genevan-Piagetian sequence. One might want to send developmental psychologists there, instead of anthropologists -- or, is there a good theory on that [already]?

Beilen: There is Kohlberg's theory of the dream concept which discusses this problem of regression.

Landauer: There is a good deal of evidence that what you say is true. If you ask your questions the right way, or if you teach the child the right thing, you can get children to show a lot of the Piagetian things years earlier than you would if you used the prescribed Piagetian questions.

Fischer: But there is a real question about all the data that I know. Giving a "yes" or "no" answer is easy; all you have to do is reinforce a child for correctly reciting a sentence, but that's not the same as understanding the task, and the controversy and misunderstanding revolves around that issue.

Leilogg Wilson: My opinion is that, outside of the emotional system, all learning is propositional. Dr. Landauer seems to be the only one to disagree that learning is propositional.

Landauer: It is propositional. The propositions are little.

Elix Kopstein: Traditionally, in psychology [the question of] "what does learning mount to" has been answered by "it's a change in a performance capability." What causes that? It isn't due to growth, due to drugs, due to maturation, etc. What is it that is learned? It's new performance capability. The next question I have is "what is that?" You can solve problems you couldn't solve before. What do you mean by that?
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Minsky: When you ask a question about propositional learning, I don't think that that's an adequate idea. Surely, people learn procedures for using propositional information, and the acquisition of this capability, if you look at a person as a kind of computer, involves acquiring both fact and procedures. In my view, a lot of the important things that make smart people smart are learning how to debug procedures. There is a special kind of knowledge about how to take a procedure that is not quite working and fix it, which is really vital.

Wilson: Are not these procedures, propositions?

Minsky: Mathematically, there is a sense in which a machine can be described as a set of propositions. But, not in the sense of mathematical logic and, in fact, one thing logic systems don't have is a rule saying what to do next, and that makes a tremendous difference. If a lot of our knowledge is about which proposition to use next, and if you leave that in propositional form, you lose, because you have to try everything to find which [proposition] to use next, and then it's too late. You'd have to get the proposition out to say which to use next before you use the one you really should use next. It has got to be in a procedure, so that it will work without being asked.

Kapstein: Accepting the notion that these are propositional, I think you're also saying that you then have something that seems like a hierarchy. You have propositions about propositions; you have further propositions about the second level propositions and so on. The next question is: Where is the apex of this damn thing? What determines what the apex is? One is tempted to think that ultimately this should lead to a proposition that is universal, which obviously doesn't make sense, and obviously doesn't exist. Therefore, what do you mean by that?

Minsky: In Landauer's theory, there is a sort of universal thing which, whatever state you're in, looks for something in memory which tells what to do if it is what matches best. Most of the modern theories, like the complicated Newell-Simon production theory, end up with one basic operation, which says if there is something in long term memory which is pretty similar to what is in short term memory now, pull out what is associated with it, and it will tell you what to do. There is no real circle there. If you get bad data in you, you will go around in a circle.

Banerji: That's the whole point. If we talk of learning as learning to perform better, what Mary says makes a lot of sense in that you start at the highest level of knowledge that you've got. The only reason that works, and you don't have to start building from the bottom again, is because it is true that some very abstract thing which has worked in the past will work again. It so happens that at a certain level of abstraction, this becomes true. The point is that the very fact that we're alive seems to indicate that something like that [universal thing] is out there which is independent of what is learned and is unchanged, and is effective, and is used. Once you have simplified the planetary motions through the idea of the "inverse-gravity" law, you stick to the "inverse-gravity" law, and you don't start going back to epicycles again.

Scandura: I'd like to propose a resolution of the problem of how much structure there is in memory. Does the answer depend on whether the theory is to account for individual behavior or for average behavior? If you are dealing with average performance, I suspect that a truly random model, such as Tom has proposed, might work. If, on the other hand, you are concerned with the behavior of a particular individual in a particular situation, I think the ballgame is quite different, whether it be memory or whatever.

Landauer: I don't see why.

Banerji: I don't either.

Dienes: Well, the chances of Newton discovering all the theories he discovered, or Einstein discovering the theory of relativity, by randomly going around in his brain are practically nil.

Pask: You are assuming we were talking about learning; you're talking about storage.
Minsky: Tom, why don't you take the next step which is, instead of this thing being random, there is this area over here which is good at chess, and this area here which is good at this and that? You keep that model, but you [include] context by being able to steer the memory pointer into whatever.

Landauer: I think you can allow it to be steered a little bit, but it's dangerous because [with] much steering, it loses its properties. I don't know how much yet, but if it doesn't act like it's pretty nearly random, then, for example, it doesn't generate realistic learning curves.

Minsky: Do experts have realistic learning curves?

Landauer: For simple learning they have realistic learning curves.

Pask [re: Minsky]: It seems to me that this wouldn't give realistic learning curves for rote learning, and you would get very realistic curves for actual individual learning.

Banerji: Mary said if you have all the chess facts in one place and you want to play chess, you are supposed to push your pointer that way. But if you never put the pointer anywhere for chess [during storage], the chess facts will be all over the place anyway. So what's the difference?

Minsky: With a good chess player, you make a move, and he says "oh, so and so did that in 1956," and there isn't any learning curve at all. If it stays in the same region that it uses for playing chess, then you only need one trial.

Banerji: No, no. That guy has said that to himself millions of times.

Landauer: And, of course, he has rehearsed it.

Banerji: It's all over his brain.

Question: For one shot learning, you might build in some sort of replicating device which scatters the memories through space.

Landauer: The only way you can do that is by rehearsing them. If you try to remember, for example, somebody's name that you met at a party by saying it over and over to yourself right after you meet him, you are wasting your time. Once is as good as doing that. The only way you can scatter it over your memory is to say it to yourself once, then wait until you've just about forgotten it, then say it again. That really works.

Pask: The right way to do it in fact is to build multiple paths of reconstruction. You remember the name in slightly different contexts.

Landauer: That's another way of doing it.

Pask: It's a rather effective procedure for teaching people to recall, and they do it, as a matter of fact, without a good deal of interference. If you give them specific interference, it does get rubbed out.

Question: You store the meaning and the context?

Pask: That would be one way of doing it.

Question: Individual differences may be modeled by different radii of Dr. Landauer's circle. An individual who can recall a fact all the time may have a very large radius. The register length may also collect a lot of other associated things. So, I think here is a lot of flexibility in that theory which still can be expounded.

Candura: I don't know of any data that pertains to the behavior of individuals to which this theory has addressed itself.

Landauer: I gave you several examples of individual behavior. I'll give you some qualitative examples. For example, you remember things at one moment and not at another; that's a random process that I think is true at least of me.
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Landauer: At least it is fluctuating. That's something that comes from the theory that's simply a counterexample to your assertion that there are no individual facts.

Scandura: But, is that fluctuation a function of the way memory works or [of the] random nature of the environment [particular reference to standard memory experiments]?

Dienes: Could you explain how extinction takes place? Because, according to your theory, the only way extinction takes place is by superimposition of something else.

Landauer: That is what the data in [the] experimental psychology of learning suggest. Extinction is, in fact, the learning of contrary things rather than the erasure of old things.

Dienes: If you didn't learn anything at all, if you kept yourself in a glass cage, you mean you wouldn't forget anything at all?

Landauer: If you teach a pigeon to peck and put it away in its cage for -- the longest experiment I know of is six years, and put it back in the place where it learned to peck, it starts pecking immediately.

Wilson: I see a very wide gap between Landauer and Minsky. And I find myself disagreeing with both of them for entirely different reasons. The only way I think that Landauer's model would work ...[inaudible]..., for example, to induce such a memory to produce a paraphrase of a sentence, [would be] to have an executive that had an awful lot of knowledge stored in it that in some way affects kernels of memory. But in Minsky's position, it would appear to me that our memories are procedures or programs. This almost seems to me to be overly structured in the sense that I believe there should be some capacity within the intelligent system to analyze its programs -- as a program that is more or less external to the program. And, if we do have procedures, I think the procedures have to have a lot of semantic characterization, so that they can be appropriately assembled, decomposed, or analyzed, rather than just run through.

[Editor's note: The above distinction between the contents of memory and control mechanisms which operate on memory came up on numerous occasions in the discussion. A specific executive (control mechanism) is proposed and applied to a wide variety of phenomena in Scandura's paper (this volume). The distinction also plays an important role in Pask's theory, and, as Minsky and Banerji mentioned, is implicit in Newell's production systems as well.

Merrill: I have a point of clarification, Tom. I didn't perceive you to be saying, as some of the comments [indicate that you had], that what is stored is an association. You're not saying that. Can't you store an instruction or even a program?

Landauer: I think you can store a lot of different things.

Question: In what space? In a linked bin?

Landauer: In the brain.

Minsky: Computers have a fetch memory. A lot of computers have a couple of memories. I'm on the lookout for the kind of thing that a chemist looks for from physics. Here is a very beautiful, clean model that exhibits a lot of interesting phenomena, I don't think Tom himself would want all of those assumptions to be preserved intact, because if it's part of the brain, it's going to be denser here or there, and maybe there are things to steer it. But, if you have a computer, it is possible to have a single associative memory and run big programs. It raises the question of where the developmental structures are located that cause the right things to be learned. I'd rather, I think, have two memories, one of which has painfully developed interpreters and the other of which has a lot of data.

Landauer: I would prefer that there be one large associative memory. I may be forced to believe that there is an executive, but I don't know that anything has to be stored in the executive. It all may be stored in the big memory and its developmental processes how it gets the stuff into it and learns how to do things, I would like to believe are
I would like to believe that it is the individual who has had a lucky history who turns out to be smart, as well as maybe one who has got a lot of storage registers.

Scandura: If you allow big chunks in [memory, then] I think your theory actually corresponds to one part of mine. In particular, if that expanding "red bomb" can vary in size] according to the individual, say, that in one individual [it] might expand further. For example...

Landauer: [I think it's] really little when you're drunk.

Scandura: If you allow the individual elements [in memory] to be anything you want, that is, big chunks [rules, networks, etc.] as well as little chunks, and, if you ignore the time lapse in your search [from Landauer's arrowhead], then your moving circle corresponds [in my theory] to that portion of memory that is active at a given point in time. Our respective control structures differ greatly, of course. In my theory [the control structure operates so that] the active elements make it possible to recreate elements outside the active sphere; in yours, it essentially involves expansion from your pointer.

I know you want expansion [time lapse in your theory] because you want to account for latencies. But, the problem with that, I think, is that the latencies involved [in many memory experiments] may in part be an artifact of averaging over tasks and/or individuals. Of course, is, thoroughly familiar with this [literature] and may want to disagree.

Landauer: One of the experiments I showed you had six subjects. What do you mean by averaging? I average over several different words in a given frequency for one individual. You have to do that because of the statistical properties of the system. Each reaction time is going to be different from almost every other one. But, if I'm answering your question correctly, the individual subjects show those reaction times [averaged over different words].

Scandura: It's not just a question of "Did you average [over items] within an individual or over a group?" But, I'd rather not say more at this time.

Ask: I think there is a difference between how much structure there is in learning and how much structure there is in memory. What you were talking about is how much structure is in memory. And there is a whole lot of apparatus for inputting, accessing, assembling in little pointers, and so on. And to some extent, I have tried to reconcile it with a diagram I have drawn on the board.

Here we have what I guess Dr. Scandura and I would call a representation of concepts, of sorts of thing I was talking about as an entailment structure. You can see, of course, that these are external entities; they are entities possibly revealed to a student and possibly used by the student in some kind of map to get around. But, presumably, they also refer internally to some region which can be demarcated in the brain, in storage.

In this situation there are people who behave as follows: One sort of person behaves defining an area in that map, and then operates very much like your model operates, that rehearsal in a task structure rather than recall tasks. A program in this case is a rehearsal program. [Such people] choose one area, and [in this case] your model, I think, uld apply perfectly. Other people behave rather like this: They choose an area, then they choose other areas, and then they interlink, presumably by links which are stored, or one area to another. In other words, they're giving substance internally to this external structure by that method.

It seems to me these two types are manifested in learning. None of this contradicts the model you have put forward, but I have taken the liberty of shifting the domain of interpretation from that of simple storage to that of learning. I have tried to discriminate two types of learning, and I think there's no real conflict as far as I can see. You address tasks where it is possible to exhibit structured learning [i.e., structured attention against word association], I submit that you would find the same result, same del, but with that amendment.

Rrrill [to Landauer]: How do you face the problem if you extend it in an indefinite way; you can think of this space as filled with a whole bunch of little spaces — you get
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a big ball filled with a bunch of marbles. Now, what kind of a pointer do I have to get from marble to marble?

Landauer: The connection between different topics in physics or different physical facts would presumably not be that they are all in the same part of the brain. They are scattered all over, but they are connected by shared links so that you can find B by using A as the tag and then using B as the tag, find C, and so forth. This will allow you to walk around in your memory, say, of Paris, but it does have the nice feature that every once in a while, by sort of a random process, you'll pop out of it. You'll find when you are thinking about Paris that every once in a while, you'll have a thought about New York or your dog. I assert that that's realistic -- that, in fact, when one sits and cogitates about some field, he doesn't stay neatly packed into that area. At least if he's me, he doesn't.

Minsky: However, we in artificial intelligence haven't had to lean over backwards to get the system to make mistakes. This nice feature of your theory is also a feature of all suitably complicated theories.

Question: Isn't there a fundamental difficulty in being able to delineate what is truly memory from all other kinds of psychological tasks? There isn't a domain of psychological processes that doesn't have implicit in it some memory processing. In the tasks that you decide to use, you try to strip away as much as possible the other domains, or the other complicating facts, to expose the memory feature. But, in effect, you really cannot: in every kind of memory experiment, you are really involved with some other kind of phenomenon which may be rather difficult to identify.

Landauer: Agreed. The theoretical strategy that I have been following, or would like to be able to follow were I intellectually strong enough to do so, is to assume that God had made one good invention, and had replicated it a lot, and by so doing, produced the miracles. If a few hundred thousand years ago, human evolution had invented a really keen little storage device that could store a big hunk of something in a tiny place and had a great communication system like an executive, where the executive can just say "I want information about dogs" and, if this little device has anything about dogs stored in it, it will return it without [having to] connect wires. Had that been invented, it might exhibit all kinds of wonderful properties. I want to see how much of the complexities and wonderment of our performance can be accounted for by such kinds of simple notions.

Scandura: ...[Lost in changing tape]... and so it basically becomes a question of representation.

Minsky: I should think both are true. Namely, it might take a thousand genes to make an apparently useful memory, but then there's this other million genes to debug it, and make various things to prevent loops, and adjust the way it matches, and stuff like that. I suspect that a model like that might work out very well, and maybe one only needs 20 or 30 such theories of memory, but then one needs 1,000 other structures to keep them from clobbering each other.

Minsky: There are only so many genes.

Kopstein: Why do they have to be genes? You see, I think good old Mother Nature is usually much cleverer and more efficient than to use up that many. Why use all of these just for purposes of memory. Why not use them for rules which in turn build up, in the maturing individual, a growing capability to construct the software which handles some of that?

Landauer: How many new genes are there for humans relative to our less capable ancestor?

Minsky: Humans don't have an unusually large number of genes for an animal.

Landauer: How many genes have changed [through evolution] that are responsible for the structure of memory?
Minsky: You can't do it because there are too many redundant genes.

Dienes [to Landauer]: One thing that's been bothering me. If I have understood your theory (or if I haven't, tell me where I've gone wrong), you have these "things" knocking around, say you have about five of these, and you have a certain probability of being able to recall these. Now, if these things are linked, then these links presumably are stored somewhere else.

Landauer: So. Look. You store A-B here and B-C over here. You look for A and it returns B; now look for B and this one returns C. It's a sequential process. The links are not represented in the structure of memory.

Dienes: So the link itself is not in any particular place?

Landauer: No.

Dienes: Well, in that case, it doesn't just have things knocking around that this red balloon is looking for. You've got some mythical things; A triggers off B.

Landauer: That's the whole point that you did this with little cards -- you throw them into a wastebasket. There's that I'll make it easier.

Dienes: What worries me is this: According to [your theory], linked things would be more difficult to recall and remember than unlinked things. Things with lots of links are in fact easier to remember. If you have a lot of nonsense syllables to learn, it's obviously more difficult to remember than a poem. So, according to your theory, it seems to me that you would get the opposite prediction.

Landauer: If what you are asking subjects to do is to get them all back, then they have to have some way of following a path, which means that the more links you give them, the easier it is going to be to make something that will allow them to go from here to here and so on. If you make it hard, then once they have gotten to an item the come back with something that won't allow them to get to the next one. That's not a problem.

Question: There seems to be an equivalence here between talking about the structure of memory, with the structures represented explicitly in the design of the memory, and, on the other hand, talking about a structured memory, where the structure is induced by the items that are stored in the memory. They seem to me to be equivalent notions in a strong sense.

Banerji: If they are equivalent, they have to be worked out with mathematical care.

Landauer: I think there may be equivalences, but the demands that it makes on the person who is building the system are very different. I have a file system that works according to my theory. Man, is it easy to operate. Every letter I get I throw into the drawer. It doesn't take a secretary. It doesn't take anything. I don't even have any tab cards. It works. I can prove to you that, under some assumptions of distributions of frequencies of letters and reprint requests and so on, my system works better than yours.

Question: But you put the whole burden of discovering relations in memory upon a processor, and essentially you are going to do the same thing in many instances. You are going to be tracing the same paths that might in somebody else's memory be represented equivalently. You haven't escaped the problem; you have just ignored it temporarily.

Landauer: That's not correct. Let me give you one argument. If you have to represent all the relations that you are going to need in knowledge by storing them in a way that represents those relations, then you have to do it for everything conceivable that you may need in the future. If you just put raw data in and store it, and compute the relations later, then you only have to compute those relations that you in fact ever need. That saves you a hell of a lot of effort.

Scandura: Tom, how do you explain the kind of thing Don Voorhies was talking about. Suppose you use a rule, a procedure, say, for adding numbers. First, two digits come in, and you add -- and continue as new digits come into the processor. At first, you're
dealing with just a simple problem but if you keep adding numbers you eventually fail. Now, people might differ in how many digits they can add, but sooner or later everybody fails. If you have a fixed capacity processor, then after too much gets into it, it bumps something out, and that thing is in some sense lost. But it's not very far away because it was just there. For example, in adding, I may retain the given digit along with the partial sums. After a while, they're going to overload my capacity. Maybe I can add two more digits, but when I get to, say, the next pair, I'll have to dump something out. The thing that is bumped out seems not to be retrievable, and yet according to your model, you ought to be still very close to it. This is, of course a quite different kind of experiment.

Landauer: Could I pass on that?

Question: Is that what is happening after a long sequence of numbers; you forget?

Scandura: Exactly. But what I'm saying is, how would Tom [account for] this? It's not a question of random movement. As a matter of fact, there are certain things that seem to be eliminated first, simply because of the nature of the particular rule being used by the person processing the information. [In our theory] there is a very explicit structure that determines what is forgotten and what is retained at each point in time [e.g. after having been added, given digits are erased before partial sums]. A structure-less kind of memory wouldn't seem to account for this.

It's getting late. Why don't we retire to the lounge for some wine and cheese.
Post-session: Theoretical Issues in Structural Learning -- Monday, April 22, 1974

At the beginning of the session, the chairman polled the participants to determine topics of most interest.

Prompt: The first issue to be discussed is: "How are rules induced from examples?" The second question will be: "How do rules interact with the environment to produce useful knowledge?"

Wilson: I'd like to give an example of what started me thinking first about this problem. It was a paper given at this conference three years ago which, narrowly considered, was a quite adequate paper, but it left such enormous questions begging that I felt very unsatisfied. The theme of the paper was an extension of Newell and Simon's GPS [General Problem Solver] on the learning of syntactic rules. The author of the paper had a child applying GPS to strings of nouns, adjectives, adverbs, plurals, etc. This is all fine and good, but how does the child learn all these grammatical categories prior to the acquisition of the rules themselves? How will the child know what a word is? How will the child even know what a phoneme is? What are the elementary units that are involved in building up the rules? I don't have any terribly smashing insights to impart to you, but one slight insight is that, in looking at syntactic rules, Chomsky came to the conclusion, I think quite correctly, that there are similar types of rules operating down to the phonological level.

Minsky: Why do you think he is right?

Wilson: What I'm asserting, on the basis of terribly flimsy intuition, is that we have to learn not only the units, but the rules involving the generation of strings of units, and that [the units and rules] are somehow learned at the same time.

Minsky: To learn a unit and the rule at the same time seems bizarre. It's too difficult.

Wilson: I don't think a unit would really mean anything aside from the rule in which it enters. To say you learn the units before you learn the rules means that you have to have some kind of pre-knowledge about what the rules ought to be. That is to say, if I want to learn rules, then I [must] first learn some units appropriate to the rules. That strikes me as bizarre.

Minsky: In evolution, you develop a structure for a simple purpose and then get more complicated things to do with it.

Dienes: Could you tell us what you mean by having learned a rule? You could mean being able to operate a rule correctly, or you could mean being able to explain one correctly.

Wilson: I mean operating one correctly. But, to learn a syntactic rule, you need to have some equipment for identifying what the rules might be, and what they might apply to. Essentially, what I'm asking is "what is the minimal equipment?" I'd like to mention briefly an experiment. Sequences of computer generated sounds were presented to subjects. They were supposed to be words in a language that was not familiar. Subjects were asked to identify where the word boundaries were. After a relatively small number of presentations, subjects quite often were able to segment sequences that co-occurred together. This implies there is some kind of inductive capability. Interestingly, these were sound sequences that no one could pronounce. We have had very little experimentation on this kind of induction.

Minsky: The question of how complicated it is to learn rules of grammar ought to be raised before one regards it as a monstrous problem. In the current Newell-Simon theory (which I think may be too simple, but which certainly makes programs that do things), all rules are in the form of productions, and long term memory is organized in such a way that if the first part of a production is in short term memory, then it goes and matches what is in long term memory, and out comes the second part. So, if you believe Newell and Simon, and I think it's an important first step toward a theory, there isn't any serious problem about how rules of syntax are learned. You don't need much in the way of
mechanisms; you need induction. The procedure for long term memory in general is the same as the one for building grammatical rules.

The second point is that Chomsky's transformational rules are rather complicated. I would say that none of the people in artificial intelligence right now believe that [his] was a good formulation of how grammar is understood or produced. So, one shouldn't worry seriously about Chomsky's opinions about how hard it is to learn that stuff; [it] doesn't appear to be a practical theory. The practical theory right now in computational linguistics is something like case grammar, which says that when a word is mentioned, a number of questions are pulled out of memory associated with that word. Induction involves learning what questions to ask when you hear a word. Then those questions are usually answered as you hear the rest of the sentence or utter it. For example, if I say "He kicks," then [you] look for a kickable object coming later in the sentence. So modern theories of grammar use simpler ingredients and are more powerful than most of the Chomsky things. Modern experiments on the learning of language in children show that there's a long period in which they don't have grammar; they have two-word sentences. The words in the sentences call on the semantic case, but not grammar. Then there is a period of a year or two in which [children] learn words, learn their cases, and then learn the rules of grammar. The important thing is that the kid has a chance to learn the semantic quality of case grammar, what the words mean, what questions are associated with what, [and] how they are answered before he has to learn any syntactic rules at all.

Question: I was wondering, Dr. Minsky, if induction is a program.

Minsky: There isn't any one such [program]. It's easy to make a machine that will learn all kinds of smart things. One of the questions we're not discussing today is which kinds of things should people learn. That's a serious question.

Question: Let me ask about rule induction, then.

Minsky: There are lots of kinds of rule induction. As soon as you formulate the question, you can see that there are trivial ways to do it. And if you think of a hard enough way, then nobody's done it yet. There isn't any question of principle about making machines do learning of any kind; prototypes of all sorts have been done.

Wilson: I wasn't making a strong case for Chomsky's transformational grammar. I was just saying that the idea that grammatical rules can extend down to the phonological level is I think, an interesting one. I think the real question would be, "can you get learning?" I would agree with you about the importance of case grammar. [But,] in any known system now, could you get identification of cases, the identification of words even from strings of arbitrary noises, which may be lawfully generated, and events in the environment that are in some way associated with them?

Minsky: I'd be terribly neutral about that. There is an argument in the Artificial Intelligence Laboratory because there's a lot of money in doing research on speech recognition. Quite a few of the laboratories are doing that, but we're not. My reason for not encouraging our people to do [speech recognition] is that when you understand how phonology is handled in the human ear, [I think that] it's the least valuable knowledge you could get, because it's probably a special purpose machine. Laryngeal control and the development of special purpose gadgets in the ear probably evolved together. I'm not saying we know it's a special purpose machine, but it seems like a very dangerous thing to try to generalize from. I would much rather work on something like vision. It's very plausible that in an input device like the ear, there are special purpose things for firing the atoms of phonemes in them. People can learn to recognize simple combinations of [phonemes], but I don't see that that has any connection with language.

Scandura: Your observation is probably one of the reasons that psychologists are so interested in speech recognition. In general, they seem to be less interested in understanding [procedural] competence than in discovering behavioral correlates of man's physiological nature.

I would like to turn the discussion toward the earlier comments on the Newell-Simon system. Those of you who are familiar with their recent book will recall that at the
end of almost 1,000 pages, they have just a few pages devoted to the topic of learning. Their basic conclusion is that they are talking about performance, and that the theory as it stands has little to say about learning. Any comments [on this]?

Feit: The basic idea of a production system is that if a thing in the world is true, or an input to a machine [satisfies a condition], then a particular action will be carried out. That's very much an S-R theory, but it has one rather nice advantage, and that is that every production in the production system is completely independent. If a condition becomes true, this action will occur. It will change the machine, and whatever other productions are playing at the time won't be affected by it. The most worrying thing about all production systems, so far, is that in order to implement this workably, the actual condition side, a statement of what causes a production to be applied, is never modeled. If you have any complexity, any depth, it's a very, very complicated thing.

The control structure is very deep in the guts of the language or the machine. An enormous amount of knowledge and an enormous amount of structure is in there, but never appears in the discussion of the program. What is enormously important is where that control structure for any kind of developing animal comes from, how it gets from being a naive animal up to being able to evaluate complex conditions. Whether or not production systems are a good model for human behavior -- for how the animal learns to do things [or] whether they are given or universal, or whether they are things which are built up from elementary operations -- it seems to me, the fundamental learning problem. It, at least, has the same status as the problem of how, once you've got these elementary functions and operations which work together, you then learn more of them.

Scandura: The problem as you have stated it is precisely the problem; that is, how is new knowledge acquired as a result of the basic units that happen to be available at some given point in time, whether [this be the time of] birth [or later on]. My own feeling is that [learning may be governed by] a surprisingly simple mechanism. [Such a mechanism] has for at least four years now provided us with a basis for dealing with a wide variety of different [kinds of behavior]. Indeed, [it is possible that this mechanism] may be innate, and that it governs the way in which available elements [rules] interact to produce both behavior and new knowledge, including making selections when two or more elements might be used, breaking problems down into subgoals, and so on. Very simply put, though there may be some slight enrichments that might be necessary, the mechanism operates as follows: When you present a subject with a problem, he tests available rules, in particular, the rules that are available in short term memory [to see if they apply]. If none of them apply, control automatically goes to a higher level goal of generating a rule which will apply, again, on the basis of the rules that are [in short term memory]. Very specific tests are performed. [The mechanism] can be mechanized and has been in a limited way. If one succeeds in deriving such a rule [which applies], control goes back down. Newly derived rules become part of the knowledge base, and [may be] used to solve the [original] problem. If [the subject does not succeed], control continues to go up [until success is achieved or memory is overloaded]. As I said, there are minor variations on this theme that allow us to deal with [such things as] rule selection and subgoal formation.

Dienes: Can I bring things down to brass tacks again. I'd like to propose a task, a rule learning situation, and I'd like to ask you a few questions about it. You have a red card and a yellow card in the window of a machine. The subject plays either a red card or a yellow card. If he plays a yellow card, the window of the machine shuts and the same color card appears again. Now, if the subject plays a red card, the window shuts, and the other card appears in the window. This is all. The thing that I cannot explain is that some subjects never learn to predict; that is, before the card appears, they have to predict which card is going to appear in the window after they've played their card on the table. Some university mathematics students after 200 trials don't succeed in learning the rule. That's an interesting fact which I'd like some comments on. Now, suppose at the end of the test, they have succeeded, success being ten consecutive correct predictions. Then, you ask a subject, "What is the rule?" Some subjects say.
"If I play a red, it changes the color; if I play a yellow, the same color comes up." Other subjects say, "If I play a card the same color as the window, yellow comes up; if the card I play is different, then red comes up." Both these explanations are, of course, correct. Other subjects enumerate all four possible cases, "Red against red gives yellow; red against yellow gives red," and so on. Other subjects say they don't know the rule, even though they've given ten correct consecutive responses. So one of my problems is, "why is such a simple thing not learned by people that have I.Q.'s maybe of about 130?"
The other problem is that people that give the higher order explanation, that is, the first explanation I gave, do the task with fewer trials and errors than those that give the second explanation. Those that give the third explanation make even more errors and take even longer. There are [also] some in-between explanations. In fact, recently, we simply counted the number of words in the explanations, correlated this with the number of errors they made, and the correlation was over .9 consistently. This is also something I'd like explained, because it's really a very high correlation. How did it happen? Also, why is one subject more effective than another?
Pask: Could I ask some questions about protocols of the people who fail to learn altogether, those who hadn't the remotest idea what the rule was? For example, was there any conclusion as to whether red and yellow were the only things?
Dienes: No.
Pask: This is no more surprising than the protocols of people in guessing experiments where there isn't a rule. In other words, the subject is often reminded that there are only two cards, but he doesn't really believe it. It's rather like work on using and getting information. People are told there's a limited universe, and they will verbalize and repeat and say, "Yes, this is so." But, as a matter of fact, when they begin to formulate hypotheses about the matter, they don't really believe it. They think there's a trick in the thing.
Dienes: We have had no evidence of this. Two cards are two cards.
Minsky: Let me say the same thing Gordon did from a much lower level. Although there are only two cards, the universe of rules which a subject conceives of as possible is uncertain. And it would be nice to ask those failing subjects what they think is in the environment. How many of you know the thesis of Julian Feldman? It's in Computers and Thought, and he attacked exactly this problem. The experiment is different. In Feldman's, it's a choice experiment. The subject is given a series of 0's and 1's and these are in fact random, but the subject is not told they are random. He is told to see if he can predict what the next one will be. Feldman makes a computer model of the situation, in which there are six hypotheses or molecules. One is "change." [One is "is this thing a repeating sequence."] What happens is that Feldman's model, when it sees a run of, say, 1's says, "Well, it's in a run of 1's." If it sees a certain number of them, it may make the hypothesis, "Well, he's going to change soon." It's all the common sense things; there are only five or six of them. But the idea is that Feldman's computer model looks back over the recent history -- it doesn't remember much about what happened a long time ago -- but it looks back, and as soon as one of these predictors fails, it remembers what little it had of the sequence and says, "Oh, he might be alternating now; he just did that one to fool me." The result is that in one sequence of 200 of these trials... Feldman's model correlated with what the subject was doing [20 times]. What Feldman's model does is, it keeps correlating its own predictions with the subject's until it has converged on a model of that subject.
Dienes: That doesn't answer my question.
Minsky: The point is that in this situation, Feldman throws in a certain collection of rules, of micro rules, from which the strategy is made. Now your student is starting in with some collection of maybe half a dozen of them. As the thing comes up and he fails, he recombines them. Apparently, in this situation he never throws away this bunch of atoms and puts in a new one, probably because he is getting some sort of partial reward and thinks he's on the right track. He thinks he's got the right rule... So he tries it
The only way to find out is to ask him [what he is doing]. If you had taken protocols of the same guy after each try, [you might] get him to say a little bit about what he did. It seems to me that it's worthless in the present state of the world to run experiments like this, in cognitive psychology, without finding out what the people think they're doing.

Scandura: There are a couple of comments that occurred to me while all of you were talking. One relates to something that Mary Levine told me about 12 years ago. It has to do with the following very simple observation: You have two cards, one with A on it and [the other with] B. You hold up one at a time and you ask subjects to predict the next card. The rule is, [they] alternate; first an A then B, A, B, and so on. If [however] you confuse the subject by using a random basis for selecting the first 3 to 5 cards, the subjects may go on for literally hundreds of trials, and never catch on the A and then B rule, simply because in the beginning, he began to look for something rather esoteric. He's already ignored the simple possibilities....

Dienes: Everything was completely regular, though.

Scandura: I understand. But, if, on the other hand, the subject is unsure, and in the beginning he remembers one card [incorrectly], it would have precisely the same effect on his behavior. Insofar as he was concerned, he remembered something that was different from the rule you had in mind.

Dienes: But he has been told [that] this experiment will work like a machine, and it never makes a mistake.

Scandura: That's precisely what Levine did.

Dienes: The subject would say, "I have forgotten," not, "the machine went wrong."

Scandura: But, the point I'm making is that this is precisely why the Levine experiment worked; the subject was not expecting to be fooled up; the memory [was] faulty [but the subject may not know it]. The other point I would want to make is: If there are differences in processing capacity, [with] one person, say, being able to retain six things at one time, and another, eight at one time, is there a possibility that individuals who can retain more different things are more apt to learn, for example, the three case rules rather than the two rules -- simply because their processing capacity is such as to make that a more feasible learning strategy?

Task: It is very difficult, because you choose a miniscule situation and because you, for whatever reasons, [didn't] interrogate the subject or engage [him] in discourse during the experiment to say exactly what is happening. Although the experiment is simple enough, it would be very difficult to "winkle" out the effects of fixity and the effects of style. With the people who have learned the three different rules, you are getting a manifestation of the effects of style in learning....

Banerji: I think an interpretation is possible. I haven't worked it all out. The point is this. If you look at the basic statement, "This changes when this happens," and write the student's verbalization of the rule as an "and" or "or" statement. Now, if [there is] an "or" [in it, then] my student is saying that his experimental observation can either be in this cell or in that cell. Then he needs a certain number of objects in each cell before he is sure that he is right. If the statement is done in such a language that there is only one cell, then every experiment is tested to see whether it's in the same cell or not. It gives him a much faster way of getting a significant sample. It's much easier to believe a statement which always happens and is a short statement than to believe in a statement which often happens and is a very long statement.

Minsky: It's a matter of style, of whether you conceive of putting it that way.

Banerji: I agree, but Dienes seems to indicate that irrespective of what the person's style is, this seems to happen. This may be false.

Minsky: No. He's saying there are several populations.
Dienes: What we've found is that people who have effective explanations also have a very
tffective strategy, in playing the same card several times to see what was happening,
whereas the others played a lot of different cards and, of course, got immediate inter-
tence with their learning.

Minsky: If you put these three ideas together, then these people who do very well might
be somewhat bad on statistical problems where you do have to collect a lot of evidence.
There are the other people, like in a "Bruner" style experiment, who pick on one hypo-
tesis at a time and throw it away if it fails. They might be worse at one where you
have to fill four cells.

Hermanji: Marvin, what a hypothesis is depends on what your basic predicates are, and that's
why it's not clear.

Minsky: Yes. And on the question of whether you entertain several hypotheses at once.
I don't know if any psychologists believe anyone does that anymore.

Pask: Yes, I do.

Kopstein: I haven't heard anyone ponder [the following] issue. With respect to the kind
of problems Dr. Dienes has described, there are a couple of objects, the card the student
has, the card that is displayed to him, and each is capable of being in one of two states
one could ask very simply what relates the states of these two objects. One would ask
further, what sort of algorithm is appropriate, or what set of algorithms is appropriate
to the determination of what relates these two states? I could then ask, in what sense
does the student traverse these algorithms and at what point does each student, or each
of students, if there are patterns in which they behave, diverge from it, and in
what sense? This may be a clue as to what's going on. For instance, you might find loop-
in the algorithm. You might find a student that automatically always goes around and
around in the loop and, therefore, he'll never reach a sensible solution. This is really
what you're trying to determine; that is, [you are trying to] diagnose, if you will, what
is going on. This doesn't answer the question, necessarily, in a satisfying way as to
why it's going on, but it's at least a step in that direction.

Pask: In an effort to get at similar sorts of things, we recently devised a test, called
the Cartoons Test, a device for seeing how people come to grips with a problem. The task
is an old one in psychological history, the spy network problem, where information is
presented in the form of lists of ordered pairs, for example A-B, b-C, C-D, A-C, A-D,
which purport to represent the connections between spies in a spy network. A, B, and so
on are spies. The arrows indicate A can communicate with B or B with C, etc. Now, a
finding in the past literature is that people who can successfully do a test of this
sort, in fact, are able to draw directed graphs and are able to memorize some sort of
cognitive representation. The test we used consisted of a series of five graphs which
were related in a cartoon, that is, an ordered set of graphs with a relation imposed on
them. It represents the spy network in the years of 1880, 1885, 1890, 1895, and 1900.
There's a predicate on the graph called "countries" which divides the spies into belong-
ing to different countries. (I have a series of 5 graphs. As a matter of fact, the
cartoon is periodic; eventually going one further stage, comes back to the original.) In
all cases, the information is presented by saying, "Here is the typical sequences of
messages among spies," presented mechanically, or else...in the form of lists. [These,
then] have to be fabricated into nets [and] the nets...combined into a cartoon. The
relations concern [such questions as] at the end: What about the political history of
these countries? What major disruptions occurred to the spy network? And after that,
of course, [the subjects must] recall the actual network.

Now, you get two rather grand manifestations of behavior with all sorts of messy
cases in between. One sort of person says, all right, I've got a global view of a
regular periodic function, I can predict that the spy network went through a disruption
point, and will go through another later. From this, they begin to infer what the
countries were and what the predicates were. From those, they begin to infer a graph,
and from the graph, they reconstruct the list; they can read the list off the graph. On
the other hand, you get people who attempt to do something like listing pairs. They wil
try to recall the list and build the whole thing out, and make an inference from that. These two types are distinct enough. And the chap who does the building up in this manner, rather than remembering local graphs, of course, nearly always fails, because he gets in a mess.

These types are manifest in an environment rich enough to see what is going on. The point is the messy case. If you did it in a conversational way, in sort of a dialogue way, so that actually you do it with the subject, then you don't get messy results at all; you get very clearcut results. People do fall into definite categories if this is done in experiments or you engage in dialogue. You can ask what the nature of the things that were learned are and what the hypotheses were, and so on.

The point I'm trying to make is twofold, therefore. First of all, you get the same manifestation of the one [pertaining to Dienes' Experiment?] you observed in miniscule, where it is very difficult to see what is going on. Secondly, unless you do a continual protocol, it's extraordinarily difficult to get a clearcut result because people get into all sorts of aberrations which are irrelevant to the main target of the whole exercise. [We want] to ascertain how they do store these pieces, and how they recall them, and what sort of strategy they use, whether they use a global function -- recalling strategy, or whether they recall mini-functions and then put them together.

Landauer: I think I want to make a methodological remark that has to do with believing subjects' protocol. It is conceivable that the whole thing works the other way around. For example, in this yellow and red card problem, you have some subjects who are lucky in getting the right sequence of events; they put the right card down with the right one and made the right prediction; and by being lucky, they have simplified what they have to remember about the history. That simple history makes it easier for them to infer the rule. So the rule isn't telling you how they perform the task; it's telling you something about their inference based on their own behavior. The point is that there are some chance events involved in what the subject gets in the way of the history. I am suggesting that [with] some of those histories it may be easier to discern the pattern than with others. Your subjects who do very well, and give you what you call the best rule, may be simply those who are lucky to have a nice, patterned run in which it was visible. They may not be special people; they might be just lucky.

Minsky: It may be that some people are consistently lucky.

Landauer: I am making a methodological remark that you have to do something to demonstrate that to Dr. Dienes. The methodological remark that I make to you has to do with a lot of procedures that are used in simulation theories which are, to a psychologist's point of view, extraordinarily naive, in believing that the subject knows what is going on in his head.

Minsky: But that's exactly the reason why protocols are good, not bad. Because you can ask him on the second guess what he is doing. He might say 'I'm going to guess a bunch of yellows for a while.' That kills the randomness and exposes the structure.

Landauer: But you see, you're willing to believe that when the subject says 'This is my strategy,' that is in fact his strategy. I think that's naive.

Minsky: I don't believe in absolutes, but that's better than nothing.

Landauer: Do you want me to believe that you're just lucky that the words you're saying make sentences, or did you have a plan? I'm not quite sure.

Minsky: You don't mistrust everything that people say. Why do you mistrust them in these cases?

Landauer: I distrust everything that people say. I particularly distrust someone when they're asked to tell me what the machinery in their head is doing. At the very least, the monitor that is allowing them to do that ought to be part of the theory. It's a remarkable performance for a machine to be able to know what it's doing at all times with absolute accuracy. When, in fact, I've done experiments of this kind, guessing experiments, and asked people to tell me their strategy after each move, I've discovered quite
often that they tell me: strategy that simply couldn't be true. They say, "I have been alternating; every time there's a red, I say black." I look back at their record and on the last trial they didn't do that. I believe from this that what they're telling me, when I ask them what their strategy is, is their description of what they think they're doing, not the rule that they are in fact using.

Pask: Whereas I totally agree with your comment, I think it's only fair to remark that you can believe a decent sort of protocol only if it's confirmed, that is, if there's some correspondence between what the subject does and what he says he's doing. That, after all, is the whole point of the dialogue method, otherwise, you wouldn't need the dialogue. You would simply have a tape recorder and ask him when the light comes on what he thinks he's doing. The whole point about the method of paired experiments is that you have a chance to confirm the stated hypothesis, whether there is evidence for execution of the stated predicate or whatever. Secondly, I think it is necessary to [us] a rather complex situation because often it is extraordinarily difficult in a card test experiment to formulate what you are doing. I don't know about card guessing; I do know about code learning, and it is extraordinarily difficult to give a coherent account. Whereas, in a thing like the cartoon, I can say I'm thinking something about a structure which I can verbalize about very easily. A spy network -- it's got some guts to it. Furthermore, [in the experiment, the subject knows (but I don't know if he believes)] that he is required to ultimately learn both kinds of rules, both, if you [re: Scandura] like the higher order rule and the lower order rule, and that he's going to be questioned on both of them. This, I think he knows in the sense that he's told at the outset. But, in a classroom situation, I'm not very convinced that he believes it, because the [current] bias in education is very much toward asking him to output the lower order rules. He can use the higher order rules if he likes, but he better keep them concealed because they don't have any examination credit. This in fact is a very realistic comment; it's not b any means a stupid one. At any rate, Great Britain has a built-in bias to this effect. So it's necessary also, I think, to have the possibility exhibited during dialogue that either sort of cognitive mechanism [higher or lower order rule] or both of them can be manifest and tested and be subject to interrogation. Under these circumstances, I believe protocols can be reliable.

Pask: Whereas I totally agree with your comment, I think it's only fair to remark that you can believe a decent sort of protocol only if it's confirmed, that is, if there's some correspondence between what the subject does and what he says he's doing. That, after all, is the whole point of the dialogue method, otherwise, you wouldn't need the dialogue. You would simply have a tape recorder and ask him when the light comes on what he thinks he's doing. The whole point about the method of paired experiments is that you have a chance to confirm the stated hypothesis, whether there is evidence for execution of the stated predicate or whatever. Secondly, I think it is necessary to [us] a rather complex situation because often it is extraordinarily difficult in a card test experiment to formulate what you are doing. I don't know about card guessing; I do know about code learning, and it is extraordinarily difficult to give a coherent account. Whereas, in a thing like the cartoon, I can say I'm thinking something about a structure which I can verbalize about very easily. A spy network -- it's got some guts to it. Furthermore, [in the experiment, the subject knows (but I don't know if he believes)] that he is required to ultimately learn both kinds of rules, both, if you [re: Scandura] like the higher order rule and the lower order rule, and that he's going to be questioned on both of them. This, I think he knows in the sense that he's told at the outset. But, in a classroom situation, I'm not very convinced that he believes it, because the [current] bias in education is very much toward asking him to output the lower order rules. He can use the higher order rules if he likes, but he better keep them concealed because they don't have any examination credit. This in fact is a very realistic comment; it's not b any means a stupid one. At any rate, Great Britain has a built-in bias to this effect. So it's necessary also, I think, to have the possibility exhibited during dialogue that either sort of cognitive mechanism [higher or lower order rule] or both of them can be manifest and tested and be subject to interrogation. Under these circumstances, I believe protocols can be reliable.

Scandura: I wonder if it might be appropriate to turn the discussion to a more general consideration of the problem. As Tom and several others were talking, I had the impression that it might be useful to [be more precise] about what is assumed to be random. It's not necessarily the case that thought processes are random, and certainly in [Dien] type of task, I would agree with Marvin and others that it probably is not random. On the other hand, Tom may be right, from the standpoint of the type of experiment run, the what is random is the order in which the instances are presented. Suppose you [present subject with the number 1], and you tell him that he is supposed to generate the appropriate output. If you wish, you can tell him even more, for example, that [the output] involves the operation of addition, subtraction, multiplication, or division. Now, you have constrained the problem quite a bit for him already. On the first problem before I see the output, he can come up with a number of possible answers, depending on whether he thinks [the correct operation is] addition, subtraction, etc. After he is given the correct response, 3, however, his effective goal becomes quite different. It's not just a question of generating a response [to the new input, but rather of finding an operatic which is consistent with the first instance, 1=3, as well.] [In general] the order of instances presented will affect how the subject's effective goal changes over trials.

My own view is that the process of rule discovery can be interpreted in terms of higher order rules. Suppose, for example, that the subject must see 1=3, 2=6, and 3=9 before he can finally predict the correct response [12] to the input 4. In this case, higher order rule that works looks at the pair 2=6, say, divides the 2 into 6, giving 3 and compares this [3] with the output of 1=3. Since they match, the desired rule is "multiply by 3." In this case, the three instances correspond to [degenerate] lower order rules. The control mechanism works as before. I suspect this may not be inconsistent with what several of you are saying about thought processes not necessarily
Monday Discussion

Dienes: Let's take the famous multiplication tables. [I don't know any psychology] that would give me any kind of a suggestion as to how to predict, over the average run of children in the world, if it would be more effective to teach the tables only up to 3 or 5, or up to 8, or up to 10, or up to 15, or even up to 20, in order to carry out compound multiplication as the final task. [What is] involved, say, in memorizing things when you have to absolutely know for certain, certain facts, and work out the rest what is the proportion of what to what?

Scandura: My immediate reaction is that that's going to have a large number of different answers depending on exactly what you're trying to accomplish.

Minsky: Suppose you were a Martian and you came and saw people asking about this problem. Then, I think a very clear question would come to mind; namely, let's assume that we know that 9 x 5 is 5 x 9. If you take that [commutively], then the 10 by 10 multiplication table has 55 entries. It appears that human children take the order of 100 hours to learn these pairs [so they can respond] fairly quickly. And the question the Martian would ask is "What on earth is going on here?" There's something wrong with this whole system because these children learn more than 55 things a day, [having] all sorts of characteristics. In fact, the first thing he would think of is "Is there a plot to make this difficult?" Quite seriously, there's something wrong. My theory is, [it takes] too much effort to make kids understand the meaning of 6 x 3 is 18. It's a very shallow fact, and so kids have to invent fantasies for each of these, which very, very badly interfere with their performance. But I'd like to hear the other theories of why it takes 100 hours to learn 55 facts, a result unprecedented in experimental psychology. There is no experiment known in which learning is that difficult.

Landauer: One [important] point is that those facts are being learned at a very high criterion compared to other facts. You're supposed to be able to do them real fast; you're supposed to be able to say 45 to the problem 9 x 5 faster than you can say your own name.

Minsky: It's only a few percent faster, if at all, and there's no need for it to be that fast. You're saying that it takes a long time to overlearn it, but you're wrong. Lots of people don't know that 7 x 6 is 42 at all, without figuring it out at the end of 50 hours, [even] at the end of 60 hours. It's not that you are getting slow responses. In other words, the overlearning is a problem but people don't seem to know the things for a long time. One of my graduate students thought 7 x 6 was 43, and I had to prove that it couldn't possibly be an odd number.

Landauer: You're familiar with a classical explanation of why that's so hard? It's the most interfering set of things that you could hope to try to learn. Generally, if you have things in which the stimuli and responses are all very much alike, it makes them very hard to learn. [This is the type of case that is] the hardest thing there is to learn, in addition to which you have to learn the addition tables and subtraction tables using the same pairs, which creates even more confusion.

Minsky: Can I tell [a funny] anecdote, even though it's out of turn. A friend of mine had a son who was having a lot of trouble with the multiplication tables. I interviewed him (This was introspection so it doesn't count), and said, "Michael, what's the trouble?" He said, "Well, I hate it." So I went on for a while and he said, "What's the use, after I learn this one, there will just be another table, and another table." Nobody had ever told him that there were only two tables and his picture was that mathematics was hopeless because each year there would surely be another one.

Fox: Could I just raise a question? It seems to me that there are lots of reasons why the acquisition of information is hard. The problem is how you use that information. The problem is also giving them structure.
Minsky: Well, why can't they acquire this then. You're missing the point.

Fox: I'm suggesting they do acquire it.

Minsky: I'm suggesting they don't. They don't know the products. Of course, there's a problem in doing n-place multiplications. The [basic] phenomenon is that they don't know 7 × 6 is 42. The phenomenon is not that they can't use it when they've got it.

Fox: But I'm still concerned that the learner has enormous problems in understanding. And this seems to me related to the question of how you traverse this knowledge structure.

Minsky: Well, I'd like to ask Dr. Dienes that, if students know the tables, do they have major problems in doing other multiplications as well? Out of the 1,000 hours spent on arithmetic, how much is spent learning to do the two or three place multiplication algorithm after they know the tables?

Dienes: I think it's intuitively reasonably obvious, although correct me if I'm wrong. To learn multiple digit multiplication, and the rules about which way to do it, where to put the zeros, and shift the digits to the right or to the left, etc., there are many things [that may] be confused which are different but very similar. So if you don't know what you're doing, if you don't know that when you multiply 10 by 10, that the next digit goes in the hundreds place, then you might easily put it somewhere else. We find that in our project at Sherbrooke, for example, that [our experimental] children will score well under the norm in the first two or three years, but then they catch up by about fourth grade. By about sixth grade, we'll certainly beat everybody in the province in problem solving and actual techniques of multiple digit multiplication. We haven't done any kind of controlled experiments on this but we do have the actual results in provincial tests. For example, in the Quebec province, we almost invariably get the top provincial grades in our school, yet we only spend half an hour or an hour a week on actual arithmetic. In the other schools, they spend most of the time on it, and they don't do as well. So there must be something in the organizing that we give them that enables them to do these things. I think the answer to your question is that if you do know what it is that you're doing in the sense that you have a reason in your mind, then you'll make less mistakes.

Scandura: I wanted to comment on the question you [re: Minsky] raised. Could I perhaps very briefly outline what I think may be going on here. In talking about learning the tables, I'll be talking about addition, but it could just as easily be multiplication. Take something like 3 + 2, [where] the output is 5. You can teach the child a general algorithm for doing this. Indeed, when we talk about teaching them the "meaning," we are in fact teaching them an algorithm. In particular, if you think of addends in terms of sets that you put together, there are basically three things [sub-operations]: giving a set interpretation to a numeral; once you've done that, forming the union of those sets; and, finally, attaching a numeral to the set union. You can formalize this as an algorithm, of course, and it will work with any pair of numbers, whether big ones or small ones, but it's not feasible except for very small numbers. So we teach something like that [algorithm for numbers] up to maybe 9 + 9.

[In adding larger numbers], it's not just a question of learning that [set union] algorithm. If you analyze, for example, the load on memory in using this [set union algorithm] with a problem like, 457 + 398 [in column addition form at the blackboard], it's quite high. It's higher than one would want to put up with in actually adding. So, what one does is present the basic facts [e.g., 3 + 2] over and over; the idea is that sooner or later, hopefully sooner, the child will learn to drop out some of the irrelevant steps in the [set union] algorithm, and ultimately end up with a direct connection, or degenerate rule, or association between the addends and the sum. Once he has got those [facts], we can go about teaching him how to solve the [column addition] tasks.

A final remark that I would make on this is that we have run training experiments where we have ignored the meaning of the algorithm. We have had subjects who came in knowing the facts, and taught them to do things like add or subtract with arbitrary numbers without their even knowing what they were doing. This was literally true of first graders. They didn't know what they were doing, [but] if they came in knowing th
facts; [and we could teach them to] do column addition [with arbitrary numbers] in about 10-12 hours of time. Subtraction took about half as long. It was a game; they didn't know what they were doing or why they were doing it. [But, they could do it.] The moral, I suppose, is that given any task, it is sufficient to teach an algorithm that works. That algorithm, of course, may not cover all that you're interested in.

Edward Haupt: I'd like to go back a little to what Tom Landauer said. In the case of learning the multiplication tables, even much more [so than] the addition tables, it's a consummate case of cognitive interference.

Minsky: No. Addition is more interfering because the numbers are the same.

Haupt: Well, the algorithm for learning multiplication involves addition, and the substitute method which kids usually use for constructing [multiplication tables] often involves addition. The one thing that teachers do that I think makes a large amount of difference in the difficulty of learning the addition table or multiplication table is that they will take something which they call the "four facts" or the "five facts" or the "ones," and they will give the kid this whole raft of things. If you work out an oral drill, so that a child just has to learn one new fact, practice it a couple times, and alternate it with things that he has already learned, then you have a system that will get somewhat faster learning. I have some data on kids who are relatively poor at memorizing, who get better retention [by this method]. I know an even better way to get good retention, and that is to use the operant procedure called fading, but that's not typical of what people do in a classroom. [In effect, if you simplify the] interference problem by giving them one new fact at a time, they can perform algorithms rapidly. If you [use] a slower kind of algorithm, set union for addition, repeated counting for multiplication...then, when a child can figure out all the [sums], you really don't need to teach him anything more. It might well be that the child has learned what multiplication means in general. Once he has satisfied that criterion you could go to training him on the [fact] drill procedure so that he will have the speed necessary for [doing the usual] algorithms. [Drilling is needed] to cut down on the number of steps that are involved.

Scandura: That's precisely the reason. If you ask him to do addition by going through the set union addition procedure, plus the [usual addition] algorithm, the load on memory becomes astronomical and the number of mistakes will increase.

Landauer: I'd like to state a general and very extreme view on the matter we're discussing. I'll rephrase it just slightly as a distinction between memory and computational logic, rather than between memory and organization. I think there is very good reason to believe that what the human is good at is the storage of vast amounts of elementary pieces of data. As John [Fox] noted a minute ago, a person can look at thousands of pictures in a small space of time and then recognize each one of them afterwards. The average human knows a quarter of a million different words, etc. On the other hand, when you ask someone to do a simple computation, like multiplying two 2-digit numbers, it's beyond his capability usually. A human can only keep one or two things in mind at the same time. The human is a crappy calculator. He's got an unbelievably fantastic core storage system and an unbelievably bad CPU. Now, it's my view that if we go about devoting a lot of education to trying to make good logical calculators out of people instead of spending the time loading up their billions of memory store registers with good things that they could use for the rest [of their lives], that we are in fact fighting nature, and doing children a grave disservice. What we should do is to teach them a lot of little tiny facts and save our creative energies with regard to computational logic for inventing machines to do that for people.

Scandura: Just because people have a small processing capacity and a large core storage, it doesn't follow that we should [just] load up that store with little pieces of data. The most important bits of knowledge may consist of higher order rules or strategies. This is what we need to create good machines. Are these the "good things"?
Minsky: Most of what people know is what the facts are for, and for each of the 250,000 words (I don't really think there are that many); you probably learn 100 or more bits of procedure for when to use them and how. I think you're just plain wrong. Well, you're right that there's a lot of memory but it's not in the form of facts. Every fact has to be accompanied by a lot more information about how to use it.

Dienes: Just to contradict, may I show you how the Sherbrooke children do their arith-
tmetic. To save someone from having to retain all these little facts, which are interfering with each other all the time, I do [some] thing like this. They have a matrix, the rows of which go up by doubling, successive doubling. (By the way, that's something else I'd like to know; why is it that children find doubling so easy?) They can go as far as they want to on this matrix; then in the columns you have trebling, which is a lot harder to learn. You don't learn each doubling or trebling separately, but how to do them. So you have doubling going on [in rows] and trebling going on [in columns]. They don't necessarily write this down. They have some kind of a mental picture of this. No, along [the row], they not only have multiplication by two but they also have it by four, by eight, etc., but structurally joined together. Now, they know, sort of in their bone, the associative principle. That is, you multiply something by two and then multiply that by two, you have in fact multiplied it by four. They know these kinds of things. The same with the 3 and the same with the 6. In other words, to get 6's they can double and then treble.

My problem is the following. Obviously you're taking a certain amount of time up while you're working these things out. Kids in other schools have learned them all by heart but they still don't get as good results as we do. We learn them this way and the children work them out, but they work them out extremely rapidly. Now, what is the balance between this type of organizing [and memorizing]?

Minsky: The fact that you use the word "treble," which is not in my vocabulary, reduces interference by a good factor. It might be that if you had ten other words for the numbers, you'd sidestep most of that problem.

Dienes: Well, possibly. But they do realize it's three times.

Minsky: But it doesn't interfere with memory so quickly.

Dienes: Yes, possibly. You may have something there.

Minsky: Numbers don't have synonyms, whereas many other words do.

Dienes: Now, children seem to be able to have hold of this and have pictured this kind of numerical table, or image, which they hold in their mind's eye, much better than ten rather disconnected and structurally unrelated multiplication tables.

Fisk: I quite agree. In response to Dr. Landauer, if you had said that the human brain processor was extremely good, so that it retains a lot of little procedures, which it is capable of executing, and these procedures are instincts and a perceptual act is predication [i.e., looking at these pictures and finding what in the world the appropriate features are and likewise making a linguistic statement], with propositions encoded in the form of procedures, (Even in your mode, I assume that they get learned, instead of simply stored because, after all, they're all lists somewhere which are going to be interpreted, by expanding a balloon or something) -- if you had said that, well, then, I'd agree with you. That, of course, is compatible with pattern recognition, that is, essentially a pattern which stands for a procedure. And it doesn't stand for one procedure, it's called a pattern because it stands for a whole lot of little procedures. Now, if I had said that, I'd agree with you. As it is, however, I don't agree with you at all. Mean, the storage of large amounts of data I don't think is a crucial point actually, think the crucial points are the predication problem, and the fact that you are storing those procedures.

Fox: Can I try and join them together? There are, of course, a lot of issues but it seems certainly true that people can store an enormous amount of information. And it's also true that people can operate on that information. And there's very good reason to
believe that the way they operate is to look at two of those bits and try to construct a
relation. Now, the processes of short term memory, or whatever, seem to be that every
piece of information has exactly the kind of structure that would make that kind of [con-
struction] possible. If all that were true, the educational implications are (this is the
line) that technology should be trying to phrase knowledge structures in terms that
are clearly utilizable given the cognitive facilities of the average person, maybe in
some sort of relational triple. Until you have gotten there, you are stuck with remember-
ing. You can only give people facts until you understand the problems. When you under-
stand the problems and can cast them in ways people can act on, they can attend to small
parts of them and not overload. In other words, you give them one thing at a time because
they take one new thing and attach it to an old thing. You've [then] got a single symbol
that you can expand later if you need to. You have extended your knowledge.

Mr. Durand: I suspect that many of you have a lot more you would like to say,
but I am afraid that time is about up for now. See you after lunch.
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