This monograph examines methods by which faculty workload studies can be performed. It includes definitions and discussion of activities used in workload assessment, such as instructional time, institutional and public service, personal activities and research, scholarship and creative endeavors. The conclusion indicates that there is a paucity of empirical data about faculty workloads and too much acceptance of commonplace assumptions that do not stand up to critical examination. Faculty workload formulas will vary from institution to institution, and the individual institution should develop its own faculty workload questionnaires. (MJM)
Faculty Workload: Facts, Myths and Commentary

Harold E. Yuker

ERIC/Higher Education Research Report No. 6
1974
Acknowledgement

I wish to thank Gary Arnow for assistance in assembling materials for this review and for help in preparing the manuscript for publication.

*This publication was prepared pursuant to a contract with the National Institute of Education, U. S. Department of Health, Education and Welfare. Contractors undertaking such projects under government sponsorship are encouraged to express freely their judgment in professional and technical matters. Prior to publication, the manuscript was submitted to the American Association for Higher Education for critical review and determination of professional competence. This publication has met such standards. Points of view or opinions do not, however, necessarily represent official views or opinions of either the American Association for Higher Education or the National Institute of Education.*
Foreword

As the cover art for this research report suggests, faculty workload can be as difficult to define and measure as the intellectual process itself. Even the adequacy of such measurable aspects of faculty workload as time and number of students is debatable since quantity is often gained at the expense of quality and breadth at the expense of depth.

This monograph examines methods by which faculty workload studies can be performed. It includes definitions and discussion of activities used in workload assessment, such as instructional time, institutional and public service, personal activities, and research, scholarship and creative endeavors. The author concludes that there is a paucity of empirical data about faculty workloads and too much acceptance of commonplace assumptions that do not stand up to critical examination. He believes faculty workload formulas will vary from institution to institution, and that individual institutions should develop their own faculty workload questionnaires. In this way, a basis for adequate empirical data about faculty workload can be developed. The author, Harold E. Yuker, is Director of The Center for the Study of Higher Education, Hofstra University, Hempstead, New York.
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Overview

Studies of faculty workload have been conducted for over 50 years. Data obtained in these studies have been used to measure academic efficiency and to determine academic policies. Yet questions and problems have persisted despite the large number of such studies. One of the most basic questions centers around the definition of faculty workload. At one extreme workload can be defined in terms of the number of credit hours taught. At the other extreme it can be defined in terms of the number of hours per week devoted to all academic activities, including some that seem unrelated to university or classroom activities. Rather than attempt a broad definition, workload is discussed here in terms of the general activity categories that can be included as part of individual faculty workload.

Measures of faculty workload can be obtained from institutional data, such as credit hours, contact hours, semester credit hours per fulltime equivalent faculty member, or student-faculty ratios. Alternatively, faculty workload measures may be obtained from faculty reports. Although there are problems attendant to the use of faculty reports, this data tends to be superior to that obtained from institutional records.

While the specific types of activities discussed differ from one study to another, some categories appear frequently. Instructional time may be defined as including time spent in class, preparation time, and evaluation time. Time spent interacting with students includes all aspects of such interaction, both academic and nonacademic. Research, scholarship, and creative activity is used to encompass all of the intellectual and scholarly activities engaged in by faculty members that result in a specific scholarly output such as a book, article, report, painting, or musical composition. Professional development refers to activities related to individual learning such as reading or attending professional meetings. Institutional service is a broad category including attending meetings, participating in student service activities or other organized activities, and performing general administrative functions. Public service activities include consulting, holding office in professional organizations, editing professional journals, or giving speeches to groups outside the university. Finally, the category of personal activities, while usually not included in studies of faculty workload, should be included to indicate the amount of
time devoted to nonprofessional activities while the faculty member is on campus.

Before conducting a study of faculty workload one should prepare a precise statement of the purposes of the study and the uses to be made of the data obtained. Then one must decide on the population and sample to be studied, the time period to be covered by the study, and when the data will be collected. A specific method of data collection must be decided upon and the instruments used must be developed. Questionnaires appear to be the method of choice, and manuals developed at the National Center for Higher Education Management Systems (e.g., Manning and Romney 1973) describe a standardized system for obtaining faculty workload data. Finally, it is necessary to obtain the cooperation of the faculty and to ensure that the data will be both reliable and valid.

The literature contains many discussions of factors that are presumed to influence faculty workloads. Unfortunately, there is often a lack of correspondence between the claims that are made and the conclusions indicated by data. Thus, while class size is often claimed to be an important influence, this is not justified by the data. Its influence on workload varies from course to course and teacher to teacher. The same is true for course level. Limited data indicate that the mode of presentation, e.g., lecture, discussion, laboratory, is an important influence, although this is seldom reflected in practice. Data also indicate that the specific subject matter taught is often an important influence on teaching load, but this too is seldom reflected in institutional policies. New preparations require more time than do courses previously taught; however, the data with respect to the number of different preparations is equivocal. Although many formulas for the calculation of faculty workload have been developed, they should be approached with caution, since they frequently are based on unproven assumptions, and they ignore individual difference among faculty and subject matter.

Convergences in the data from many studies lead to the conclusion that faculty members claim that they work an average of 55 hours per week if a broad definition of workload is used. There are, however, large individual differences as well as differences among disciplines, ranks, and institutions. While this finding of a long work week is sometimes greeted with skepticism, and convergences in the data are impressive.

There are differences in the way that faculty work time is distributed, as well as differences in the total amount of time worked.
Estimates of the percent of time devoted to instruction range from about 40 percent to about 70 percent. The percent of time devoted to instruction has been shown to be related to the institution, the discipline, and the faculty member's rank. The same thing is true with respect to the percent of time devoted to research and scholarship. The studies reviewed fail to indicate a consistent relationship between the amount of time devoted to instruction and the amount of time devoted to research. Finally, the important role of individual differences was stressed.

The number of articles devoted to faculty workload indicate continuing interest in the topic. Unfortunately, however, there is still too little data and too many theoretical discussions based on myths rather than data. The attempt to develop a comprehensive standardized system by the National Center for Higher Education Management Systems is an important step toward the provision of meaningful and accurate data. Once sufficient data is obtained, we should move in the direction of individualized faculty contracts in which workload is based on matching the interests and strengths of faculty members with the needs of the university. This should both increase productivity and make faculty evaluation more meaningful.
The Concept of Faculty Workload

Until the last decade or two educational administration has been notably laggard in attacking its problems by methods approximating the scientific. Tradition, sentiment, rules of thumb, temporizing, compromise—these have been, and unfortunately, still are, the dominant methods in this important field of human enterprise. One of the largest of the problems in the administration of educational institutions is that of the proper method of determination of the working load of the members of the instructional staff (Koos 1919, p. 5).

Although the quotation cited above is over 50 years old, it might have been made yesterday. Despite the studies conducted over the intervening years, there seems to have been little forward movement if forward movement is defined as the adoption of standardized “scientific” methods for the determination of faculty workloads. This can be illustrated by the following quotation from the New York Times of September 21, 1973.

The Citizens Budget Commission, a nonpartisan civic group, said yesterday that the City University of New York could save from $26 million to $34 million a year by increasing the faculty workload without diminishing the quality of education.

These two quotations amply document the interest in faculty workload throughout the present century. A brief literature review clearly illustrates this.

Historical Overview

The first study of faculty workload of major significance was published in 1919 by Koos. The six-page monograph published by the Bureau of Education of the United States Department of the Interior was an excellent pioneering study. Koos set out to obtain answers to questions regarding the influence of various factors on teaching loads. His study was so well done that many of his findings have been confirmed repeatedly. Some of his findings have not yet been confirmed because researchers have not shared the breadth of his interests. Despite our presumed growth in methodological sophistication, Koos’ study remains a landmark.

From 1920 through the 1930s quite a few studies were conducted. The most important are probably those by Davis (1924), Kelly (1926), and Ayer (1929). An important chapter on this topic appeared in a book by Reeves and Russell (1929), which reported the results of
studies at the University of Chicago. During the 1940's and 1950's there were several studies of varying importance each year. The Encyclopedia of Educational Research carried review articles on faculty workload in 1911, 1950, and 1960 (Douglass and Gruhn 1911; Douglass and Romine 1950; and Lambert and Iwamoto 1960). Unfortunately, these reviews are limited because they focus largely on elementary and secondary education. In addition, the updating appears to be minimal and each review covers many of the same references. The most recent edition of the encyclopedia does not have an article on this topic.

In 1959 an important article was published by Ritchey in which he described a time sampling technique for measuring faculty workload. Also in that year there was a 2-day conference on this topic held at Purdue University. The papers presented at that conference were published in a monograph edited by Bunnell (1960), which contains many excellent papers including a literature review by Stickler (1960). In 1961 Stecklein published a classic monograph dealing with methods for measuring faculty workload.

From the late 1950's to the present there have been an increasing number of reports by individual institutions or by state university systems. The year 1971 saw the publication of important reports by Lorents and by Romney. The Lorents report contains a comprehensive literature review and bibliography, and describes the results of an extensive study using a time sampling technique. The publication by Romney also contains an extensive bibliography and a literature review and describes the work being done by a Faculty Activity Analysis Task Force under the auspices of the National Center for Higher Education Management Systems (NCHEMS) at the Western Interstate Commission for Higher Education (WICHE). The manual by Romney is the first of three designed to completely describe the faculty activity analysis approach (Romney 1971; Manning and Romney 1973; Manning 1974).

Uses of Workload Data

Many of the studies listed in the bibliography contain a discussion of either the purposes of studying faculty workload, the uses to which faculty workload data can be put, or both. Some of the discussions are fairly extensive (Blee 1960; Doi 1961; Stecklein 1961; Henle 1967; Hauck 1969; Hill 1969; Lorents 1971; and Romney 1971). Although one or two of the authors reviewed purposes listed by previous authors, most developed their own list of purposes. Each list thus tends
to be an individual product. There is some overlap, but since most of the lists used different language, and did not use operational definitions, it is hard to determine the extent of the overlap. Combining the purposes listed by the several authors, a list of approximately 25 seemingly different items was compiled. There undoubtedly was some convergence among the items, but it was not immediately apparent.

Listing the purposes for studying faculty workloads is generally not helpful. On the other hand, a discussion of questions that can be answered in a faculty workload study would be more useful. Also, lists of questions tend to be more specifically useful than philosophical discussions of purposes. Perusal of a comprehensive list of the questions that can be answered by studies of this type could help one decide whether or not a workload study should be performed. One relatively comprehensive list was presented by Stecklein (1961). His list includes:

1. What is the total full-time equivalent staff devoted to instruction, research, administration, student counseling, and public and professional services?

2. What is the relationship between type of instruction and the time spent on various phases of instruction as well as the total time devoted to instruction?

3. What is the average percentage of time spent by faculty members at each rank on the various levels of instruction and the various types of instruction?

4. What proportion of time do faculty members at each rank devote to instruction, research, administrative duties, student services, public services?

5. What differences exist between departments in the percent of faculty time devoted to the several functions?

6. What is the total work week for faculty members by rank and or by department?

7. What is the full-time equivalent staff per student credit hour?

8. What is the relationship between credit hour or class hour and amount of time devoted to instruction at the various ranks?

Stecklein (1960) pointed out that faculty load analysis can be important to the faculty member, a value of faculty load studies that is often neglected. A well thought out study of workload requires each faculty participant to analyze how much time is devoted to each type of activity. Often this is a new experience. Many faculty members have never considered how their time is spent. This analysis may result in a change in the way a faculty member allocates his time.

Commentators have noted (Durham 1960; Stecklein 1961) that data obtained in studies of faculty workload are frequently misused. The
most common, and possibly the most pernicious misuse, is probably the use of such data in a mechanical fashion to set institutional norms with respect to items like salaries, faculty load, promotions, and tenure. Decisions of this type should not be based on data with such well known imperfections. Decisions about individual faculty members should be based on qualitative as well as quantitative information.

Problems in Workload Studies

A number of problems typically arise in studies of faculty workload. One should be aware of these problems both in conducting studies of workload and in interpreting the results of workload studies. The way problems are solved will influence the results obtained and the meaningfulness of the results. Three major types of problems are those of definition, categorization, and methodology.

The most basic problem is that of providing a precise and operational definition of workload. In what terms should the measurement be taken? Is workload to be defined by the number of courses taught, the number of credit hours taught, the number of students taught, or what? Should one count the number of committee memberships, or the number of hours spent in committee meetings? Which activities should be included and which should be excluded? Should time devoted to professional reading, to attending meetings with local officials or businessmen, or to a leisurely friendly lunch with colleagues be included? Questions such as these are discussed in Chapter 3.

Next, problems relating to the designation and definition of the categories used must be resolved. How many types of activities should be specified? What types of activities are of little or no interest? How can the categories be defined in a clear and concise manner that will be uniformly interpreted by all faculty members? What categories and subcategories seem most important? These questions are discussed in Chapter 4.

Finally, there are questions regarding methodology. How should the group to be studied be defined? Should it include teaching assistants, fulltime researchers, parttime administrators? Should one study the entire population or just a sample of the population? What time period should be studied—two weeks, a month, a full year? Should the data be obtained as an estimate before or after the fact, or should a diary be used? What are the advantages of diaries compared to interviews? Whose cooperation is needed? These questions are discussed in Chapter 5.
The Measurement of Faculty Workload

Before a measurement procedure can be decided upon, it is necessary to define what is being measured. To measure faculty workload we must have a precise, preferably operational definition of workload. We need to know which activities are to be included and which excluded. Thus the chapter begins with a discussion of the definitions of faculty workload that have been offered. This will be followed by a discussion of the different kinds of measuring devices that can be used.

The Meanings of Faculty Workload

The central problem in defining faculty workload is that of inclusion and exclusion. Which activities are to be included and which excluded? At one extreme, workload could be defined as the number of assigned teaching hours or their equivalent in other activities. At the other extreme it could be defined as the total of all intellectual and scholarly activities that are in any way related to work at an institution of higher education.

Although the latter definition is extremely broad, the usual definition is generally nearly as broad. As an illustration we may cite the frequently quoted definition of Stickler (1960, p. 80):

The term “faculty load”... includes the sum of all activities which take the time of a college or university teacher and “which are related, either directly or indirectly to his professional duties, responsibilities and interests” (Douglass and Romine 1960). Included are such varied activities as preparation for teaching, actual classroom instruction, making and scoring examinations, reading and grading papers, research and/or creative work, directing graduate theses and dissertations, professional services, guidance and counseling activities, administrative duties, professional reading, committee work, extracurricular activities, and any or all, or any combination, of a variety of other professional activities in which a faculty member normally engages.

In his major “pioneering attack” upon the problem of faculty workload, Koos (1919) distinguished between teaching time and time spent in noninstructional activities. It is these latter activities that cause problems. Everyone agrees that teaching, presentation, preparation, and evaluation are part of the teaching load. As Sexson (1967, p. 219) has put it:
The disagreement centers around such functions as research, professional writing, membership in professional organizations, routine correspondence, committee membership, adviser duties, and sponsorship duties.

Sexson has overstated the case. There is probably little disagreement that such assigned duties as committee membership, student advisement, and dissertation sponsorship could be considered as part of the total faculty load. The problems arise with respect to activities that appear to be more related to personal professional development than to assigned institutional duties.

The problem can be illustrated by an example given by Lorentz (1971). He points out that if a data processing manager reads a professional magazine at work, it is part of his job. If he reads it at home, it is professional development, and not specifically part of his job. But faculty members have freedom to spend their professional time wherever and whenever they wish. Where or when a professor reads a journal has no bearing on whether it is part of her job. Thus we must set up criteria other than time and place to determine whether or not a specific activity is to be considered part of a faculty member's total workload.

Another aspect of the problem was discussed over 40 years ago by Reeves and others (1933). In discussing the meaning of fulltime employment at the University of Chicago they said that theoretically “the entire time and efforts of full-time staff members should be given to the institution” (1933, p. 270). They further said that if you assume faculty members are paid adequate salaries, all outside income resulting from their services should be paid to the university, since, in effect, the university has paid for all of their activities. Such a policy would upset the many faculty members who supplement their salaries through outside teaching, consultancies, and other means.

Where does this leave us? In view of the varying opinions, it will be impossible to define total faculty workload in a way that everyone would find satisfactory. Consequently there will be no attempt to give a broad definition. Instead we shall discuss workload in terms of the categories described in Chapter 4. When categories are used, one can either include or exclude any specific category. The use of categories makes individual definitions possible. If this procedure is followed, it is important to be aware of the categories included in a given study. One also should realize that studies are not comparable unless they include the same categories.
Measures Based on Institutional Data

In theory, these types of measures seem to be ideal. They are readily available from institutional records so that there is no need to query the faculty. The definitions have been standardized so that there are no problems of lack of understanding or use of different definitions. Further, most faculty contracts are based on one of these measures, namely, number of credit hours taught.

In practice, however, these measures turn out to be relatively inadequate, since their use involves several questionable assumptions. For one thing, noninstructional time is ignored. This can only be done if one assumes that noninstructional time is unimportant, that is it a comparatively minor part of workload, or that the amount of time spent on these activities is highly correlated with the number of credit hours taught. None of these assumptions is tenable in the light of data presented later in this monograph. It assumes further that the time involved in teaching a three credit course is the same regardless of the discipline and the course level, an assumption which, as Stecklein (1961) has pointed out, is contrary to common sense.

Since measures of this type are based on untenable assumptions, they are not useful except as supplements to other types of measures. Yet they have been used, and are still used at some institutions, apparently because of their ready availability as well as their seeming meaningfulness. The major measures used are credit hours, class or contact hours, and student credit hours.

Credit Hours. The workload of a faculty member is most often described in terms of the number of credit hours taught. Some schools have a 15-hour load, most have a 12-hour load, some have loads of 9 hours, 6 hours, or even less. As Stickler (1960) has pointed out, it is usually assumed that there is a constant ratio between credit-hour load and total load so that credit-hour load gives a reliable index of total load.

But many studies show that the ratio of total hours worked to credit hours is not constant. In studies by Ayer (1929), Stewart (1934), Michell (1937), Knowles and White (1939), and Woodburne (1958), among others, the ratio of total hours to credit hours varied from 2 to 8. Despite this variability, the use of credit hours has continued. The Ohio study (Ohio, Inter-University . . . 1970, p. 8) put it very well.

Clearly the conclusion of virtually all studies from 1929 to 1959 was that neither credit hour, contact hour, student credit hours or student contact hours were by themselves, or together, reliable indicators of faculty mem-
ber's workloads. Despite the results of these studies, the convenient descriptive load of fifteen credit hours per week (with an average of two hours preparation and grading for each credit hour taught), has persisted throughout higher education. . . . Junior colleges were pleased when they could, from registrars' records, show a fifteen hour load. Universities argued that twelve was a better number when research and public service were considered. The American Association of University Professors recently recommended that nine be adopted as being more realistic. In short, the use of the "credit hour" as a standard criterion for evaluating an individual's contribution to the work of his university is even less appropriate now than it was ten years ago and it was clearly inappropriate then.

Contact Hours. According to the National Education Association (1972), contact hours rank second only to semester hours as a base for defining load. These are somewhat better than credit hours since they reflect work time rather than the arbitrary time indicated by credit hours. Contact hours include adjustments for laboratories, studios, and courses that meet more or less than the stated number of credit hours. Despite these slight improvements, they share the faults of credit hours, and should not be used as a primary measure of faculty workload.

Student Credit Hours/Fulltime Equivalent (SCH/FTE). This measure has resulted from attempts to improve on credit or contact hours as a measure, while still using institutional data. Investigators such as Durham (1960) and Doi (1961) proposed that faculty workload should be measured as the number of student credit hours per fulltime equivalent faculty member (SCH/FTE). They consider this the best single measure of the efficiency of a faculty member. If this were used as a standard, it would make possible comparisons among different departments, schools, or universities. Of course, as Durham (1960) has pointed out, comparisons can only be made when the data have been collected using similar definitions and similar data collection techniques.

SCH/FTE is particularly useful as an item of budgetary information. One not only can compare ratios between departments and between institutions; one can calculate the costs per student credit hour to indicate relative costs of programs. Durham (1960) cited data indicating that in 1957-58, the comparative cost/SCH for institutions in the Montana system ranged from a low of $3.00 for psychology and philosophy at one school to a high of $95.83 for physical education at another school. At the University of Utah, during the same year, the range was from $4.17/SCH in sociology to $285.00 in radiology. More recent data from other schools show similarly wide variations. How-
ever, as Durham points out, to insist on similar costs for such different courses as sociology and radiology would be stupid.

Even though SCH FTE is useful in budgeting, it has drawbacks as a measure of faculty workload. As Toombs (1973) has pointed out, it concentrates on the instructional function of faculty, ignoring other activities such as research and administration. Consequently, this too is not a satisfactory measure.

**Student-Faculty Ratio.** While not generally used as a measure of faculty workload, this ratio is occasionally used as a measure of institutional quality. Yet there is little evidence to indicate it is an accurate measure of either. Ruml and Morrison (1959, p. 10) said:

> The idea that the lower the over-all ratio of students to teachers, the better the quality of instruction is sheer fantasy, although widely believed. Even the assumption that the lower the ratio of student to teacher in particular subjects, the higher the quality of instruction has never been substantiated.

Hicks (1960) characterized this ratio as meaningless and “one of the most misleading indications of faculty load” (p. 9). Toombs (1973) agrees and cites data indicating that the average ratio for 4-year institutions increased from 13.8 in 1955 to 15.9 in 1969. The Carnegie Commission has suggested that it might rise to 25 or 30. Possibly the most reasonable thing would be to abandon the use of faculty-student ratios.

Thus we find that none of the institutional data measures are valid measures of faculty workload. We need to turn to other types of measures to get adequate data.

**Measures Based on Faculty Reports**

Since the data obtained from institutional records are not adequate, we can either get data through observation of faculty activities or by asking faculty members to report on their activities. Since the observation of faculty members to record their activities is usually not feasible, we are left with the alternative of asking faculty members to report on their activities.

A variety of methods can be used in obtaining such reports. Faculty members could be asked to fill out routine reports of their activities, including their committee memberships, number of students advised, list of publications, list of membership and officership in professional organizations, and public service activities. A questionnaire could be made up and either mailed to them or it could be filled out during an interview. Faculty members could be asked to keep work
diaries, or they could estimate the amount of time devoted to various activities. Finally, a technique of work sampling could be used. (The advantages and disadvantages of each of these techniques are discussed in Chapter 5.)

Two types of dependent variables are used when faculty members are requested to provide information about their work habits. In some studies faculty are asked to report the amount of time spent in terms of hours per week. In other studies, records are kept of the percent of time devoted to each activity. Although the two are interchangeable when one has a measure of the total hours worked per week, there are arguments for and against each procedure.

Stecklein (1961) advocates the use of percentages for specific activities using an hourly estimate only for the total work week. He says that percentages are easier to estimate than are hours, are more meaningful, and make data directly comparable.

On the other hand, as Tyndall and Barnes (1962) have stated, percentages create problems in estimating costs. They cite the example of two teachers who give different sections of the same course, receive the same salary, and devote the same number of hours per week to that course. However, since one works 50 percent more hours per week than the other, he will report a percent time devoted to the course that is only two-thirds of the percentage reported by the faculty member who works a shorter week. This would lead to a conclusion that Tydall and Barnes find unreasonable.

Comparing percentages can be unreasonable if the bases are different. Also, percentages cannot be converted into hours unless a measure of the total work week is obtained. Finally, despite Stecklein's claim that faculty time estimates are accurate, the data obtained by Ritchey (1959) and Lorents (1971) indicate the contrary.

For these reasons, hours are preferable to percentages. They are more accurately estimated, are directly comparable between individuals, and can be converted easily to percentages. Hours are used as a standard measure in most industries. They can be directly added to one another without weighting. Finally, they are often referred to in both faculty statutes and in collective bargaining agreements that specify the number of hours of teaching, the number of office hours, and, in some cases, the number of hours per week to be spent on campus.

It has occasionally been argued that there should be some measure of effort as well as time. While Koos (1919) considered this a factor, he felt that it was relatively unimportant. Lyons (1970) reported that
the combination of intensity of effort with hours was not perceived by faculty members as being a better measure than were hours taken alone. Thus we find that hours constitute the best single measure of faculty workload and are the dependent variable used in most current studies of faculty activities. But we must remember the admonition of Ritchey (1959) that the number of hours spent does not indicate the worth of an accomplishment.
Workload Categories

The problem of defining categories is basic to any discussion of faculty workload. Carefully considered operational definitions of the categories to be used are needed. Each category must be precisely defined and specific examples given of the kinds of activities included or excluded from each category. If this is not done, the person responding to the survey will be confused and the results will be inconsistent and meaningless.

The number of categories used will depend upon the purpose of the study. If the prime question deals with the percent of total time devoted to teaching, two categories may well be sufficient. Most studies use five to ten categories and some use many more. Miller (1968) identified twenty-five components that represent "duties that any faculty member might be expected to perform as part of his faculty workload" (p. 28). An advantage of using a large number of categories is that they can later be combined into clusters of related activities. If a small number of categories are used, it is impossible to break them down into subcomponents later.

A problem in interpreting the literature about faculty workload stems from the idiosyncratic use of workload categories. Consequently, the results obtained at different institutions are seldom comparable. This situation might be improved as a result of faculty activity analysis studies being performed by NCHEMS (Romney 1971; Manning and Romney 1973). Since NCHEMS has a wide impact, and since a goal of the project is the development of a standardized set of categories, one can hope there will be increased standardization in the future. However, to the extent that past behavior is the best predictor of future behavior, one would predict that the categories used in many future studies will be idiosyncratic rather than standardized.

The centrality of standardized categories has been pointed out by many authors including Stecklee (1969) and Lorents (1971). Manning and Romney (1973, p. 29) have said:

The activity categories, more than any other part of the survey instrument, need to remain unchanged if an institution wishes to exchange any activity information in a manner compatible with NCHEMS recommendations and procedures.

Since the NCHEMS categories were developed after a review of in-
struments used at several different institutions, and since they were designed to be both general enough to fit different types of institutions and extensive enough to enable faculty to easily list all of their professional activities, one hopes they will be widely accepted. The ten categories that are defined appear to be both inclusive and mutually exclusive. The subcategories supply additional flexibility for those who might not approve of every major category. Still, there is, as always, room for dissatisfaction. Subcategories are not listed for all components. Furthermore, some of the distinctions made in the NCHEMS categories (e.g., those relating to different ways of interacting with students) appear to be difficult to make. Consequently, the categories discussed in the present chapter will differ somewhat from those proposed by Manning and Romney (1973) at NCHEMS.

*Instructional Time*

This category includes almost all of the time devoted to activities directly related to teaching: time spent in class, time spent preparing for class, and time spent in evaluation activities. In some systems of classification it also includes time spent with students in activities directly related to a specific course (Lorens 1971; Manning and Romney 1973). However, as discussed in a later section, it is recommended that this should be included in the category called interacting with students.

In measuring instructional time one could either get an estimate of the total time devoted to all activities related to instruction or one could break the estimate into components, a procedure which has several advantages. Components facilitate comparisons that elucidate the teaching process and the interrelationship of the factors involved. It would be valuable, for example, to obtain data relating the amount of time a teacher spends preparing for class to teaching effectiveness. Also, data on the components would probably lead to more reliable time estimates.

One dimension along which instructional activities can be categorized is based on the types of activities involved. The classification contains subcategories related to time spent in class, in preparation, and in evaluative activities.

*Time spent in class.* This category includes all time spent in the classroom during regularly scheduled hours. It includes lectures, seminars, discussion sections, quiz sections, laboratories, and studios, as well as time spent in scheduled individual study courses and thesis advisement. Sometimes the activities related to individual study are
separated, as described below. This category of activity is generally defined in terms of hours per week, and will often correspond to the number of assigned hours of credit in the instructor's teaching load. A more accurate measure is based on contact hours rather than credit hours, as discussed previously.

Preparation time. This includes the time spent preparing for classes currently being taught. The specific activities include the preparation of lectures, demonstrations, or laboratory experiments, time spent preparing course outlines and reading lists, setting up laboratories or studios, and supervising course assistants.

Evaluation time. This includes time spent in preparing evaluation materials and in scoring such materials. NCHEMS labels this administration time and includes it with preparation. Lorents (1971) defines this as a separate category, but he included the preparation of evaluative materials under preparation. Basically, this category includes the preparation and grading of quizzes, tests, final examinations, term papers, and other written work. It also includes time spent in preparing written evaluation of students. Although this category may not always be easy to separate from preparation, the distinction is a useful one.

An interesting question concerns the relationship between time spent in class and time spent in preparation and evaluation. Although these related activities are essential aspects of most classroom instruction, we know very little about how much time they consume.

The traditional idea that two hours outside the classroom are spent for each hour of classroom instruction has a most uncertain ancestry, and appears to be especially open to question when it is taken as a standard for nearly all faculty, regardless of rank and levels and subjects taught. (Stecklein 1961, p. 4).

Some data relating to this question are presented in the chapter describing the faculty work week.

Instructional time also can be categorized by the type of course that is involved. This type of categorization might distinguish, for example, between group instruction and individual instruction, as does Lorents (1971). The NCHEMS system (Manning and Romney 1973) distinguishes among five different methods of instruction: lecture; laboratory; recitation/discussion; seminar, independent study, tutorial; and programmed instruction. Although theoretically these could be combined into a smaller number of categories for purposes of analysis, this is difficult in the NCHEMS system, since multiple coding of each
course is permitted. The distinction between group instruction and individual instruction would seem useful for general institutional purposes, since there may be differing scales of remuneration for these types of activities.

*Group or classroom instruction* refers to the type of traditional teaching that is predominant on most college and university campuses. Grouped together in this category (although they can be separated) are lecture courses, seminars and laboratory sections. These are courses that meet at regularly scheduled hours and that involve interaction between a teacher and a group of students. This type of instruction accounts for most of the assigned teaching load of most faculty members at most institutions. It is usually measured in terms of an assigned number of semester hours or quarter hours of teaching.

*Individual instruction* is somewhat more difficult to define and usually much more difficult to measure. It includes readings courses, independent study courses, research courses, honors courses, tutorials, and thesis and dissertation supervision, as well as serving on a committee that evaluates and/or supervises a student's written report. The interaction is either one-to-one or it involves having several teachers meet with one student. Although this type of activity could, in theory, be measured by recording the total number of hours per week devoted to it, the actual measurement is usually not that simple.

In these types of activities there is usually a tenuous relationship between the number of credits and the amount of work performed by the teacher or the student. Often there is no regular weekly schedule. There are apt to be peaks and valleys in the workload, with several hours of the teacher's time being required in some weeks and few hours in other weeks. Despite these problems it is important to obtain accurate estimates of the amount of time devoted to individual instruction. Since one-to-one time tends to be costly, the institution should be able to measure its cost relative to the cost of group instruction.

These complexities indicate that it is impossible to specify the relationship between the number of contact hours and total instructional time or total workload. Despite this, a surprising number of studies refer to standard formulas. For example, Hauck (1969) set up a formula that assigns 1.53 hours per week in preparation time for each hour spent in class. Hauck assigns .10 hour per week for each student and each class hour and claims that this results in a total out of class time that is usually equal to double the number of hours
spent in class. Simmons (1970) allocates three times the total number of contact hours as preparation time for each nonrepetitive course taught, "based on the assumption that an adequate job of instruction cannot be done with less effort" (Simmons 1970, p. 34).

Such assumptions and the use of standardized numbers to represent the ratio of total instructional time to contact hours indicate the need for careful studies of faculty workload. All of the data thus far gathered indicate that there is no simple relationship of the type being postulated, but rather that the relationship is complex and is mediated by the factors discussed in Chapter 6.

Interacting With Students

A general category of this type has seldom been used in workload studies. Usually distinctions among types of interaction are made and the time is distributed among categories on the basis of the purpose of the interaction. Interaction concerned with course work is included as instructional time: interaction that involves counseling or advisement is placed in the category of student support service. Such an approach is undoubtedly both meaningful and useful, particularly in studies concerned with accurate cost allocation.

There are also good arguments for keeping the category separate. Theoretically, it is important to be aware of the total amount of time faculty members spend interacting with students. After the student discontent and complaints of the late 1960s we should be concerned with maintaining lines of communication with students and obtaining feedback from them. It has often been pointed out that student-faculty interaction constitutes an important aspect of the education that takes place in colleges and universities. Listing this as a separate category indicates recognition of the importance of this activity. If this were used as a category in a study of faculty activities, it might cause faculty participants to reflect about the role of these activities in their professional lives.

Methodologically, it is often difficult to separate out the amount of time devoted to specific subcategories of faculty-student interaction. A student conference may range over several subjects, including course work, personal problems, and sports. The time spent on each segment of the discussion would be difficult to delineate.

Research, Scholarship, and Creative Activity

This includes all intellectual and scholarly activities engaged in by faculty members. While often not an assigned part of the teaching
load, these are the professional behaviors that presumably distinguish the scholar from the non-scholar. If these activities are overly stressed at an institution, a “publish or perish” attitude results. If they are not sufficiently stressed, the academic reputation of the institution suffers.

Included in this category are all scholarly activities that have as their goal a specific production of one type or another: writing books, articles, or reviews, painting, giving a recital, composing, reviewing the work of a colleague, or conducting scholarly research. Excluded from this category are those activities considered under the heading of professional development, including professional reading or attending workshops or professional meetings. These activities lead to personal intellectual growth but do not lead to specific scholarly outputs. This distinction is usually not difficult to make.

**Professional Development**

It is hard to provide a precise, operational definition of the activities included in this category. If a broad definition is used, almost everything that a college professor does could be included. A broad definition might account for the finding that most faculty members claim they work a 50-hour week, while some claim 80, 100, or even 120 hours (Charters 1912; Kilpatrick 1969).

It would seem more appropriate to use a narrow definition that would distinguish between activities directly related to professional growth and activities only peripherally related. Such a definition would include reading books and articles directly related to the profession, attending meetings and conventions devoted to scholarly pursuits, taking courses, and participating in faculty discussions on professional topics. It would exclude time spent reading newspapers and magazines, watching TV, and engaging in general discussions of non-professional topics.

**Institutional Service**

This is another broad category, including everything from general administrative duties, such as correspondence, phone conversations, and paper pushing, to committee and group meetings of all types and sizes. Lists of the components of institutional service on the basis of the types of activity involved usually include from three to five items. The following list of categories is suggested.

**Meetings.** All committee and group meetings are included in this category, ranging from a departmental subcommittee meeting to a
university-wide faculty meeting. Attendance at institutional functions such as commencements, convocations, and faculty teas could be included in this category. This category should include the ancillary time devoted to preparing for meetings and writing minutes or reports for them. The time spent in meetings of one kind or another adds up to an unbelievably large number of hours per month (Yuker et al. 1972).

Student service activities. Although this category is frequently used, definitions vary. Lorents (1971) includes “all services related to advising student programs and activities, directing student performances, and all other services for the student such as letters of recommendation” (p. 123), and administrative clerical time devoted to these functions. Many of the things listed belong to the previously discussed category labelled interacting with students. Manning and Romney (1973) include most of the items mentioned by Lorents, but also include interacting with students, meeting their parents, coaching athletics, and directing the orchestra or a play.

This category should be reserved for specific assigned activities related to the area of student services. Thus it would include time spent working in student service offices, such as the dean of students’ office, the counseling center, the placement center, the financial aid office, or the admissions office. All nonassigned student-related activities should be placed in the interacting-with-students category.

Other organized activities. This refers to assigned duties outside the academic department not related to student services. Included are assigned activities performed in the library, museum, research center, laboratory school, residence halls, and bookstore. Like the student service activities, this category is restricted to “on-load” activities, that is, activities that are part of the faculty member’s contractual assignment.

General administrative functions. This includes institutional service activities that do not fit into one of the other categories. It includes performing the duties of a department head, a dean, a vice president, or any other administrative officer. It also includes activities involved in recruiting faculty or students, keeping records, working on budget preparation, space allocation, and inventories. Much of the paper pushing and telephoning that occurs on the average college or university campus belongs to this category.

As indicated at the beginning of this section, institutional service activities can also be categorized in terms of the institutional level at which the activity is performed. Manning and Romney (1973) sug-
gest the use of a four-level code that seems to provide for all contingencies. The lowest level is the department; the second level is a subunit of the institution larger than a department, such as a division or school; the third level is the institution; and the fourth level is the system for those organizations consisting of several institutions.

**Public Service**

This category includes all professional activities performed outside the institution; consulting, conducting surveys, holding office in a professional organization or editing a professional journal (these latter might, alternatively, be included in the category of professional development), holding office in a public organization, and giving lectures or speeches to civic groups or the general public. It does not include membership or activities unrelated to professional competence, such as membership in a church or social club, unless these activities are required by the institution.

Since the faculty member occasionally is paid for this type of activity, some institutions label the activities in this category as either paid or unpaid.

**Personal Activities**

This category is seldom included in studies of faculty workload and is not one of the set of NCHEMS categories described by Manning and Romney (1973). The two main studies in which it has been used are the time sampling studies of Ritchey (1959) and Lorents (1971). The category must be included in a time sampling study because of its nature. Careful reading of the results of these studies should convince one that this category should be included in all studies of faculty workload. Ritchey found that close to 8 hours (17.7 percent) of a 41-hour work week were devoted to personal activities.

An alternative to including this category in studies of faculty workload is to assume that all of the time spent on campus and in one's study at home can be considered professional time. It might, however, be difficult to decide how to categorize a long friendly lunch or an hour of pool playing at the university club. If it is decided that these activities should be included in faculty load, they should be measured to determine the amount of time consumed by activities of this type.

Included in this category are friendly conversations or friendly lunches, personal phone calls or errands, reading the newspaper, and
listening to the radio  In placing activities in this category Ritchey (1959) considered the purpose of the activity and classified it in terms of whether it appeared to be related to work or to personal interests, relaxation or gossip. He found that every faculty member in his survey underestimated the time spent on personal activity. Ritchey's approach is a valuable indicator of the surprisingly large percentage of time that a faculty member devotes to personal activities. It would be valuable if comparable time estimates could be obtained for other professions.
Methodological and Procedural Problems

Many procedural questions are apt to arise in the course of planning and conducting a study of faculty workload. Two major studies about this are by Stecklein (1961) and Manning and Romney (1973). In his monograph, Stecklein devoted a chapter to procedures for making a comprehensive faculty load analysis. Although much has been written since, Stecklein's version remains clear, incisive, and comprehensive. It provides insights about problems that arise and suggests ways of dealing with them. A similar function is performed by segments of the manual written by Manning and Romney.

Purpose

One of the first activities in any study of faculty workload should be the preparation of a statement of purpose. Both the procedures used and the extent of faculty cooperation are dependent upon the purpose of the study. Thus the persons conducting the study must specify the questions they are trying to answer and how they intend to use the data obtained.

The statement of purpose should be selected after considering the discussion of the uses of workload data in Chapter 2. Once the purposes have been established, they should be widely circulated, especially among persons who are expected to participate in the study. It would be desirable for representatives of all participating groups to be invited to share in the formulation of the statement of purpose.

Sample and Population

The basic decision involved in sampling is whether one should study the entire set of observations (the population) or whether one should study a representative subset of the population (a sample). An initial question concerns the definition of the population. Who is excluded and who is included? Are teaching assistants, or those who are devoting full time to research, or faculty members devoting 50 or 75 percent of their time to administrative duties or part-time faculty members included? The answers should be determined by the uses made of the data and the purposes of the survey. Stecklein's (1961) admonition that a truly comprehensive study will include all academic staff and all administrative personnel, both full- and part-
time, should be noted. The way that the population is defined will influence the results that are obtained.

The decision to sample the faculty depends upon the size of the smallest group described. If you want to talk about the institution as a whole, or about large segments of the institution, such as schools, sampling would be appropriate. If you want to characterize small groups, such as departments, or ranks within a department, sampling would not be useful. Similarly, sampling would not be useful if you want data on specific individuals.

When samples are appropriate, they have advantages. Since fewer people are involved samples are less expensive and also disrupt fewer faculty members. It is possible to use individual follow-ups on the nonresponders, and sometimes even possible to use individual interviews to validate the data. But samples often are distrusted by both faculty and administration (Romney 1971). Many people disapprove sampling faculty members because they believe that there are so many atypical cases it is impossible to generalize.

If sampling is appropriate, a recent statistics book with a discussion of sampling techniques should be consulted. Alternatively, Athanasopoulos (1968) has provided a good discussion of sampling techniques in faculty time studies.

An undesirable sample can result when not everyone responds to the survey questionnaire. While some faculty members are interested, respond willingly, and are honest in their replies, others respond unwillingly, if at all, and either consciously or unconsciously distort their replies. What are the nonresponders like? Do they work more or less than those who respond? If the response rate is much less than 100 percent, one can have little confidence in the validity of the data.

**Time Period Covered**

Another question to be decided during the planning of a faculty workload study concerns faculty time covered by the study. Should faculty members be asked to describe how they spend their time for a period of a week, a month, a semester, or a year? The time covered by the study should be the shortest period that will yield accurate data. A study covering a short time period will probably be considered less an encumbrance than a study covering a longer period.

Many studies have used periods of one or two weeks, assuming that this was a typical period, but this assumption is questionable. To the extent that faculty members develop routine work habits, they will work the same number of hours at the same tasks week after week.
But there are often atypical weeks that can distort survey results. Data indicate that there are large week-by-week variations. Ritchey (1959) plotted data on a weekly basis for a full semester and found that the percentage of total time devoted to teaching ranged from about 36 to 50 percent, with an average of 42 percent. This average figure was not obtained for any single week during the semester! Administrative time varied between 12 and 21 percent. This study vividly documents the difficulty, if not the impossibility, of finding a typical week or two.

Thus it is desirable to study a quarter or a semester, since shorter periods can be misleading (Now 1963; Ritchey 1959; Steckle in 1961). Stecklein suggests that data should be collected covering an entire academic year, with separate estimates obtained for each quarter or semester. Ideally, data should be obtained continuously in order to monitor the changes that occur over time.

**Time of Administration**

Faculty members can be questioned concerning their work patterns either prospectively, concurrently, or retrospectively. Each method has been used and each has advantages and disadvantages.

In prospective data collection the faculty member is asked at the beginning of a semester to estimate how much time he expects to spend on specific activities during the coming semester. The estimate will probably be based on past experiences, possibly modified as a result of changed circumstances. This method is similar to retrospective data collection, sharing most of the advantages and disadvantages discussed below. There is an additional complicating factor, however. The individual who prospectively estimates his expenditures of time may either consciously or unconsciously conform to those estimates, which could be either good or bad.

Although concurrent data collection presents some problems, it would seem to be the method of choice. In this method, the data are collected either while the activity is going on (as in work sampling) or soon thereafter (as in the use of logs or diaries). Problems due to faulty memory are minimized. Most people can remember what they did during the past 24 or 48 hours even though they may not be able to remember what they did last week. The major problem with the method is that it is bothersome and time-consuming. To fill out a diary or a log daily or weekly for a year can be quite a chore.

Retrospective data collection is very often used and is the method advocated by Stecklein (1961). Lorents (1972) has pointed out that the
method usually involves the distribution of a questionnaire at the end of a semester or quarter. The faculty member is requested to estimate how he spent his time during this period. Stecklein admits that there may be problems stemming from faulty memory, but does not consider them important. However, problems of memory could seriously distort the data obtained in this fashion. Because of this, it is important to obtain the data as soon as possible after an event occurs.

Two sampling studies dealt explicitly with the relationship between faculty estimates of time spent on various activities and objective measurements of the time spent. Ritchie (1959) compared self-perceived activity with observed activity and concluded that “this correlation was only fair—not that it could be expected to be otherwise” (p. 218). He found that the most accurate estimates were made of the time spent in classes. The least accurate estimates were of the time spent in personal activity during regular school hours; the average observed value was more than double the estimate of 7.2 percent. Data such as these indicate that time estimates are often inaccurate.

Lorents (1971) also compared estimates with objective data. He found that estimates were close to the data in some categories but were divergent on other categories. He concluded:

It has been shown that estimating can differ significantly from the data derived from self-sampling on some categories. Consequently, parameters derived from estimates must be used with caution, and cannot be used with confidence when they are used in planning models (Lorents 1971, p. 198).

Faculty responses should be treated as estimates, rather than as accurate indicators of actual time expenditures.

Data Collection

Several techniques can be used to collect faculty workload data, including analysis of data from institutional data banks, and the use of questionnaires, diaries, interviews, or work samples.

Institutional data. Although much of the data needed for a thorough faculty workload study will not be available from the university data bank or from other institutional records, it is usually desirable to obtain as much information as possible from these sources. Information obtained from these sources often has a high degree of accuracy. The more information that is obtained in this manner, the less will be needed from the faculty member. As Rom-
ney has said, "If it is accurate and current, data that are available from other sources should be obtained from these sources and should not be sought from faculty members" (1971, p. 45).

Questionnaires. It is generally agreed that these are the most used methods of data collection for faculty load studies. The questionnaire can either be unique to the institution using it or it can be standardized. Stecklein (1961) gives advice on questionnaire construction and argues for a special form unique to each institution. He suggests that the forms should be short, only three or four pages in length, and relatively uncomplicated and uncluttered in appearance. The form should be sufficiently adaptable so that faculty members will feel able to report all activities without encountering major problems in categorization. As Romney has pointed out, however, this flexibility can lead to problems in coding and analyzing the data. The more distinctive responses there are, the more difficult the analysis becomes.

A more standardized, cross-institutional approach has been developed at NCHEMS (Romney 1971; Manning and Romney 1973; Manning 1974). Their approach, termed faculty activity analysis, is designed to develop standardized techniques for data collection and data analysis. The data collection technique described by Manning and Romney is designed to be applicable to a wide variety of institutions. Each institution can adapt the questionnaire to its own needs, but any changes that are made, however slight, may lessen the comparability of the data.

The reliability and validity of each technique is discussed in a section at the end of this chapter. The cost of this technique will be comparatively low, but will depend on whether the questionnaires are mailed to faculty members or are administered in small groups. The latter approach is advocated by Manning and Romney (1973), particularly the first time the questionnaire is administered.

Diaries. While diaries and time logs have not been used often, they have much to recommend them. A major advantage of these techniques is the accuracy of the data obtained. If a faculty member keeps a conscientious record of how he spends his time, recording activities daily, the resulting data will be the most accurate of any of the techniques. Even if the data are not entered as often as they should be, they will probably be more accurate than other modes of data collection, both because the time between the event and its recall is short and because of the necessity to fit activities into specific time periods.
There are also problems with this technique. The major problem is that of negative faculty reaction and unwillingness to take the time and effort to complete a diary. This negativism is particularly acute if the faculty member is requested to continue the diary over other than a short period of time. The most extensive use of diaries was conducted in England in 1969-70, a study described in detail by Lorents (1971, p. 65) and critically discussed by Balfour (1970). Three 1-week diaries covering different periods were requested. About 90 percent completed the first diary, 50 percent the second, and 10 percent the third at one institution reported by Balfour (1970). With high return rates and honest answers, this technique can yield very accurate data.

Interviews. While this technique could be useful, it is seldom used. It is the most expensive and time-consuming of the techniques, but has a number of advantages. For one thing, the response rate tends to be high. People may not fill out and return questionnaires, but most faculty members find it difficult to avoid talking to an interviewer, particularly one who has the backing of the university administration. A second advantage is the opportunity to specify exactly what information is sought, and to clarify unclear answers on the part of the respondent. Romney advocated the use of interviews as a useful technique for following up and validating the results obtained from questionnaires. Actually, except for the differences discussed above, interviews are similar to questionnaires.

Work Samples. This technique has been widely used in industry but has seldom been used in studying faculty activities. Ritchey (1959) and Lorents (1971) both used a time-sampling technique that appeared to work well. The study by Ritchey involved twenty faculty members in one department, each of whom participated for an entire 16-week semester. During a 44-hour work week each faculty member was contacted four times a day at random intervals and asked to describe what he was doing at the time. A total of 330 observations were collected on each individual. To determine time use after regular hours, 20 days were randomly selected and the faculty member was required to report, after the fact, what job-related activities he engaged in. Ritchey demonstrated that the technique was feasible for use in higher education, claiming that it was useful, easy to administer, accurate, inexpensive, and dependent only on faculty understanding and cooperation.

Despite his success and his advocacy of the technique, it apparently was not used again until it was adopted by Lorents in 1971. Lorents
used an electronic device that had been programmed to “beep” at random intervals. When he heard the beep the faculty member was supposed to record what he was doing at the time, using a predetermined set of categories similar to those used by Ritchey. Lorents estimated that each recording would take about 30 seconds and that the total time per week would not exceed 30 minutes. He found that his respondents preferred the work-sampling procedure to questionnaire estimates of the time devoted to various types of activities. Lorents concluded that a time-sampling technique such as the one he used is feasible if the electronic mechanism is not bulky. He said that faculty members should be sampled about eight to ten times during an 8-hour day, and that the time period covered should be 3 or 4 weeks.

Summary. Questionnaires appear to be a much used and very viable technique for obtaining data on faculty workload. The work being done at NCHEMS (Manning and Romney 1973) has provided a very useful standardized instrument that can be used at many institutions. Work sampling appears to be a good alternative, but is not much used, possibly because of its seeming complexity.

Cooperation

In a successful study of faculty workload one must obtain the cooperation of the faculty, department chairmen, deans, and departmental secretaries. If faculty members are willing to cooperate, they will supply accurate data; but if the cooperative attitude is lacking, the return rate will be low and the data will be of questionable accuracy.

Some faculty members view a study of faculty workload with distrust and resentment. As Lorents (1971) and Balfour (1970), among others, have pointed out, faculty members are not used to being asked to report on what they do. As a group they tend to place high value on the flexibility of an academic schedule and the amount of freedom it allows. They want to choose their own time to work without having to provide an hourly report of their activities. Some may view this type of study as an infringement of academic freedom.

It is thus incumbent upon anyone who conducts a study of faculty workload to try to induce positive, cooperative attitudes among the faculty. There are several things that one can do to achieve this goal. Probably the most important is to explain the purposes and uses of the survey to the faculty in a nonthreatening manner. As Stecklein (1961) has pointed out, it is desirable to set up a faculty ad-
visory committee to participate in the planning and the execution of the study. In these days of faculty unionization, it is important to get the union to agree to the study. Having meetings of departmental groups to discuss the study can also be helpful in eliciting cooperation. It is helpful if the request for cooperation comes in a letter from the president rather than from the office of institutional research. It is also helpful to follow the rules of questionnaire construction described earlier. Finally, it is desirable to tell the faculty that they will be informed of the results of the study.

Accuracy of the Data

This is the key consideration in any study of faculty activities. Technically, the accuracy of a set of data is determined by obtaining measurements of reliability and validity. For purposes of faculty activity analysis, reliability may be defined as the extent to which similar results would be obtained if measurements were taken at different time periods. The reliability of the data depends on the clarity of the category definitions, the length of the time period studied, and the representativeness of the time period studied. While there have been few studies of reliability as such, the consensus of persons familiar with the literature appears to be that most methods yield data that are relatively reliable, although not necessarily valid.

Validity in faculty workload studies may be viewed as the degree to which the reported time distribution of a faculty member corresponds to the way in which the time was actually spent. This is much harder to determine. And, unfortunately, there have been few validity studies, although there have been discussions of the topic. Romney (1971), for example, has said that the validity of data obtained from questionnaires is not always acceptable, and it is higher if diaries, interviews, or work samples are used.

A major reason for concern about validity relates to the accuracy of self-reported data. To what extent will a faculty member try to make it appear that he works harder than he actually does? What percentage of faculty members either consciously or unconsciously distort their reports?

Validity may also be lowered as a result of inaccurate perception. Although Stecklein (1961) has said that estimates are fairly accurate and tend to agree with diary records, the data gathered by Ritchey (1959) and Lorents (1971) do not support this conclusion. Their results indicate discrepancies between data obtained through time sampling and data obtained through questionnaire estimates.
there are discrepancies, data obtained through time sampling would probably be considered most valid, diary data would rank second, and data obtained through interviews or questionnaires, both of which require retrospective estimates, would be considered least valid.

It is clear that additional studies of the validity of faculty load data are badly needed. While many techniques might be used, an adaptation of the method of convergent validity described by Campbell and Fiske (1959) would seem to be most appropriate. Data regarding the workload of faculty members should be obtained by several different methods (e.g., diaries, questionnaires, and work samples) as was done by both Ritchey (1959) and Lorentz (1971). Data should also be obtained from alternative sources, such as the department chairman, departmental colleagues, and the faculty member’s spouse. It is recognized that there might well be loud outcries at the use of such techniques to “check-up” on the individual, but they represent the best way to verify the validity of the data.

Some of the techniques suggested might be less objectionable than others. While a faculty member might resent having another faculty member talk about how he spends his time, he might be willing to discuss his questionnaire results with his department chairman (Stecklein 1961). Romney (1971) suggested a procedure in which the department head completes the activity forms for every person in the unit, and then asks the faculty member to review the accuracy. Either of these approaches will serve to increase the validity of the data.

Thus, both in planning and in conducting a study of faculty workload, one must pay continuous attention to the accuracy of the data that are obtained. Accuracy can never be guaranteed, but careful attention to the topics discussed here should help to maximize the reliability and validity of any data that are obtained.
Factors That May Influence Teaching Load

The crucial word in the title of this chapter is "may." Here we must try to distinguish fact from fiction, theory or logic from evidence. We must examine current practices to determine the extent to which they conform to the data.

The literature contains many statements of factors that influence teaching load. Only a few articles cite data justifying the presumed influence, with most appearing content merely to assert the influence. The American Association of University Professors (1970), for example, discusses four factors that should be considered when departing from the common 12-hour, 9-hour, or 6-hour teaching load policy: the number of course preparations, introduction of a new course or substantial revision of an old course, differences in scope or difficulty of the course, and class size. Other factors frequently cited as influences on workload include the level of the course, the specific subject field, and the amount of previous experience with the course.

Class Size

The question of the influence of class size upon teaching load is controversial. There are many opinions and few data. In general, the opinions tend to state that class size is an important influence on teaching load. The data tend to be equivocal, with many commentators indicating that even when there is an effect, it is not particularly strong.

In one of the early studies, Koos (1919) concluded that size was a factor, although he admitted that his data were weak. Reeves and others (1933) correlated class size with a faculty member's estimates of the time and energy required by a course. With a total of 425 courses they obtained a coefficient of correlation equal to +18±.03, and concluded that since the correlation was low,

in general the size of the class is a small factor in the determination of the percentage of the faculty member's time and energy which he devotes to class teaching . . . [and] teaching load generally is not materially influenced by the size of the classes for which the faculty member is responsible (p. 195).

There are few other studies that obtained data about this question but there have been many expressions of opinion. Caplow (1960)
pointed out that a man who teaches 600 students does not work 6 times as hard as one teaching 10 students; he may work less because of assistance in grading papers, and so forth. But Bailey (1968) said that talking to 200 students is quite different from talking to 25 students, and his opinion appears to be more popular. Sexson (1967) reports that all 75 of the institutions he surveyed agreed that large classes require more time. Despite this unanimity, the data do not support this assertion.

The lack of evidence of a relationship between class size and time devoted to teaching has had little influence on those who set up formulas aimed at specifying faculty workload. Many formulas designed to equate teaching loads among the members of a faculty consider class size as a factor in the formula (e.g., Foothill 1966; Hauck 1969; Howell 1962; Miller 1968; Sexson 1967; Sheets 1970; Young 1964). Most of the formulas use arbitrary figures to allow for class size (see the section on workload formulas later in this chapter).

Rather than trying to generalize about the effects of class size, we should examine the variables that mediate its effects. We should ask questions concerning the effects of class size on the amount of time that the instructor spends in class, in preparing for class, in grading papers, in talking to students. (1) The amount of time spent in class is obviously independent of class size. The amount of effort or energy expended during that time may vary. However, we had earlier decided not to consider effort as a variable. (2) The amount of time spent in preparing for class might vary as a result of class size. A teacher who typically conducts small classes as informal discussion groups that require little preparation might spend much time preparing organized lectures for a large class. On the other hand, an instructor who usually lectures might use the same lectures for small or large classes. (3) The amount of time spent in grading papers will often vary with class size, but the relationship could be negative as well as positive. Individuals who teach large sections are often given graduate assistants or paper graders to help with these chores. In such a case the instructor might well devote less time to paper grading than does an instructor with a much smaller class. Furthermore, the instructor might change the course requirements, might not require term papers, or might convert from essay type tests to multiple choice tests. (4) The amount of time spent interacting with students is a complex variable whose effect on class size is difficult to predict. The most important influence is probably the personality and attitude of the instructor. Some instructors would probably spend little time
interacting regardless of class size. Others would probably spend as much time interacting as previously, although less time might be devoted to each student. Thus the effect of class size on the amount of time that the instructor spends interacting with students is hard to predict.

Based on the limited data and the unlimited opinions, several conclusions concerning class size can be drawn. Despite its popular use in many workload formulas, and despite the popular belief that class size is an important determinant of workload, it should not be considered as a major influence on faculty workload. The effect of class size will vary from course to course and from teacher to teacher. The emphasis to be given to class size is an empirical question that should be determined separately for each course and each teacher. The number of hours devoted to preparation and grading in different size classes should be measured directly rather than inferred from arbitrary formulas.

Course Level

Course level is often assumed to be one of the most important influences on faculty workload. The usual assumption is that upper division courses are more difficult to teach than lower division courses, and that graduate courses require the most time and effort. Many institutions explicitly take this into account by giving persons who teach graduate courses fewer credit hours of teaching.

But the evidence is not clear. Stickler (1960, p. 88) suggests that "conflicting conclusions characterize studies regarding the effects of level of instruction on faculty load." Koos (1919) and Kelly (1926) concluded that course level is an important factor. On the other hand, Reeves and others (1933, p. 182) present data indicating that there is a steady decrease in the amount of time and effort devoted to a course as one increases the course level. This inverse relationship has been asserted many times. Stickler (1960) has quoted John Dale Russell as having said that graduate courses require less preparation time and are much easier to teach than undergraduate courses. He did not add that many professors find them more stimulating as well.

The differences in assumptions with respect to the influence of course level are reflected in the workload formulas. Some formulas weight all courses equally, regardless of level, while Hill (1969) used a formula that gave graduate courses four times as much weight as undergraduate courses.

These discrepancies in data and opinions result, at least in part,
from subject matter differences and differences in the teaching styles of individual professors. As the AAUP's (1970, p. 31) statement on faculty workload notes, "in some subjects the advanced course is the more demanding; in others, the introductory course." Thus, we can conclude that course level per se should not be considered a major determinant of faculty workload.

**Mode of Presentation**

In 1960 Stickler said that the research findings in this area are very limited. Unfortunately, that is still the case. It would seem reasonable to assume that a lecture, for example, might take more preparation time than an unstructured class discussion of a topic decided at the start of class. In his proposal for a specification of faculty workload in terms of actual hours per week devoted to different activities, Hodgkinson (1973) suggests that a studio course might involve 4 hours, a seminar course 5 hours, and a science lab plus lecture would take 7 hours. While the hours were only intended to be illustrative, they support the concept that mode of presentation does make a difference.

The one major study of the effect of this factor was, as usual, the 50-year-old study of Koos (1919). He found mode of presentation to be a very important factor. Koos set up ratios that indicated how many hours were required in total for a 1-hour class. His ratios ranged from a low of 1.17 for field work (i.e., 1 hour of field work and .17 hour of preparation time) to a high of 2.98 for a lecture (i.e., 1.98 hours of preparation).

There appear to have been no other studies of the influence of mode of presentation. Thus, at most institutions, despite Koos' findings, mode of presentation has been ignored. All 1-hour classes are considered equivalent, whether they involve student recitations, seminars, discussions, or lectures. The one distinction made in the past was the respect of laboratories. For many years two laboratory hours were considered to be the equivalent of one teaching hour (Kelly 1926). This ratio has been gradually eroding, and at many schools laboratory hours are now considered equal to teaching hours. In fact, in Miller's (1968) workload formula, laboratory hours are given 20 percent more weight than lower level courses.

Thus, good research into this problem is badly needed. Current practice diverges from both theory and the research data presented by Koos. We shall not be able to adjust workload for types of presentation until we have good data on which to base our decisions.
Subject Matter

Most institutional policies do not consider differences between subject fields as an important component of faculty workload. Teaching load schedules tend to be uniform throughout departments of a university, with the exception of professional schools such as medicine or law.

This assumption of the equivalence of different disciplines is directly contradicted by many studies. As Stickler (1960, p. 86) said:

> There is a good deal of evidence to show that different amounts of time are required for adequate preparation and effective teaching of different subjects.

Although the results have not always been consistent in specifying the time required by different disciplines, every study has indicated that there are differences based on subject matter. In the more extreme cases, some subjects required more than three times as much as others (Stewart 1931).

Thus subject matter has been demonstrated to be an important influence on teaching load. But unlike course level, whose influence has not been demonstrated, this influence is not considered in setting institutional policies. Careful studies would enable this factor to be given proper weight. As Richards (1950) has suggested, teaching load should be determined by a consideration of the ratio of out-of-class work to clock hours of instruction. Use of this technique would allow for other factors as well as subject matter differences.

New Preparations

It seems reasonable to assume that the first time a person teaches a course, more time will be devoted to preparation than will be devoted to subsequent presentations for the same course. Some institutions recognize this by giving reduced loads to individuals who are preparing a new or special course. But the assertion by Sexson (1967, p. 220) that "all institutions assign a lighter load to new instructors during their first year" is questionable.

Although the research data are limited, they tend to support the assumption that initial preparations require more time than subsequent ones. Koos (1919) found the time required for the first presentation was higher, particularly for certain modes of presentation. Approximately 70 percent more time was devoted to the first lecture presentation than to subsequent ones. The comparable figure for a seminar was 60 percent, mixed lecture and discussion 33 percent, recitation 11 percent, and laboratory 9 percent.
Data comparing presentations subsequent to the first do not seem to be available. While one might assume that the second and third preparations might also require more time than subsequent ones, a leveling off point is probably reached relatively quickly. McMullen (1927), however, reported that there was no relationship between the number of years of experience in teaching and the time spent in daily preparation. Also, the finding by Koos that there were no differences between ranks in the time devoted to course preparation is pertinent if we assume that rank is highly correlated with the amount of teaching experience.

Thus, in this case, data and theory coincide. We can assume, even though the data are limited, that new preparations and extensive revisions of older courses take more time than preparation of a course that has been repeatedly taught. This factor should undoubtedly be considered as a component in faculty load. And, as stated by the AAUP (1970, p. 31).

This is a matter of institutional self-interest as well as of equity; if the new course has been approved as likely to strengthen the institution's program, all appropriate measures should be taken to insure its success.

**Number of Preparations**

It is generally assumed that number of preparations is an important aspect of teaching load. It would appear to require less time to teach several sections of the same course than to teach an equal number of sections of different courses. This assumption is manifest in several workload formulas.

Surprisingly, Koos (1919) reported that this was not the case. His data indicated few consistent differences between the two types of preparation. Furthermore, in some cases instructors devoted more time per section to repeated sections than to nonrepeated ones. This result could be an artifact of the institution that was studied, since the assignment of repeated sections was discouraged at that university.

Although only eight cases were cited in the data presented by Reeves et al. (1933), the conclusion was similar: a second section of a course requires approximately the same amount of time as the initial section. The authors stated that while the evidence was not conclusive because of the small number of cases, "there is not a material reduction in teaching load when two sections of a single course are substituted for two separate courses" (Reeves et al. 1933, p. 192).

Thus we again find that the data fail to support a commonly ac-
cepted assumption. Although more data are needed, we should accept the results of those studies that have been made, and it should not be assumed that teaching repeated sections of a course automatically results in a lighter teaching load than teaching an equal number of different courses.

Workload Formulas

The literature contains many descriptions of faculty workload formulas. The purpose of a formula is to develop equivalencies between such diverse tasks as teaching a course in freshman composition to 20 students, conducting a graduate seminar discussion with three Ph.D. candidates in history, supervising an advanced level chemistry laboratory, and serving as a reader on a doctoral dissertation committee.

Some of the formulas are simple, involving few components and minimal weighting. For example, Hauck (1969) and Hill (1969) used formulas with five components. Banks (1963) used ten factors and developed appropriate weights for each factor. Heule (1967) used 20 variables as components of an individual's activities index. Miller (1968) defined the load of a faculty member as the sum of 25 different components and presented formulas for specifying the values of each of the components. These and other similar formulas are presented in varying degrees of detail by Miller (1968), Lorents (1971), and Romney (1971).

Workload formulas differ greatly from one another with respect to both the definition of the components that are included and the specification of the weight of the components. While one might expect some differences among institutions, one would hardly expect differences of this magnitude. As an illustration, consider the relative weights assigned to graduate level courses compared to those assigned to lower level undergraduate courses. In those formulas that assign different weights, assuming that the lower level undergraduate courses are assigned a weight of 1.0, Howell (1962) used a weight of 1.5, Banks (1963) used 2.0, Hill (1969) used 1.0, and Miller (1968) weighted regular graduate courses 1.4 and new graduate courses 2.5. Even if the weights were based on data rather than theory, divergencies this great would seem difficult to justify.

The many differences among the formulas should make one skeptical about their utility. This skepticism should be increased when one considers that many of the formulas use components that have been shown in the discussions earlier in this chapter to be questionable.
components of workload. Further it should be pointed out that formulas ignore differences both among faculty members and among different courses on the same level. For all of these reasons, workload formulas should be examined very critically before being adopted.
Total Faculty Workload

In this chapter we come to the heart of the issue. How hard do faculty members work? Does college teaching require more than 40 hours per week? Or does the typical faculty member have an easy life, teaching only 6 hours a week, 30 weeks a year?

The data presented must be evaluated in the context of the earlier discussions. The reliability and validity of the data will depend on the ways the data were collected. The length of the faculty work week will depend on which workload categories were included and which excluded. As the data will indicate, differences among faculty members tend to be much greater than the similarities.

The Work Week of Faculty Members

One of the primary questions asked concerns the total number of hours per week that the typical faculty member works. To the outsider, and even to some insiders, the faculty work week seems unbelievably short. If one asks how many hours faculty members "teach" per week, the answers usually range between 3 and 15, with modal points around 6 and 12. To a nonfaculty member this seems very little. And when you consider that the typical school year in higher education is about 35 weeks long, the workload seems very low. Perceptions such as these probably account, at least in part, for the fact that an increasing number of state legislatures are passing laws defining minimum workload standards for faculty teaching in public institutions (Bogue 1972).

Studies indicate, however, that most faculty members say they work more than 10 hours a week. A review of over one hundred studies (Ohio, Interuniversity Council of, 1970) concluded that faculty members typically work more than 50 hours per week. Thompson (1971) has said that some of the more recent studies cite figures close to 60 hours per week. We can compromise and conclude that, on the average, faculty members claim that they work approximately 55 hours per week during the academic year. Figures close to this have been cited in study after study at many different institutions, which would seem to provide evidence of convergent validity. However, many persons question the accuracy of this figure, including some faculty members.

Thompson (1971) cites external data that support the claim that
faculty members work long hours. Studies (e.g., de Grazia 1962) present data indicating that executives and professionals work 50 to 60 hours per week if one includes peripheral activities. Data are cited by Thompson indicating that academic persons employed in non-academic settings work about 5 hours per week more than their colleagues. Finally, he pointed out that most faculty members, like executives, professionals, and others engaged in work that is relatively independent of time and place "seldom put their work aside" (Thompson 1971, p. 1).

The data confirm that faculty members, on the average, work about a 55-hour week. This is true only during the academic year, however. If the total number of hours were spread over a 48-week year with a 1-week vacation, it would amount to approximately 40 hours per week (if we assume a 35-week academic year).

In discussing this conclusion with my colleagues, I have gotten a bimodal reaction. Some react with disbelief and question the validity of the data. Members of this group state that the "typical" faculty member works a maximum of 35 to 40 hours per week, and that many faculty members work less than 30 hours per week. A second type of reaction is that the data represent the true state of affairs. Persons in this group maintain that most faculty members they know work 50 to 70 hours per week. They further tend to complain about the extent to which faculty members in general are overworked.

The Expected Work Week

How many hours per week faculty members are expected to work is a difficult question. Faculty contracts, faculty statutes, and even collective bargaining agreements usually define faculty workload in terms of courses to be taught and other activities to be engaged in, rather than in hours per week. Thus expectations regarding the total number of hours to be worked must come from other sources.

In the midtwenties Kelly used as his standard the "forty-five hour week common to many lines of union labor" (1926, p. 282). Assuming that this was the figure commonly used, it might help to explain the prevalence of the 15-hour teaching load for many years, as well as the concept that 2 hours of preparation are required for each hour in class. The drop to a 12-hour teaching load could then be seen as paralleling the decrease in the typical U.S. work week from 45 to 40 and currently 35 hours. A workload of 12 class-hours corresponds to a work week of 36 hours if one assumes 2 hours of prepa-
ration for each hour spent in class. But with these ratios one could not rationalize a total load of two graduate courses that meet for 1.5 hours per week each.

This expectation of a short work week is verified in data reported by the National Education Association (1972a). They reported that a survey of 418 public junior and community colleges revealed expectations of a median of 30-hours work per week. Only 27 percent of the institutions expected their faculty members to work 40 or more hours per week, and less than 3 percent expected 50 or more hours of work per week. Interestingly, a 30-hour work week was assumed by Hodgkinson (1973).

There are few data indicating what faculty members consider as a full teaching load. McElhaney (1959) reported that they considered about 42 hours to be a reasonable work week. He also reported that 20 percent of the respondents in his survey said that faculty appointments should not be regarded as fulltime responsibilities. Perhaps many of them would agree with Simmons (1970) who assumed that a faculty member is paid to work only 40 hours per week. Simmons listed several activities related to teaching or administrative work, excluding research, public service, and others, that take up a faculty member's time. He then calculated that, assuming a 40-hour week, a fulltime faculty member should have 7 contact hours of teaching.

On-Campus Versus Off-Campus Work

One characteristic of college teaching as a profession is the freedom it affords with respect to work time and work place. Except for scheduled class hours, a professor can work as many or as few hours as he wishes. Many activities (for instance, preparation for class, scholarly writing and reading, grading papers) can be done either on or off campus.

Consequently faculty members may put in a substantial number of their working hours in off-campus settings. Ritchey (1959) reported that 10.8 hours (20 percent of total work time) were spent on university business during other than business hours. He defined business hours as a 44-hour week: 8 to 12 and 1 to 5 on Monday through Friday, and 8 to 12 on Saturday. At many colleges and universities some faculty members only have classes on 2 or 3 days a week, and do not appear on campus on the other days.

Time spent off-campus is often a cause for suspicion and sometimes causes resentment. A person who spends much time on campus is seldom chastized, even though he may fritter time away. But the
individual who spends little time on campus is often suspected of either not being a hard worker or of having well-paying consultant-ships. Many faculty members do a substantial part of their work off-campus, which may help to account for the skepticism with which some people view claims of a long work week.

**Individual Differences**

The data indicating that faculty members work 55 hours a week refer to averages. The data also show large individual differences. While few studies present frequency distributions or report measures of variability, those that give data uniformly reveal the wide range in the number of hours worked. As early as 1919 Koos reported that although the typical faculty member said that he worked an average of 8.5 hours per day (in a 5.5-day week), the range was from 4.0 to 11.9 hours per day. More recently, Thompson (1971) reported that at the University of Washington faculty reportedly work an average of 58.3 hours per week, with a standard deviation of 10.6 hours. Other data cited by Thompson indicated standard deviations of approximately 10.5 hours at the University of California and 18 at the University of Minnesota.

A normal distribution of working time consisting of a national average of 55 hours per week with a standard deviation of 12.5 hours per week would indicate that two out of every three faculty members work between 12 and 68 hours per week during the academic year, and that 95 percent of all faculty work between 30 and 80 hours per week. To many, these ranges might seem reasonable, particularly if workload is defined as consisting of all of the components discussed in Chapter 1, including on-campus time devoted to personal activities.

Individual differences in the number of hours worked per week by different faculty members have been documented. The pervasiveness of these differences is apparent to anyone who spends time on a college campus. Still, these differences are often ignored. As indicated earlier, most studies do not cite data relating to variability.

**Differences Among Disciplines**

In the last chapter, data were reported indicating that there are sometimes large differences in the amount of time needed to prepare and present courses, and one important influence on these differences was the subject matter.

Many studies have documented differences between disciplines (Kelly 1926; Stewart 1934; Knowles and White 1939; Thompson 44
Unfortunately, the results have not always been consistent from one study to the next. While it was tempting to try to construct a table indicating which disciplines seemed on the average to require comparatively little time and which seemed to require much time, such an enterprise would be futile. Although differences among disciplines exist, they are probably relatively small compared to differences among individuals. While English composition courses require more time than most courses, and some schools assign reduced teaching loads to persons teaching such courses (Snepp 1968; Wilcox 1968), there are many ways of grading a 500-word essay. Some teachers do it in 3 minutes while it takes others 30 minutes. There also are differences in the number and length of assignments. Thus differences between disciplines probably can be ignored if differences between individuals are considered.

Differences Among Ranks

Only two studies relating to this variable were located and they yielded divergent results. Koos (1919) found that there were no differences between ranks in the amount of time spent in course preparation. On the other hand, Thompson (1961) reported that there was a decrease in total weekly time with an increase in rank. He reported that assistant professors worked an average of 60.2 hours per week, associate professors 57.8, and full professors 56.6. These differences are small compared to individual differences.

Differences Among Institutions

There appear to be differences among institutions. The extent of these differences is hard to assess since data reported by different institutions are seldom comparable due to differences in definitions and methodology as well as a lack of standardized approaches. Still, differences have been found among the several campuses of a statewide system (e.g., Lins 1971). If differences are found within various units of a state system, even larger differences could be expected in comparing other state systems or other individual institutions. This conclusion is reinforced by a recognition that assigned course loads vary greatly from institution to institution. At some colleges and universities a full teaching load is 6 hours per week (for at least some faculty) while at others the load is 30.

Differences among institutions in the amount of time faculty members devote to research was documented by Orlans (1962). He reported that one-third of the faculty in liberal arts colleges spend no
time doing research, compared to 10 percent of the faculty in universities that receive large amounts of federal support. Thus we find that there are differences among institutions with respect to both the length and the components of the work week.
The Distribution of Faculty Work Time

The variations are as great in the way that work time is distributed as in the length of the work week. These differences are reflected in the time devoted to instruction and research as well as in individual differences.

Time Devoted to Instruction

Many studies have reported the percent of the total work time that is devoted to instruction. These figures vary from a low of about 40 percent (Wilson 1942; Ritchey 1959; Orleans 1962; Lorents 1971) to a high of about 70 percent (Parsons and Platt 1969; Stickler 1960; Bayer 1973). These figures will be more meaningful if we examine the covariance of specific factors in relation to the amount of time devoted to instruction.

The institution at which the faculty member is employed is one such factor. Teaching loads differ from institution to institution and are related to the type of institution. Institutions vary in the emphasis placed on teaching, depending on whether they emphasize teaching, research, or public service.

These differences have been documented. Wilson (1942), while citing an overall figure of 42 percent as the amount of time devoted to instruction, said the figure could be around 70 percent in “low-level colleges.” Parsons and Platt (1969) reported that the percent of time devoted to teaching was 46 percent in high quality schools compared to 69 percent in low quality schools. Data such as these indicate that judgments of the quality of an institution are inversely related to the percent of the time that faculty members devote to instruction.

There are also differences among disciplines. These were shown in a study conducted at the University of California (1970). Data indicated that although 49 percent of the total university faculty taught nine or more weekly course contact hours, in the physical sciences only 22 percent taught nine or more hours compared to 55 percent of the faculty in the social sciences, and 63 percent of the faculty in arts and letters. In arts and letters and in the professions over 34 percent of the faculty taught twelve or more hours while the corresponding figure was 5 percent of the faculty in mathematics and in the physical sciences. Similarly, Wattles (1971) reported that the per-
percentage of time devoted to instruction varied from a low of 20 percent in higher education to a high of 77 percent in home economics and in urban planning.

Two studies have shown a negative correlation between rank and the percent of time devoted to teaching. Dunham, Wright, and Chandler (1966) report that instructors devote 57 percent of their time to teaching while professors devote only 42 percent of their time. Similar figures were presented by Orlans (1962): 55 percent for instructors and 13 percent for professors.

Finally, there have been differences over time. The reduction in teaching workload has been documented in Careers of Ph.D.s (1968) which reported a decrease from 66 percent of time devoted to teaching in 1910 to 50 percent in 1963. It also reported that women devote more time to teaching than do men.

**Time Devoted to Research**

One would expect wider variations in the amount of time devoted to research than in time devoted to instruction. Since both the institutional emphasis on research and individual predilections for research vary, there should be wide variations. At some institutions individuals may devote very little if any time to research and scholarly activities. At other institutions there may be some faculty members who devote close to 100 percent of their time to research.

Differences in the amount of time devoted to research have been well documented. There have also been studies of the variables correlated with the percentage of time devoted to research. But there do not seem to have been studies of individual differences or of the personality variables that correlate with the amount of time devoted to research in a university setting.

In an early study Evenden, Gamble, and Blue (1938) reported that faculty members in state universities, land grant institutions, and private nondenominational institutions spend more time doing research than do faculty members in teachers colleges or junior colleges. In 1929 Foley reported that more time was devoted to research in the natural sciences than in mathematics or engineering.

Parsons and Platt (1969) compared the amount of time devoted to research in institutions of varying quality. They reported that almost three times as much time was devoted to research in high quality institutions (35 percent compared to 12.5 percent in low-quality institutions). They also reported that almost everyone would have liked to devote more time to research (the ideal time was 45 per-
cent in high-quality and 25 percent in low-quality institutions). Similar data were reported by Orleans (1962).

**Teaching Versus Research**

Many pages in the literature of higher education have been devoted to discussions of the teaching-research relationship. Which is more important at a liberal arts college? At a university? How much should each factor be weighted in evaluating faculty members for promotion? For tenure? Is there a negative relationship between the amount of research performed and teaching ability? Does an individual have to concentrate on either teaching or research?

It would seem logical to assume that there is a high negative relationship between the two variables; as the amount of time devoted to teaching goes down, the amount of time devoted to research goes up, and *vice versa*. This assumption has often been made. But the assumption is only logical if the total time devoted to these two activities remains constant, and this is often not the case. It is possible that if teaching loads were reduced, faculty members would either reduce their total work week or devote more time to activities other than research.

The question of the relationship between the number of hours devoted to teaching and the number devoted to research is an empirical one. But, unfortunately, there have been few empirical studies. One of the best was done by Koos (1919) who correlated the time devoted to teaching and to research. All of the correlation values were small and negative, ranging from -.02 to -.10. He concluded “the correlation between time spent in teaching work and that spent in personal research is therefore 'negligible'” (p. 25). He later pointed out that because of the lack of relationship, university policy should not reduce the teaching load to encourage research. Although a general reduction throughout a university might result in increased research, it would result primarily from increased research activity on the part of those individuals inclined toward research, and would consequently be uneconomical.

What would seem to be a much more economical and practical method is the reduction of the teaching schedule for individual instructors who have demonstrated their inclination toward and ability in research, by some measure of productivity, in spite of a normal teaching schedule. Such a reduction should be continued, of course, only as long as productivity continues (Koos 1919, p. 29).

Similar conclusions were drawn from the data obtained by Reeves.
and others (1933). To illustrate their point they presented data on eight individuals, each of whom was teaching two undergraduate courses, and devoting less than 5 percent of his time to administrative work. The reported percentage of time devoted to teaching the two courses ranged from 25 to 83 percent with a median of 45 percent. Correspondingly, the reported percentage of time devoted to non-compensated research ranged from 0 to 65 percent, with a median of 21 percent. A third confirming report was that of Evenden, Gamble, and Blue (1933) who reported that most faculty members engaged in research had only slightly lower teaching loads than faculty not so engaged.

More recent data relating to this question were not located, even though cross-tabulations of existing data would undoubtedly be pertinent. Nevertheless, the earlier studies appear to be conclusive. We should take Koos' advice and look for evidence of research productivity rather than assuming that a reduction in teaching load will automatically result in such an increase.

Other Activities and Individual Differences

At several points throughout this monograph the importance of individual differences has been emphasized. We tried to point out that although the total number of hours worked per week was related to factors such as differences among institutions, academic disciplines, and ranks, individual differences tended to account for a high proportion of the variability. We again emphasized individual differences in our discussion of the relative proportions of time devoted to teaching and research. This is also true with respect to the other activities that faculty members engage in: interacting with students, institutional service, public service, and professional development.

The pervasive role of individual differences can be indicated by a consideration of the time devoted to interacting with students or to administrative activities. Four studies presented data indicating the percent of a faculty member's time devoted to counseling students. The percentages ranged from 1.8 percent (Ritchey 1959) to 12.4 percent (Bayer 1973), with Lorents (1971) reporting 2.8 percent, and Randolph (1950) reporting 9 percent. These studies were at different schools in different years. Also, the data represent averages but they clearly point up the variability that exists. Counseling students and interacting with students have different amounts of appeal for different faculty members. Some faculty members spend much time on
campus, often with their office door open, willing to talk to anyone who drops in. Other faculty members act as if they dislike students, although they would probably deny this. While they keep their official office hours, students seldom drop by. Individuals who fall into one or the other of these extremes will devote different percentages of time to student interaction. Most faculty members probably fall between the two extremes.

There are similar individual reactions to the administrative duties that faculty members may be asked to perform. Some faculty members enjoy committee meetings and some particularly enjoy being chairman of a committee. Others dislike such meetings and will avoid them as much as possible. The committee lover can spend many hours every week in happy interaction with his colleagues, discussing matters great and trivial. The committee hater will usually be able to avoid all except two or three meetings a year, and will be able to devote the time that might have been spent in committee work to other, presumably more productive or more congenial, activities. These comments apply not only to committee work but to other types of administrative duties as well. The amount of time devoted to these duties will depend on the institution as well as the individual. Thus, in five studies the amount of time devoted to administrative duties ranged from a low of 8.2 percent (Bayer 1973) to a high of 21.2 percent (Orlans 1962).
Conclusions and Recommendations

The number of articles devoted to faculty workload testifies to the continuing interest in this topic. Despite this interest there have been comparatively few advances since the pioneering study by Koos in 1919. In fact, many of the questions to which we need answers have not been researched since his study. Thus there is a critical need for accurate "hard" data and competent studies on which reasonable conclusions can be based. Despite the problems that are encountered in defining and measuring faculty workload, more studies must be conducted. Otherwise we will continue to base our decisions on the prevailing myths rather than on empirical data.

The work being done at the National Center for Higher Education Management Systems represents a step in this direction. Their standardized system for faculty activity analysis should make it possible for any college or university to obtain data that can be used in either intrauniversity or interuniversity comparisons. Even though one might object to some of the characteristics of the proposed procedures, as was occasionally done in this monograph, the advantages of the widespread use of a standardized system are indisputable. Consequently, it is recommended that the NCHEMS system be used initially, with modifications to be introduced at a later time.

Traditional workload surveys of this type should be viewed as only a first step. While they may provide answers to some of the questions about faculty workload that are still unanswered, they will not, by themselves, lead to a meaningful concept of faculty workload that will take individual differences into account. Thus, what is ultimately needed is data about individuals rather than averages summarizing the activities of groups or subgroups. Since the data indicate that generalizations about workload tend to be invalidated by the pervasive influence of individual differences, we should try to set up a system based on individual differences.

Just as the nature of higher education is changing in an attempt to provide students with "more options," we should try to provide more options in the definition of faculty workload. Rather than tying faculty members to standardized workloads and workload formulas, we should try to provide for individual differences in the definition of workload. We should not have standardized rules that require all
undergraduate faculty members to teach the same number of credits 
per semester while graduate faculty teach fewer hours. Instead, the 
faculty member’s contract should state the approximate amount of 
time to be devoted to instruction, to research, to administrative 
activities, etc. The amount of time devoted to instruction could then 
be subdivided in terms of the specific courses to be taught. For 
extample, a faculty member might contract to devote 60 percent of 
his or her time to instruction, 30 percent to research, and 10 percent 
to committees and administrative duties. The faculty member might 
further agree that 10 percent of the time would be devoted to a small 
discussion course, 25 percent to preparation of lectures for a large 
lecture section, 15 percent to a graduate seminar, and 10 percent to 
meeting with thesis students. Another faculty member could have a 
quite different contract.

Moving in the direction of the individualization of faculty work-
load would have many advantages. A major advantage would be the 
flexibility in making use of the specific interests and talents of the 
faculty member. We would not have to require that all faculty 
members teach the same course load or that all faculty members en-
gage in research. Some faculty members might contract to devote 80 to 
90 percent of their time to teaching, possibly teaching five or even six 
courses. Others might contract to teach only one or two courses while 
devoting most of their time to research or administrative activities. A 
second advantage of such a procedure would be the clarification of the 
basis for evaluation of a given faculty member. Since each faculty 
member would contract to devote certain amounts of time to specific 
activities, he or she would be expected to provide evidence of pro-
ductivity in those areas. A faculty member who contracts to devote 
25 percent of his time to a given course would be expected to some-
how indicate that this course was different from a course to which 
another faculty member devoted only 10 percent of his time. The 
faculty member who contracted to devote 50 percent of his or her 
time to research would be expected to demonstrate how that time 
was spent, and to provide some indication of research productivity. 
The specific assignments could be made in terms of both the in-
dividual’s proclivities and the institution’s needs.

To set up a system of individualized workloads would require both 
time and knowledge. The time would be required to try to negotiate 
the contract that is best for both the individual and the institution. 
The knowledge would have to come from effective and comprehen-
sive studies of faculty workload.
Data obtained in workload surveys should be used in discussions between the faculty member and the department head in the evaluation of the faculty member and in the specification of goals to be achieved. Thus a faculty member who indicates that 15 hours per week are devoted to scholarly productivity should be expected to provide some evidence of the results of such activity. A person who claims to devote 10 hours per week to student evaluation should substantiate this by indicating the nature of the evaluation. Persons with extensive committee assignments should not be expected to devote as much time to course preparation.

By individualizing contracts based on data obtained in workload studies, loads could be equalized on the basis of data rather than assumptions. If a person were assigned to teach two rather than four courses, this would be based on expectations of approximately how much time would be devoted to each course and how much time would be devoted to other activities, such as committee meetings or scholarly research. Two courses would not automatically be assigned to all full professors or all faculty members who teach graduate courses. An individual who contracted to teach only two courses without other extensive commitments would be expected to demonstrate superior preparation, evaluation, and student interaction with respect to these courses. Such a system would enable faculty members to set up a schedule in which they would devote their time to those activities they enjoy most or that they do best. It would enable the university to evaluate the faculty member’s performance on the basis of the activities specified in the contract rather than on the basis of the generalized performances presumably expected of all faculty members.
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