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The Application of a Model for the Evaluation of Educational Products

I. Introduction

Institutions with responsibility for developing educational products are under ever increasing pressure to "evaluate" the products which they develop. For example, the National Institute of Education is requiring the Educational Laboratories and R & D Centers to provide evaluation reports for most programs indicating that the programs should proceed through succeeding milestones (Glennan, January, 1973).

The topic of the symposium is based on the assumption that a set of evaluation activities can be stated which have applications across several programs. Another assumption on which the following objectives of the symposium are based is that professional evaluators would be in a more defensible position if there was consensus concerning the general acceptability of various evaluation procedures in given situations.

The objectives of this symposium are as follows:

1. Describe a model for the evaluation of educational products.

2. Describe experiences with using the model to evaluate selected comprehensive systems of education.

3. Consider the appropriateness of the evaluation model in light of experience gained through evaluating three educational products.

4. Arrive at alternative strategies to those described in the model for evaluation.

For this symposium, a model is considered to be an ideal sequence of activities leading to a desired end rather than an illustration depicting
perceived relationships such as a mathematical model. A set of activities leading to informed decision making will be discussed as an ideal evaluation model, and this discussion will be followed by a realistic description of the use of the model with the development of three educational products. The first product is an early childhood education program, and the model was partially a result of this effort since initiation of the early childhood program preceded the model. A second product is one designed to increase the effectiveness of school superintendents through participating in an Educational Cooperative, and third product to be discussed is a Career Education Program. Hopefully, a comparison of the ideal with the real will assist in altering the ideal model and improving the practice of product evaluation.
SECTION II

A MODEL FOR THE EVALUATION
OF EDUCATIONAL PRODUCTS

Charles L. Bertram

Appalachia Educational Laboratory, Inc.
P. O. Box 1348
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February 27, 1973
A statement must be made concerning the environment in which the evaluation activities are conducted before evaluation can be discussed, or even defined. The environment is educational development, and the elements of the environment include planning, product development, and diffusion as well as evaluation.

Educational Development

Educational development is the systematic process of creating and diffusing alternative products that will contribute to the improvement of educational practices (U.S.O.E., 1971). Diffusion is the process of exporting educational products, both during and following the designing and construction of the products. The result of doing educational development is educational products, which is defined as exportable methods and materials which will produce specified outcomes with designated target populations. By definition, educational development is both the creation and marketing of educational products, and to be successful, marketing must start long before the product is to be used by the target population.
A Model for Educational Development

Most institutions which do educational development have a model to guide their development activities (Barnes; Curtis, p. 42; Edmonsten; Hess and Wright; Klein and others, 1972; Research for Better Schools, Inc.; Jack Sanders; James Sanders and Worthen; Scriven and others, 1971). Most of them include phases such as needs assessment, planning or design, preliminary testing, field testing, operational testing, and usually, dissemination or the more inclusive term, diffusion.

The Model of Educational Development into which the evaluation model taps is presented as Figure 1. This seven-stage model has been used by the Appalachia Educational Laboratory (AEL, 1971, p. 3). The first three stages are Needs Assessment, Feasibility Analysis, and Program Planning. These tend to be continuous, overlapping, and non-linear activities by which program plans are generated and submitted to funding agencies. Evaluators participate in the activities of these three stages since an evaluation plan is usually required to be included in the program plan.

The second set of three stages are Design and Engineering, Field Testing, and Operational Testing. The prototype product is designed and preliminarily tested under very close institutional supervision during the Design and Engineering Stage. The testing is usually of elements of the product and then combinations of elements, until the total product has met performance standards sufficiently to be field tested with a larger sample of the target population. Revisions of design during the Design and Engineering Stage have included a restatement of original goals, changes in the structure of the product or the
Figure 1
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process by which it is used, and changes in the evaluation procedures used to measure the degree to which the product performance goals are met.

The purpose of the Field Testing Stage is to test the product under direct control of the institution responsible for developing the product. The product is tested with a subset of the target population in a setting approximating a typical educational environment to ascertain whether the product can produce stated outcomes. The emphasis shifts somewhat from development to diffusion during Field Testing, and the results of evaluation concern both the product developer and the clientele anticipating use of the developed product. The Operational Testing Stage is to test the product with a minimum of laboratory control and in a variety of circumstances to which the product may be adapted.

The Dissemination and Implementation Stage is to achieve widespread implementation of the product by capitalizing upon the readiness for adoption by regional constituencies. The readiness for adoption is fostered during earlier stages of development.

The duration of the educational development stages varies substantially according to the product being developed. Frequently, but certainly not ideally, one element of a product is being Field Tested while another is yet to be designed. The size of the sample during the Design and Engineering Stage is generally small. The sample size increases as the product moves into Field Testing and Operational Testing.

The preceding discussion of Educational Development has been intended as a brief description of the environment in which product evaluation exists.
Although it may sound bland, not all suggested evaluation strategies and procedures discussed in this paper will be appropriate for all developmental efforts. A suggested maxim is that "evaluation must be tailored to the product".

Rationale for the Evaluation of Educational Products

Product evaluation is the process of obtaining and providing useful information for judging decision alternatives concerning revision, disposition, and adoption of products (See Stufflebeam, p. 40). The process is based on three assumptions: (1) that product development deals with changes in product design as it is being developed, with decisions made by institutional management or funding agencies regarding the disposition of the total product development effort, and with decisions concerning adoption and implementation of the total product after it is developed; (2) that a program plan should contain information about the desired output and outcomes of product development and that changes in both product description and anticipated effects of using the product may (and should) be somewhat altered during development (Hemphill, p. 191; Scriven); and (3) that the methods at the disposal of the evaluator include such diverse tools as automatic data processing, cost analysis, opinion sampling, research design, systems analysis, statistics, and testing.

Given these three assumptions, the functions of product evaluation are to:

1. Provide to product development teams information concerning the degree to which product components are reaching intermediate objectives.
2. Provide to management of the parent institution (and funding agencies) information concerning the degree to which product components are reaching intermediate objectives and information concerning the ultimate effectiveness of the total product.

3. Provide information for product users to support implementation decisions.

An ordering of activities is implied by the evaluation functions (Figure 2) and these activities will be elaborated upon as the various activities of the evaluation model are described. In general, evaluation activities occur in the following order and recur in cycles as the product is moved through the Design and Engineering, Field Testing, and Operational Testing:

1. Assist in formulation and/or revision of product goals and objectives.

2. Select and/or revise the categories of information needed to support most critical decisions (criterion variables).

3. Select specific indicators of the performance levels associated with each criterion variable (performance indicators).

4. Describe the process by which specific data will be obtained (measurement procedures).

5. Obtain data, preferably before and after the product has been used.

6. Analyze the data and document other information obtained through the use of prototype product.

7. Organize results into the most understandable form to provide information about product effectiveness.

8. Report progress as product development is recycled or proceeds through stages of educational development.

The product evaluation model presented in the following discussion is based on experience with five product development efforts, which vary from an in-school type curricular offering in career education to a product with school administrators for a target population. In the latter case,
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an Educational Cooperative is composed of several local education agencies and a Field Test sample size of only two Cooperatives can be funded and evaluated. With the Cooperative, pre and post-testing in the conventional sense are completely inappropriate, and the "control" groups of conventional experimental design are impossible. Alternative evaluation designs must either be discovered through literature search (Glass) or invented (Stepp).

**Description of the Model for Product Evaluation**

The Model for Product Evaluation as depicted in Figure 3 is a series of activities designed to produce information useful for making decisions concerning the disposition of the product. Many of the activities occur simultaneously and some activities, e.g., designing measurement procedures, are often only partially completed during one cycle and frequently revised during the next.

The educational development activities of the Needs Assessment, Feasibility Analysis, and Program Planning Stages result in a program plan which should include fairly well-defined product goals, a description of the structure of the product and how it is to be used, required funding, development time lines, plans for evaluation, and, ideally, a set of behavioral objectives based on identified educational needs. Evaluators should assist in the formulation of the program plan. This program plan, if accepted and funded, is a source document for the product evaluation staff.

The three stages of development of primary concern here are Design and Engineering, Field Testing, and Operational Testing. The development activities may recycle one or more times through a given stage before product performance will permit movement to the next stage.
Product Evaluation During the Design and Engineering Stage

The important outputs of evaluation activities during the Design and Engineering Stage are a detailed plan for evaluation of the product, a set of measurement procedures including necessary instrumentation to determine the product's effectiveness, and information concerning the success of the prototype product in meeting objectives in a simulated environment.

Product goals. Frequently, considerable refinement of product goals is required before adequate procedures for measuring product effectiveness can be selected or designed. Goal refinement is usually achieved through face-to-face interaction of the evaluator(s) and other product development staff, and often occurs at both the total product level and the sub-product level. An indication of the relative importance of the product goals is helpful in communicating product effectiveness (Klein, 1972).

Product description. The product description should be a part of the original program plan, and serves as a guide to the evaluators in designing measurement procedures. Ideally, product goals would give sufficient guidance, but a description of the product has been found most helpful in determining if the product is being developed and used in accordance with the original design.

Criterion variables. Decision-makers usually prefer to base their decisions on a few categories of highly pertinent information. Individuals can quickly become lost in a maze of tests, subtests, treatment groups, levels, and measures occurring over several time intervals. Although the evaluation may of necessity be based on a complex design, the results are
more efficiently conveyed by a few broad categories of information which are called criterion variables. A criterion variable may be supported by several indicators. Examples of criterion variables are motor skill development, vocational maturity, or the amount of resources required to use the product.

The criterion variables are derived through consultation with product developers, by review of literature to determine what areas others have measured, and by a survey of potential consumers to determine the types of product information they desire. To be of most use, the survey of potential consumers must be completed near the beginning of the Design and Engineering Stage. The criterion variables often become section headings of evaluation reports and the subject of technical reports.

**Indicators.** Indicators are primary units of observation which reveal the degree to which a product has reached an acceptable level of performance. For example, an indicator of motor development in preschool children is the Marianne Frostig Test of Perceptual Development. Indicators are often based on instruments and other measurement procedures designed by the institution engaging in educational development (Bertram, Hines, & MacDonald, 1971).

**Measurement procedures.** The real purpose of the preceding evaluation activities is to produce efficient measurement procedures or sets of activities to obtain data for product indicators. The procedures must usually support a broad range of indicators and the range is limited only by the evaluator's (and his consultant's) imagination.

**Product evaluation plan.** The product evaluation plan is a statement of the results of the preceding activities, plus a schedule for completing
the evaluation, and an indication of specific staff assignments and responsibilities. The purposes of the plan are (1) to document the evaluation intent, (2) to promote a consensus among developers, diffusers, evaluators, and administrators of the educational development institution, (3) to provide a guide for completing the evaluation, and (4) to give the Evaluation Advisory Committee (mentioned below) a statement on which to base their reactions.

The plan gives the product description, including goals and objectives, in enough detail so that the plan can stand alone, and also lists criterion variables, indicators, and measurement procedures. The plan, as prepared during the Design and Engineering Stage, is revised at least annually as product revisions occur.

**Evaluation Advisory Committee review.** An Evaluation Advisory Committee is formed for each product being developed and meets once or twice a year. The committees are composed of from three to five members each. Selected committee members should have competencies in evaluation, research design, measurement, statistics, or the content area. Members may also represent product users, such as school superintendents, state department of education officials, and employers.

The purpose of the committees is to (1) give advice concerning more appropriate evaluation procedures, (2) serve as a stimulus to the evaluation staff, and (3) add credibility to the entire product development effort. The evaluation plan is revised, if needed, to reflect the input of the advisory committee following a thorough review.

**Base data.** Base data are the facts and figures which indicate the initial level of performance of the target population as measured by the
product-indicators. Data are obtained from a sample of the target population which will use the prototype product and from samples who are to use alternate products, including those who will use no identifiable product at all.

Apply treatment. The application of the product and alternate treatment is monitored by the evaluators. Arranging for testing sites is a diffusion responsibility, and product development teams introduce the product to the target samples.

Collect post-treatment data. Many products move through annual cycles and, therefore, pre-treatment data can be collected in the fall and post-treatment data in the spring. Some products may require a systematic collection of data throughout the year, e.g., local board of education minutes.

Analyze, synthesize, and interpret data. Following post-treatment collection, the data are analyzed as directed by the evaluation plan. The analysis may be a simple percentage tabulation, a structuring of certain facts about the product development effort, or a rather complex analysis completed through the use of a large computer system. The results of the various analyses are organized into the most meaningful way, and the interpretation is an effort of a total evaluation team.

Problems with the treatment of data result in failure to meet production schedules more often than with any other evaluation activity. The information resulting from the interpretation of the analyses is always needed very soon after the data are collected, or the evaluation results cannot be used to suggest changes in product designs or as a basis for decisions regarding implementation of the product. The evaluator should
be especially careful to insure proper screening of data, selection of appropriate "canned" computer programs, proper labeling of subtests, and accurate recording of the age of children (such as at time of pretest rather than at different times). More problems are usually encountered in the Field Testing Stage (in which larger samples are required) than during the Design and Engineering Stage.

Prepare initial evaluation report. The primary recipient of the first evaluation report is the product development staff and the administration of the parent institution. One purpose of the report is to document a comparison of the product as originally designed with the product as used in preliminary testing. Deviations from the original design may be necessary, but they should be noted. The comparison is of both the product structure (what it is) and the process (how it is used).

A second purpose of the initial evaluation report is to document the performance of the product as it was used during preliminary testing. The changes (or lack of changes) in behavior of the target samples are recorded and comparisons with groups using alternate products are usually made. An estimate of the resources required to use the product is included, as well as the results of a study of product receptivity among potential users.

Conduct Evaluation Advisory review. The Evaluation Advisory Committee is invited to review the evaluation report while it is in draft form and to make suggestions concerning additional data analyses, different interpretations, and changes in reporting style to more efficiently communicate evaluation results. The committee members usually require one day for review of materials before interacting with evaluation and product development staff. The interaction requires approximately two days. They prepare
a written report which is communicated to administration, product development teams, and possibly to funding agencies. The report may be included as an appendix to the evaluation report. Their suggestions usually range from a general statement about the readability of the evaluation report to, as with one review, suggestions for a different post analysis of variance test.

Recycle or proceed. The decision to either proceed or return to a previous stage of the development sequence is based on several considerations, of which evaluation results may be only one factor. Recently acquired diffusion information, such as a change in potential marketability, is another factor. A third is the ability of the product development staff (as judged by Laboratory administration) to proceed with the development activities. A fourth factor regarding the continuation of the product development effort is the availability of sufficient funds or the degree to which the product conforms with priorities established by the National Institute of Education or other funding agencies.

According to the previously described Model for Educational Development, the criteria for advancement from the Design and Engineering Stage to the Field Testing Stage are (1) documented high efficiency of the product producing specified outcomes in a limited, simulated environment and (2) evidence that the product is consistent with the potential users' needs and capabilities.

Product Evaluation During the Field Testing Stage

As indicated in Figure 3, evaluation activities encountered in the Field Testing Stage are similar to those in the Design and Engineering
Stage. The major differences between the Design and Engineering and the Field Testing Stages are that revised and validated measurement procedures are used, the product is introduced to larger samples, and formal evaluation reports document the results of the Field Testing Stage.

The goals are examined by both the evaluation and the product development teams to determine if changes, deletions, and/or additions are appropriate. The reasons for changes may be that unanticipated uses are found for the product, an unexpected market potential is found, certain former goals were not easily achieved in a cost effective manner, or the funding agency requires changes in the product. The criterion variables, indicators, and measurement procedures also need revision since revised goals imply different areas of measurement, and one purpose of the preceding stage was to produce effective measures of product performance.

The evaluation plan for Field Testing is a revision of the previous one and also includes a brief sketch of the evaluation results from the previous cycle. The cycle may have been the Design and Engineering Stage or a previous cycle of the Field Testing Stage.

The revised plan serves as a statement to which the Evaluation Advisory Committee reacts, and additional revisions are based on their recommendations. The committee should be composed of the same personnel during the different reviews if possible. The average change in personnel has been about one person per two years for Evaluation Advisory Committees.

The base data are collected on larger samples than during the previous stage, and more demands are placed on organization and data storage capabilities. For some products, major testing programs must be organized, testers trained, and provisions made for scoring tests, coding scores, and
keypunching data cards. Caution should be used to insure the compatibility for data card formats for pre and post-testing.

One purpose of collecting and analyzing data during Field Testing is to establish product performance levels. By the termination of the final cycle of Field Testing, the potential user should be informed that (1) the product will perform at a specified level on the various indicators if it is used as specified, and (2) a described amount of resources will be required to adopt and use the product.

The evaluation reports during Field Testing fulfill a dual purpose: (1) they indicate needed changes in the product and (2) they provide users with an indication of product performances as noted above. The reports have more variability in style than in the previous stage and may include technical reports, summary evaluation reports, brief descriptions of findings, and verbal presentations. The intended audience for the technical reports is research and evaluation persons in public schools, state departments of education, and institutions of higher education. The summary is intended for curriculum supervisors, teachers, and others who may not require the technical backup. A brief synopsis of evaluation results is of most use to those who need only an introduction to the results, those who have very busy schedules, and perhaps, those who make the final decisions about using products.

The Evaluation Advisory Committee review is conducted as previously described. A workable format is for an administrator to describe briefly the institution's mission and Model for Educational Development, for a representative of the development staff to describe the product or program events since the most recent review, and for the evaluation team to discuss the pertinent evaluation reports.
The decision to proceed from the Field Testing to the Operational Testing Stages is an administrative one and is again based on diffusion and evaluation considerations. The advancement criteria are (1) evidence that the product meets specifications and a high probability that it will produce specified outcomes in an Operational Test, and (2) evidence of interest in the product on the part of regional constituencies.

**Product Evaluation During the Operational Testing Stage**

Only minimal revisions in the product are expected during the Operational Testing Stage, and the emphasis is shifted to diffusion of the product. Supervision of product use is the responsibility of the user, and the parent institution is responsible only for monitoring the product use and effectiveness at selected demonstration sites. The evaluator's responsibility is for suggesting measures of product effectiveness, receiving and analyzing data, and reporting product effectiveness.

The first evaluation activities of the Operational Testing Stage are making any needed revisions in measurement procedures and preparing product evaluation recommendations. The purposes of preparing recommendations for the product evaluation to be conducted by the user are (1) to permit the parent institution to monitor without close supervision, (2) to give the user an opportunity to evaluate the product and thereby gain confidence in the evaluation results, and (3) to permit staff of the parent institution to determine if product performance standards continue to be met with minimum institutional control.

The recommendations are usually organized so that the user can either conduct a minimum or maximum evaluation effort, i.e., ranging from the use
of one or two instruments to a full battery of instruments and other measure-
ment procedures, including forms for obtaining cost data. The evaluations
conducted by the demonstration sites are usually much less sophisticated
than those conducted during Field Testing.

The base data may need to be updated to reestablish a base against
which to continue measuring growth resulting from product use. The applica-
tion of the treatment is monitored through visits to demonstration sites by
the evaluators. Deviations from intended product use are recorded for
inclusion in the final evaluation report.

The evaluation reporting style shifts from the formal technical report-
ing style of Field Testing to less formal interpretive evaluation summaries.
The reports must remain credible, but the audience shifts from technically-
oriented to consumer-oriented groups as the diffusion function of educa-
tional development becomes more prominent than in previous stages. Report-
ing methods may include evaluation summaries, publications in journals, and
oral presentations.

An Evaluation Advisory Committee review may be conducted following the
completion of the final evaluation report. If the educational development
process is successful, the product is implemented by the target population
following the Operational Testing Stage.

Product Evaluation During and After Implementation

Unfortunately, the evaluation activities usually must terminate when
the other product development activities have been completed, because the
funding agency chooses to support another product development effort.
Therefore, funding is usually not available for follow-up studies or con-
tinued monitoring of product effectiveness. One possible solution is for
the educational development institution to contract to perform the evaluation of the product at the various implementation sites. Advantages to the institution are that (1) effective procedures for implementing the product can be noted and communicated among users, (2) the institution may be made aware that needed revisions in a product require a new development effort, and (3) the evaluation talent assembled and trained for evaluation of a particular product can be used for the benefit of both the institution and the consumer. One major disadvantage with contracting to do evaluation is that attention is diverted from product development to what is essentially a service function to a broad clientele.

Summary

An outline of selected strategies and procedures used to evaluate educational products has been presented. The outline has indicated how an evaluation unit functions within an educational development organization, and has described a sequence of evaluation procedures referred to as an evaluation model.

The activities of the model are cyclical in nature, and the cycles usually require one year for completion. Major categories of activities include goal refinement, formulation and organization of measurement procedures, data collection, analysis, and reporting. One additional feature is that for each product, an Evaluation Advisory Committee examines an evaluation plan before measurements are taken, and then reacts to the evaluation reports as they are completed.

Note: An expanded version of this paper is scheduled as a chapter in a book to be published by Educational Technology Press and edited by Gary Borich.
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SECTION III

The Application of an Evaluation Model to a Preschool Intervention Program

The purpose of this paper is to relate the evolution and application of a model for evaluation to a preschool intervention program. Essentially it will be oriented to the historical and factual level, rather than to the more abstract discussion of the evaluation model. It will attempt to give an historical overview of Appalachia Educational Laboratory's preschool intervention program as it has moved through the development process and will concentrate on the effect of evaluation on that process.

The paper, then will have two major goals. It will attempt to point out congruencies between product development and evaluation methodology, and will also provide a basis for planning further evaluation activities in the area of preschool programs both at AEL and in the larger educational community.

Program Description

The Home-Oriented Preschool Education (HOPE) program, as developed by AEL, is a multi-component approach to Early Childhood Education. As originally conceived, the program was intended as an alternative to traditional kindergarten programs, which were not practicable for use in rural Appalachia. It was the Laboratory's intent to use technology in the form of television programming, a mobile facility, and paraprofessional home-visitors to provide a broad range of learning experiences for the children in Appalachia.

However, as the program developed, its general goals expanded beyond the area of an alternative to public kindergarten. Although this is still an important area of concentration, it was anticipated that the HOPE process
would provide for the needs of preschoolers which were not currently being met by traditional kindergartens.

The three parts of the HOPE process each address themselves to a specific target area in the child's environment or his behavioral repertoire. The purpose of the Home Visitor is to not only work with the child himself, but also to make lasting changes in the parent-child relationship which will maintain the child's achievements. The overall curriculum of the television program stresses not only cognitive and perceptual motor skills, but also affective learning and social development. The mobile facility stresses many of these objectives and emphasizes development of the social skills necessary for cooperative group behavior.

The target population for the HOPE Program consists of those 3-, 4-, and 5-year-old children within the Appalachian region who do not have access to quality educational experiences. Although the target population was not specifically limited to the highly related and rural Appalachian child, it was intended to reach that group as fully as possible.

Early History and Development of the HOPE Program

The development of the idea for a Home Oriented Preschool Education Program was an evolution from general regional needs to specific solutions for a specific population. After the first long-term funding of AEL in June of 1966, a number of regional needs and priorities were identified. One of the most pressing of these needs was the necessity for overcoming the effects of regional isolation on the children of Appalachia.

The nationwide interest in Early Childhood Education led the AEL staff to examine the effectiveness of existing programs, such as Headstart and more traditional kindergartens in meeting the needs of preschool children.
in Appalachia. The results of this study indicated that poor roads, insufficient teacher availability and the lack of available funds argued against more traditional types of preschool programs.

The idea of using a home-oriented, three-prong approach to early childhood education was fully accepted by AEL in 1967 as a proposed program start. In order to derive a suitable preschool curriculum, a subcontract was established between AEL and the College of Human Resources and Education of West Virginia University. This contract consisted of the performance of an extensive review of the existing literature on preschool education, a series of behaviorally oriented objectives in a broad curricular range, and a study of the needs of preschool children in Appalachia. Although it was originally intended to turn the entire production of the ECE program over to the staff of Human Resources Department, financial and logistical considerations prevented this from taking place.

After the decision was made to produce and evaluate the ECE program directly under Laboratory supervision, it was necessary to locate, hire, and train the staff needed to transform the behavioral objectives of the curriculum into specific teaching activities.

At this point it will be well to examine the previously related history of the program to the current evaluation model. The needs assessment had been done by a consensus of individuals knowledgeable in the educational problems of the region, and a goal had to be agreed upon in the area of early childhood education. No empirical data were gathered on the general need for such a program, and although a preliminary decision had been made to utilize a home-oriented approach, no empirical support was present for the acceptability of such a program. The necessity of getting a program started
and in operation as soon as possible made the empirical investigation of such questions impractical.

Also, a decision was made that the West Virginia University environment would provide a richer source of personnel, production facilities and materials than would be available at the central Laboratory location. In this sense a feasibility study was conducted, and it was decided that the Laboratory could not undertake a venture of this scope on such short notice. However, when final production schedules and budgetary proposals were received from West Virginia University, it was apparent that not only would this alternative be too expensive, but more important, the production schedule would take far longer than was acceptable.

Therefore, despite the difficulties involved, the Laboratory undertook the program development process itself. Not only did this necessitate hiring production and field test staff, but also the establishment of a staff for evaluating the effectiveness of the overall effort.

At this point (summer, 1968) the following segments of the program development sequence had occurred: A needs and feasibility study was done. A program description had been elaborated, and a curriculum formation and preliminary definition of overall program goals were formulated. No specific evaluation plan had been formulated at that time, although the author of the curriculum preparation expressed the feeling of AEL management and development staff when he noted, "to a larger extent, the potential success of the overall (ECE) demonstration program depends heavily upon the virtues and faults of the evaluation design" (Hooper, p. 3).

The evaluation design itself was formulated to cover the three-year developmental span of the ECE program. During the program planning phase, Dr. Gerald Lesser and Dr. Warren Seibert of the U.S.O.E. site review team
stressed the overall importance of evaluation and offered general suggestions for the evaluation procedure. In order to implement these suggestions, a panel of research and evaluation experts met with the AEL staff to formulate such a plan.

It was from this meeting that the development of criterion variables, indicators of those variables, and finalization of measurement procedures took place.

The final evaluation plan (as of June, 1968) specified the following:

A. Criterion variables which were selected were in the areas of program performance (child's behavior), program effort and required resources, program performance pervasiveness (logistics of widespread adoption), and program cost analysis.

Within the broad categories other subdivisions of criteria were organized. The basic areas of language skills, psychomotor performance, verbal attainment (I.Q.), and social skills were identified as areas of child behavior to be assessed. Cost figures, resource availability, attitude of the overall population were included within the other areas of measurement.

B. Indicators of performance were selected for the above areas on the basis of availability, applicability to criterion variables, and previous utility. For the area of program performance, several nationally normed tests were chosen. These tests included the Illinois Test of Psycholinguistic Ability, The Marianne Frostig Developmental Test of Visual Perception, and the Peabody Picture Vocabulary Test. In addition, AEL constructed tests of social development and the attainment of overall program objectives were planned. Other indicators included parental surveys, questionnaires, and demographic information.
C. Measurement procedures were specified. The field test site which was selected was located in south-central West Virginia. Within that region, it was decided to locate three "treatment" groups, each consisting of approximately 150 children. One of these groups was to view the television program and receive all related printed materials, the second was to be visited by the paraprofessional and view the television program, and the third was to visit the mobile classroom in addition to the other components. Children of all three ages and both sexes were to be represented equally within each group. A measurement sample of 96 children was selected from this larger group to expedite testing.

The first major problem in implementing the evaluation plan arose with the allocation of individual families to treatment groups. Random sampling across such a large geographical area (six counties) was not possible because of the travel involved for the paraprofessionals and more particularly the problems associated with group meetings on the mobile classroom. In a rural and sparsely populated region such as this, random sampling of children was felt to be impractical.

As an alternative, a random sampling of geographic grid areas was performed, with most of the children in a given area being allocated to one of the three treatments. As was later found, however, this produced some systematic socio-economic bias into the samples, with the "TV-only" group having a slightly lower s.e.s. and being more rural than the remaining two groups.

A second major problem arose with selection of individuals to conduct the actual testing of the children concerned. At first it was felt that the paraprofessionals were best suited for this task and they were trained by the AEL Evaluation staff to administer the PPVT, Frostig, and ITPA as a pretest measure in September, 1968. As the testing progressed, it became
evident that not only did the home visitors resent this task, in many cases they were allowing their previous knowledge of the child to bias the test results to some degree.

Simultaneously with the testing in the field site, a control group in southern Virginia was located and was tested by individuals living in that area. Again, because the testers were not experienced with the instruments used, a question of validity of results arose.

Despite these problems, base-line data on the children were collected in the fall of 1968. At this time, however, it was not possible to administer a curriculum specific measure to evaluate the basic level of attainment of program objectives. This was because the final selection of the first year's objectives had not been completed, thus preventing a sampling of items. Social skill attainment was not measured because of the lack of AEL staff and resources to measure this area.

After an interval of nine months, posttest information was collected to provide an estimate of the gains produced during the first year's operation. During this interval, the first year's objectives were compiled into the Appalachian Preschool Test (APT), a curriculum specific measure. However, during this time the mobile classroom had been available for only four months, due to logistical problems in constructing the teaching enclosure.

After the first year's operation, an evaluation report was prepared, comparing the gains of the three treatment groups with those of the control group. Generally, the results indicated slight gains in most areas of measurement and equivocal changes in those areas where gains were noted.

Little positive information was provided in the first year's evaluation report on the area of program performance. Only one of the language subtests
showed significantly different gains across groups, the PPVT showed no significantly different gains, and although the three "treatments" scored significantly above the control group on curriculum specific measure, no differences were noted across the three treatment groups.

Because of the lack of definite information as to the validity of the information provided by the control group testing, and the problems associated with the use of home visitors as testers, no decision was made to recycle the entire program. Instead, efforts were made to improve the quality of the evaluation process in respect to the information needed by the management of the Laboratory.

A review of the first year's report was conducted by the panel which had first met to decide on the preliminary evaluation plan. At that time (December, 1969) many changes in the format of the report, the nature of the data analysis to be done, and in the mechanics of testing were recommended.

These recommendations resulted in the following changes in evaluation procedure.

A. Home visitors were trained and supervised by AEL staff to conduct all structured testing of children in the sample, but did not test children whom they knew.

B. The location of a new control group, closer to the Laboratory which could be more closely monitored and tested.

C. An emphasis on actual mean differences across groups instead of reliance on gain scores in future reports.

D. Simplified reporting of evaluation findings.

E. Increased evaluation staff size and diversity.

F. An emphasis on social skills measurement.

G. An increased emphasis on formative or within-program evaluation.

H. A reduced testing battery to simplify the testers' task.
It should be noted that at this point, no differentiation had been made between the design and engineering stage of development and the field test stage. Essentially, the difficulties which arose during the evaluation of the first year's operation could have been to a large degree minimized if small scale (trial run) procedures had been tested, before a more ambitious evaluation and implementation had been undertaken. To a large degree, this conclusion resulted in the structure of the first part of the current evaluation model.

Later Program Development

During the second and third year of the ECE program's development, a major evaluation event took place at the conclusion of each program year.

In June of 1970 (end of the second year) all of the children in the original sample were tested with the reduced battery of instruments. This battery consisted of one subtest of the ITPA, two subtests of the Frostig, the PPVT, and the curriculum specific measure. Additionally, a social skills measurement instrument was devised, based on an interaction analysis technique. One group of children who had visited the mobile classroom, and one which had not had that experience were videotaped in a group activity. Their behavior was subsequently analyzed for any systematic group differences.

After a preliminary report was made on findings of this testing, the evaluation staff and the advisory committee met and reversed several previous decisions. First, it was felt that the continuing problems with the use of paraprofessionals as testers necessitated the employment of individuals specifically for that function. Second, although the reduced test battery was more specifically oriented to the goals of the program, it did
not provide for the possibility of secondary (unplanned) effects. Additionally, data from the first year of evaluation had included these subtests, and if longitudinal information was needed, these subtests would have to be administered. Finally, the second control group was not adequately selected, producing mean scores which were as much as one standard deviation above the norms in some areas. This necessitated the location and testing of another group of children for the purposes of comparative analysis.

Another consideration arose because of the small sample size in each age by treatment by sex cell classification. With an original sample this provided for only six children in each classification cell. In several cases, by the end of the second year some cells were completely empty due to withdrawal of students from the program.

It was decided to administer the entire test battery to half of the children in the program in September of 1970, and to the total group in June of 1971. Additionally, a similar procedure (Solomon 4 group design) was used to test the new control group so an indication of the effect of testing could be obtained.

Location and testing of the new control group was done by West Virginia University in close contact with the AEL evaluation staff. This was to be the final segment of the program evaluation before a decision was reached on whether to proceed with operational testing, and every effort was expended to produce a meaningful and valid evaluation of the overall effects of the ECE program.

Because of the necessity for collecting further data, the actual writing of the second year's final evaluation report was delayed for almost six months. Although it followed the general format of the first report, it was judged
by the evaluation review panel as being considerably more sophisticated in both analysis and quality of language.

Where the first summative evaluation report had been written almost exclusively by one individual, the second was presented in the form of a number of individually written technical reports which could be read separately or together as the readers' needs dictated. A summary of the overall findings was also prepared to give an overview of the strengths and weaknesses of the program in its current stage of development.

The final evaluation procedure attempted to answer questions in the same areas as the original (first year) documentation of evaluation. It also addressed itself to the overall considerations of a comparison with a traditional kindergarten, one of the original goals of the program. Although limited resources were available for this area, a comparison was made on the curriculum specific measure and Peabody I.Q. test.

The final evaluation report incorporated the data on all the previously mentioned indicators of child performance, program cost, and parental attitude, and stressed a format which could meet the needs of a broad potential audience.

The final evaluation on the field test stage was completed in June of 1971, and after information had been organized and subjected to analysis, a decision was reached that the program was producing levels of performance sufficient to warrant its transition to the operational test stage.

At this point, it would be appropriate to consider the problems which arose in the application of the evaluation procedures to the field test stage of development. The major problems were as follow:

A. A comprehensive, action-oriented model had not been elaborated or made explicit enough to guide all the activities of the evaluation staff.
B. Relations between evaluation and production staff were strained at times because of differing philosophies, overlapping role expectations, and the threat inherent in an "outside" evaluation.

C. Data analysis was difficult because of the lack of physical facilities, professional resources, and the volume of materials to be scored, coded, and subjected to statistical analysis.

D. Most important of all, there often was not enough time available to gather the necessary data before a program decision had to be reached by the AEL management. The information flow in the evaluation procedure could be compared to the motion of a liquid through a pipe at fixed diameter. The transfer and process time is proportional to the volume to be moved, and to the amount of transformation necessary in the system before a decision can be reached.

E. The incorporation of a "formative evaluation" unit within the program to provide rapid feedback in a variety of areas was partially successful, but no structured record of these events was kept for future reference.

Operational Test Phase

After the decision had been made to move the ECE program (renamed HOPE at this time) to the operational test phase, several sites in the region were selected for the purpose of ascertaining the effectiveness of the program with minimal Laboratory supervision.

Evaluation procedures were suggested for these sites, but the specific adoption of given instruments, etc., was left to the discretion of the site. Evaluation staff was made available to the test sites, but no demands were made on the amount of supervision which those individuals could exercise over the program evaluation.
Basically the operational test evaluation used the same instruments which had been incorporated previously, but allowed the individual sites to select the battery and staff time for testing allowed. Funds were not available for hiring testers at the sites, so the paraprofessionals were required to test the children enrolled in the programs.

Data were gathered on a pre-post basis at all sites, and test scoring and coding were done at the site. Data analysis, interpretation, and report writing were done by the evaluation staff at AEL. This division of labor saved time, but sacrificed control and supervision of data gathering, and made enforcement of production timetables almost impossible.

The Evaluation Department also made an effort to describe any differences in program implementation across the sites, and to relate those differences to any systematic biases in the children's behaviors as measured by the test battery.

An evaluation report was prepared on all of the test sites, comparing their performance to that of the previous control group and to the performance of the children in the previous field test. It was found that the operational sites were performing at a level of efficiency approximately equal to that of the previous year, but were spending relatively more per child than had been necessary in the field test. This may have reflected the rather small numbers of children served in each site.

Discussion

Up to this point, this paper has focused on a historical documentation of actual events, and has not attempted to report on specific results or findings which were obtained from the evaluation itself. Neither has it specified the objectives, goals or prepared outcomes of the program itself.
This information is available from the documents listed in the bibliography which follows, and is not necessary for understanding the process which is involved in evaluating a given program which is undergoing development or diffusion.

Generally, it is possible to point to the strengths and weaknesses of the evaluation process which has been documented here. First, the process is designed to provide information to decision-makers in a variety of positions and thus is flexible in its format of reporting findings. The wide range of individuals in the target audience necessitates a corresponding range of report formats and writing skills from evaluation staff.

Second, the sheer volume of information required to make multiple decisions on a variety of areas and the necessary constant and close supervision of every phase of information gathering requires a large and diverse evaluation staff. With such a large staff to meet periods of heavy activity, individuals sometimes find themselves with little work and a given product moves to a stage which does not require their expertise. Again, as programs tend to follow cyclical development or evaluation activities, the work load is also seasonal in its volume.

Third, the necessity of rapid decisions in matters of great importance to the program occasionally forces circumvention of the evaluation process. That is, decisions must sometimes be made without benefit of the empirical evidence which would be available at a later time. The evaluation process and model which has been described allocated the time of a decision to the availability of information, while in reality this match is not always made.

Fourth, the constraints of funding may not permit the actual recycling of a program, process, or component which has not succeeded in meeting its goals. Changes may be suggested, but may not be implemented simply because sufficient funds and/or time are not available.
Fifth, the evaluation process in a multi-component program may not be able to specify direct relations of cause and effect between target population performance and individual segments of a program. This is particularly true in the HOPE program here described, where the three program components had overlapping goals. Thus, it is difficult to allocate responsibility for charge to a given component.

Finally, a great deal of difficulty is encountered in setting goals and objectives for a developing program and in adhering to those goals as new staff members are added to the development team, and as subjective impressions are used to determine the feasibility of the task being undertaken. As the program develops, the goals may change direction without the knowledge of the evaluation staff.

For this reason, close cooperation between development and evaluation staff is necessary not only to successful completion of the entire development process, but to the overall accuracy of the information which the evaluation was intended to deliver.
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An Evaluation Model for a Regional Educational Service Agency: Construction in a Product Development Setting

The domain of educational development as envisioned by the Appalachia Educational Laboratory, Inc., is subverted by seven stages. The stages are grouped into three strategy groups and characterized by emphases on product development and product diffusion (Figure 1). The first group of stages in the domain is that of program planning strategy which encompasses the stages of needs assessment, feasibility analysis, and program planning. The product development strategy is the next group of three stages which includes product design and engineering, field testing, and operational testing. The seventh stage is that of product diffusion strategy and attends to dissemination and implementation.

Program Planning Strategy

Program planning strategy attends to needs assessment, feasibility analysis, and program planning. An attempt will be made to recapture the development of program planning strategy for the Educational Cooperative. That is, an examination will be made of the needs assessment, feasibility analysis, and program planning which constituted the program planning strategy for the Educational Cooperative development program of the Appalachia Educational Laboratory.

Needs Assessment

A rudimentary consensual needs assessment of the Appalachian Region was accomplished by the steering committee which proposed the establishment of the Appalachia Regional Laboratory (Steering Committee, 1965, pp. 10-11).
Figure 1

AEL MODEL FOR EDUCATIONAL DEVELOPMENT
"This, then, is Appalachia and these are its educational needs. While including a significant portion of the land area and population of the United States it is a region apart from the rest. A non-urban land, also non-farm, much of it deprived of the facilities, services, and economic characteristics of modern America society. Its distinctive educational problems stem from basic deficiencies in the physical, economic, and social environment. The educational systems of the region are beset by problems of poverty and consequent cultural deprivation, outmoded curriculum materials and concepts, educational and social isolation, inadequate provisions for relating school to work, low levels of aspirations and expectations, and a resistance to educational change."

In order to have an impact on the Appalachian region (Figure 2), it was thought that a need existed for a different type of delivery system for educational innovations. The vehicle for greatest change in Appalachia appeared to be an organizational design for a multi-district cooperative system. This cooperative would become a system for the facilitation of needs satisfaction in the Appalachian region. The setting would be for great change in a low information field. Stufflebeam and others later referred to this as a neomobilistic decision setting.

The principal axis of the organizational identity to be fostered in the educational cooperative was the character of a social system with a mission as an institutional educational change agent. The educational cooperative was to be a macrosystem with an adaptive dynamism for the facilitation of school system renewal. The macrosystem was to be regional collaboration on the enhancement of systems decidability. Collaboration on systems decidability was to evoke a functional compatibility of value orientations, needs structures, resource mix, and adaptive rationality. Adaptive systems rationality was to be an operation under positive sanction of accountability and effectiveness. The facilitation of school system renewal was to involve the educational cooperative as a model of administrative practices in its systems rationality such that constituents would reallocate resources reflecting renewal.
Figure 2

The Appalachian Region
(Defined by Steering Committee for Organizing AEL) (Steering Committee, 1965, p. 2)
Feasibility Analysis

The feasibility analysis for the intended educational cooperative program was highly dependent upon a study done by consultants from the Systems Development Corporation (Kent, Davis, LeBaron, 1967). The basic idea of the Systems Development consultants was that a paper model for educational cooperatives based on reviews of literature, expert opinion, and possible field test would be misleading and not worth its cost. They made the following remark about what they called an adaptive methodology for development of the educational cooperative (ibid, p. 29):

"No one yet knows enough about education technology to be able, merely by reviewing past experience, to write specifications for an effective educational cooperative. What is actually needed, is a systematic program of planning, thought, tentative decision, trial, evaluation, and revision. In other words, the specifications are to be developed through actual experience with a complete, real, cooperative, which is actually brought into being in constantly evaluated stages. Specifications must come after, not before, the first cooperative."

To achieve the openness of the adaptive methodology to penetrate into the unknown and to increase chances of success in approaching this neomobilistic decision setting, the Laboratory entered into arrangements with four field organizations. These field cooperatives were observed over a several year period.

Program Planning

The legitimacy of the needs identified for the Appalachian region and the apparent feasibility of designing and diffusing educational cooperatives gleaned from the feasibility adaptive methodology led to the statement of objectives for Appalachian educational cooperatives. The objectives formulated were as follows:

1. To make available for the participating districts cost effective educational programs and services on a regional basis.
2. To serve as a model of administrative practices which will enable participating districts:
   a. To analyze educational problems and devise solutions in an orderly, rational manner.
   b. To reallocate resources in order to achieve desirable educational outcomes.
3. To bring resources of other organizations (particularly state departments of education and institutions of higher education) to bear upon the problems of participating districts.

Consistently, with these objectives, a number of specifications pertaining to membership, governance, financing, and services were formulated. The program strategy called for the development of manuals dealing with the descriptive design, the process, and the structure of the educational cooperative. The descriptive design (AEL, 1971) provided a rationale for the educational cooperative emphasizing its character as a wild organization. The process manuals were to elaborate on the functions of the educational cooperatives as identified by Terry Eidell (Eidell, 1965). See Figure 3. The process manuals were identified as needs assessment, planning, programming, and evaluation. Structure manuals were identified pertaining to policymaking, information systems, personnel management, and business management. In all, nine documents were to be developed as a result of the program planning strategy.

**Product Development Strategy**

The product development strategy includes three stages of the Model for Educational Development. The stages related to product development very strongly are Design and Engineering, Field Testing, and Operational Testing.
Figure 3: Educational Cooperative Process
The educational cooperative program was terminated during the Field Testing period. The discussion in this section will pertain to Design and Engineering, and the pertinent aspects of Field Testing with some extra Appalachian operational testing.

The product ensemble called for by the program planning strategy included nine manuals dealing with descriptive design, process, and structure of the educational cooperative. The descriptive design presented a rationale for the educational cooperative and stamped its character as a wild organization. The process manuals were to be developed consistently with the objectives and specifications for the educational cooperative derived during the program planning strategy phase of development. The process manuals were to cover needs assessment, planning, programming, and evaluation. The structure manuals were to cover policymaking, information systems, business management, and personnel management.

**Criterion variables.** Criterion properties are those characteristics of the thing with sufficient import to be used for judgmental anchors of satisfaction. A criterion model of a system is an idealization of the world to achieve understanding and control of that world. The elaboration of a criterion model involves the identification and designation of variety as the bearers of relevant information of social significance. The manuals were in themselves to be a model of an elaborated educational cooperative. The Educational Cooperatives were to realize their design, process, and structure from the use of the manuals. So the criterion properties of the manuals and the cooperatives were to be isomorphic. The criterion variety for the cooperative system was to have sufficient specificity to provide for the inclusion of requisite variety (Figure 4).
Figure 4

Organizational Design Correspondences
Generality-Specificity Continuum
An example of a criterion property of the educational cooperative provided for in the descriptive design is the property of inclusion. Any school district which can be benefited satisfactorily through membership in the educational cooperative is to be included. Other examples of criterion variables are those of priority setting, standard setting, and alternative generation.

Indicators. The criterion of inclusion was associated with an ensemble of operational indicators, viz contiguity, unitary intersection, contractual complement, conditions, radius, and enrollment. The determination of radius, for example, was to be achieved by use of scaled maps of the cooperative area to determine whether the cooperative service area is less than or equal to one hour driving time from the central location of the cooperative offices. Indicators as a rule are criterion-referenced manual-specific in content. Manual-specific operability for methodological choices in setting priorities include synectic techniques, deductive techniques, inductive techniques, advocacy approach, and a mixed bag of other things such as sensitivity analysis, contingency analysis, a fortiori analysis, etc.

Measurement and Instrumentation. Instrumentation is the invention or adaptation and utilization of devices to enable delineated information to be gathered for evaluative analysis. Instruments must provide for content validity, have parallel forms whenever possible, and have concurrent measures if practical. The instrumentation for the evaluation of the educational cooperative was conceived to gather information adequate for product decisions on the manuals. This required the consideration of mundane existence, multiplexing variety, operability, and formative revision.
TABLE 1
INCLUSION INDICATORS

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contiguity</td>
<td>Identify the district boundaries of members of the Cooperative on an official map of the region, and note the lack of disjointed members not sharing a border with another member.</td>
</tr>
<tr>
<td>Unitary Intersection</td>
<td>Note the mapped intersection of the Cooperative area and the adjoint planning and development district, and identify and enumerate those Cooperative members in the intersection.</td>
</tr>
<tr>
<td>Contractual Complement</td>
<td>Identify and enumerate any Cooperative members not contained in the mapped intersection of the Cooperative area and the adjoint planning and development district.</td>
</tr>
<tr>
<td>Conditions</td>
<td>Identify any conditions of membership imposed by the Cooperative.</td>
</tr>
<tr>
<td>Radius</td>
<td>Scaled maps of the Cooperative area shall be used, with speed zone data from the state highway agency, to determine whether the Cooperative service area is less than or equal to one-hour driving time.</td>
</tr>
<tr>
<td>Enrollment</td>
<td>The Cooperative's pupil population will be determined from school district data to determine if that population is between specified limits.</td>
</tr>
</tbody>
</table>

NOTE: Inclusion - to include in a given Educational Cooperative any school-districts which can be served with satisfaction.
The first pass in the evaluation effort was conceived as the confirmation of existence of properties in the realization of the field cooperatives. In other words, the tone of neomobilistic plan change, one octave higher than mundane research, satifies with the existence of events and activities included in design. Initial efforts to attain an evaluative capability for the educational cooperative program defined a minimal basis for satisfaction with elaborated realization as the embodiment of design. The satisfaction gauges were the criterion variables. The criterion variables are comparable to factors in the multivariate space. Each criterion variable is an information channel multiplexed by the variety of a subset of the multivariate space. Factor analytic techniques commence with variety space and delineate the multiplex channels of the factors. The criterion variables are the multiplexed channels of satisfaction and the approach is the reverse of the factor analytic technique: an expanded variety subspace is sought out for the criterion variables to generate a variety universe for authentication of realization.

Twelve instruments were designed to get the information on mundane existence. These instruments covered separately the manuals for the process and the structure for the educational cooperative. Also, instruments were designed to get information on interaction of the board of directors, the minutes of the board of directors, the effectiveness of the educational cooperative, and an observational instrument was designed on the basis of an organizational taxonomic unit.

Evaluation plan. The plan for the evaluation of the educational cooperative was a general systems plan. The educational development was conceptualized through a state-space representation of institutional elaboration. The overall evaluation is fundamentally concerned with the
performance index of the institution; an adaptive convergence policy in conjunction with existing institutional states maps into a realization with some loss relative to design. The performance index is a weighted composite of terminal error, instantaneous error, and cost of control (Stepp, 1972).

A conceptual model of educational development may be based on self-organizing cybernetic systems. Predicated in the self-organizing system is the elaboration of realization in accord with an adaptive policy of convergence toward a designed model-reference. Continuing scrutiny of the need for the adaptation of the policy of convergent elaboration of realization is a function of formative evaluation. The model of elaborated realization as an embodiment of design is a function of summative evaluation. The institutional state-space, the formative convergence policy, and the realization of institutional elaboration should be relatable by mapping functions. The entire model is that of institutional automata. The educational cooperative in effect becomes a generator of a new range of decidability in the problem-solving coping behavior of school systems. The formative-summative contrast in the plan is exemplified in Table 2.

**Evaluation Advisory Committee.** An advisory committee was impaneled for the Design and Engineering phase of the evaluation. The panel was composed of three experts from state department, research administration, and university research communities. The principal recommendation of the advisory committee was the facilitation of communications between the product development staff and the evaluation staff to achieve a consensual validation of efforts.

**Field Testing**

The four field sites originally contracted with by the Laboratory for
<table>
<thead>
<tr>
<th>Aspect</th>
<th>Formative</th>
<th>Summative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aim</td>
<td>Tactics, specifications</td>
<td>Strategy, objectives</td>
</tr>
<tr>
<td>Emphasis</td>
<td>Technical efficiency</td>
<td>Theoretical adequacy</td>
</tr>
<tr>
<td>Scope</td>
<td>Fractional, infra-structure, micro-processes</td>
<td>Holistic, supra-structure macro-processes</td>
</tr>
<tr>
<td>Locus</td>
<td>Internal</td>
<td>External</td>
</tr>
<tr>
<td>Mode of operation</td>
<td>Negative feedback</td>
<td>Positive feedback</td>
</tr>
<tr>
<td>Decision points</td>
<td>Real-time</td>
<td>Discrete-time</td>
</tr>
<tr>
<td>User</td>
<td>Producer (Consumer)</td>
<td>Consumer (Producer)</td>
</tr>
</tbody>
</table>
the purposes of a feasibility analysis and field development of concepts about the cooperative were terminated as official organizations affiliated with the Appalachia Educational Laboratory. However, the organizations did continue as operational cooperatives. Four field activities were invited to apply to become the Laboratory's official continuing field test of the educational cooperative. One of these, the Upper Kentucky Valley Educational Cooperative, was chosen using criteria developed by the Laboratory's Educational Cooperative development team. A number of cooperative-type organizations, either newborn or in the process of being created, were invited to apply for consideration as a new field test educational cooperative. The Virginia Appalachia Educational Cooperative in southwestern Virginia was chosen as the new field test.

**Evaluation Advisory Committee.** In the Field Testing Stage, goal revision, reconsideration of criteria variables, revision of indicators, revision of measurement procedures and instrumentation, and revision of evaluation plan were achieved, and the Evaluation Advisory Committee review was conducted in the field testing phase of the educational cooperative development effort. The concerns of the Advisory Committee became focused on instrumentation and measurement techniques. The measurement and instrumentation approach had been toward confirmation of the existence of specified activities in manuals. There was some concern that existence confirmation alone was insufficient, which was undoubtedly so.

**Visitation.** Visitation was arranged with each school district in each cooperative area. A specially scheduled and conducted discussion pertained to each aspect of the process and structure for which a specific manual had been planned. Also each superintendent of each system was interviewed with
a special focus on the determinants of effectiveness of the cooperative in attaining its objectives as seen from the vantage point of the superintendent in his immediate district.

**Base-line data.** The base line data included documentary evidence of performance of the systems serviced by the cooperatives in those areas of practice addressed by the various product manuals. A number of bits of evidence were requested from the different school systems involved, including such things as salary schedules, planning documents, evaluation documents, and a selective multiyear crosswalk on fiscal program affairs. Before all base line data were procured, NIE called for the phase-out of the program. At this point all real progress in the program came to a halt.

**Operational Testing**

The relinquishing of control over field implementation of the design process and structure of the cooperative would have ensued official field testing. The degree of control in operational testing would have been much less in comparison to that in the field test itself. In the operational testing phase, the finalization of standards would have been made more public so that potential users could make a comparison of results from the operation. During field testing the standards would have been more flexible and subject to change in the formative upgrading. However, this was circumvented by the action of NIE and their imperative for phase-out of the Educational Cooperative Program.

**Discussion and Summary**

The construction of an evaluation model for a regional educational service agency, namely an educational cooperative, has been undertaken in
product development setting. The general evaluation design has been completed, but not validated. The construction of the specific design for the evaluation of the Cooperative was achieved during a more general emergent model-building effort for the evaluation of educational products (Bertram, 1973).

Basic issues inhere in the delineation, obtaining, and providing of information in a neomobilistic setting for planned change decisions. One very fundamental issue pertains to requisite variety for general systems decisions in educational development (Stepp, 1973). Any subsetting of the domain of educational development with system states, state variables, and state succession should have theoretical and methodological adequacy. The evaluation model must generate a systems decioidability in terms of a basis for information, including incompleteness, consistency, controllability, and observability. Thereby, evaluation modeling may achieve the status of algorithmic advocacy in a satisfactory fusion of scientific rigor with institutional mission, priorities, and policy (Schutz, 1973; Stufflebeam, 1972).
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SECTION V

The Application of the Evaluation Model to a Career Education Product

The general goal of the Career Decision Making Program, as stated in the Basic Program Plan, is "...To prepare guidance materials and management procedures which will provide a core structure of sequenced, coordinated experiences designed to assist students in developing an understanding of themselves and of the world of work and in developing the capability to make knowledgeable career decisions." The strategy for achieving this goal includes the development of materials and procedures matched to student level, i.e., to elementary, middle, and secondary school students. The materials and management procedures are to emphasize (1) media, (2) student-activated resource materials, (3) curriculum-based materials, and (4) a systems approach.

Information System

The information system consists of several subcomponents. One of these is VIEW (Vocational Information for Education and Work), a file of aperture cards. These cards have job characteristics punched into the first several columns so that they may be accessed by means of a card sorter or other data processing equipment. The microfilm in the aperture card may be used with the microfilm readers at the VIEW Centers to produce a hard copy for the user.

A second component is a file of occupational information based on the Dictionary of Occupational Titles (DOT). A prototype file was developed and a file plan was written to enable school personnel and student assistants to construct the same information at the school.
The Worker Trait Group (WTG) index of the DOT is being rewritten. This index of the DOT provides a means of accessing the information in the DOT beginning with traits associated with workers. The rewritten version is intended to match the language level of secondary students more closely than the original DOT language does.

The Occupational Group arrangement of occupational information is provided in the form of a table of contents in the DOT. This arrangement has been duplicated as another means of accessing occupational information, and has been supplemented by listing WTG codes along with occupational groupings. Coordination of these two kinds of information enables the interested user to enter the system with an occupational group of which he has some knowledge and identify worker trait groups compatible with it. From this point the user can identify other occupational groups that are compatible with the same worker traits.

A keysort index is being developed which will allow system users to access the information file rapidly on the basis of WTG as well as aptitude/ability data. Like the aperture cards of the VIEW system, the keysort index is a way of cross-indexing on several variables. Its utilization does not, however, require mechanical or electronic apparatus as the computer cards do.

The last component of the information system is not focused on the Information File. It is an occupational information index which provides access to a variety of information sources.

Elementary and Middle School Components

Due to a pressing need for career guidance for students who will be on the job market soon, it was decided that the secondary school component
should be developed first. Except for preliminary planning, the work of developing the elementary and middle school components has not been done. Consequently, little evaluation planning can be done for some time concerning these components. A general evaluation plan has been written. For the present, however, the program effort consists entirely of development and evaluation of the information system and the secondary school component.

Secondary School Component

Structure of the Product

The secondary school component consists of the information system described above and an instructional sequence of sixteen units. The three general areas of knowledge addressed by the units are the self, the world of work, and the relationship between them.

Knowledge of self is approached through self-exploration by means of a number of attitude, preference, and aptitude instruments. The treatment of self also has an affective emphasis, attempting to induce in students a feeling that they have a degree of control of their destinies.

Knowledge of the world of work involves the concepts of Worker Trait Groups, the data-people-things (DPT) classification scheme on which it is based, and the occupational groups. Thus the world-of-work material is focused on enabling the student to utilize the information system's structure efficiently. Games and simulation exercises are employed to give students a feel for the complex pattern of tasks necessary to get to a finished product, for the arbitrariness of the particular task assignments that make up a work position, and other dynamic properties of the world of work.
The relationship between self and the world of work pervades the instructional sequence. Materials dealing with the world of work are organized according to worker traits, and materials dealing with the self are placed in the context of the world of work. Beyond this inherent coordination of the self and the world of work, however, there is an emphasis on a decision-making strategy by which students can seek and utilize information for career decisions to select from the available jobs those best suited to themselves.

A list of the instructional units and their topics is attached as Appendix A.

Current Stage of Development

With the exception of a few subcomponents of the information system which are in the Field Test stage of the model, the program is in the Design and Engineering stage. The evaluation activities associated with this stage include (1) developing and writing a plan for evaluation to be carried out over all stages, (2) assisting program developers in specifying criterion variables and objectives, (3) locating or developing instrumentation to measure the attainment of objectives, (4) designing assessment procedures, (5) selecting test sites and sample of students, (6) collecting data on program impact, (7) analysis and interpretation of data, and (8) reporting evaluation analysis and interpretation to program developers to guide revision.

Since the subcomponents of the secondary school component and the information system component are not all at the same level of development, a more detailed description of evaluation activities completed must be addressed to specific subcomponents. The evaluation plan encompasses all subcomponents as well as all future phases of development, but execution
of the plan begins with assisting in the development of criterion variables and objectives. This step and those that follow can be carried out only when program development has progressed to the proper point.

Activities associated with development of the overall program have included (1) specifying a set of goals for the total program, (2) developing a set of criterion variables for those goals, (3) identifying a tentative set of indicators (instruments or other measures) for the criterion variables, (4) writing an evaluation plan (which included a general plan for evaluating total program impact), (5) review of the evaluation plan by an evaluation advisory panel, (6) revision of program objectives to make them more specific to the realistic scope of the program.

The instructional units are in various stages of Design and Engineering. The first five units, and perhaps the sixth, are due for preliminary testing before the end of the current academic year in June. Development of the remaining units has hardly begun. Criterion variables have not yet been specified for the latter units and probably will not be specified until summer. Consequently, all the subsequent steps in the evaluation model must be deferred while both program development effort and evaluation effort are focused on those units to be completed this academic year.

Criterion variables and objectives have been specified for the first four units. Objectives for Units I through III have been reviewed and subsequently refined. At the time of this writing, Unit IV objectives have not been revised since August, 1972, and will probably need further work before instruments can be constructed for the unit. Instruments have been constructed for Units I and II, and instrument construction has begun for Unit III.
Motivated by time pressures, the developers took the initiative in locating preliminary test sites. This evaluation of the C D-M Program deviates from the model in that design of assessment procedures, followed by test site selection was not the sequence that actually occurred.

Two groups of students were selected by development staff. One of these groups is an intact class of 35 high-school sophomores. The other is composed of 10 volunteers who participate in 90-minute sessions twice a week at the Laboratory's offices. Materials are first tried out with the in-laboratory group, then taken to the classroom group. The in-lab group is frequently questioned in considerable detail about their reactions to materials. Valuable feedback is obtained from the in-lab students, who are paid for their services, before the materials are presented to the high school students in the more typical situation. An exception to this order of presentation was Unit I, which had been presented at the high school before arrangements were made for the in-lab group.

Assessment procedures have not been designed so much as worked in around the schedule set by developers. Production of materials, particularly media, is typically achieved just in time for presentation to the students. Under these circumstances, a major problem of assessment turns out to be getting assessment scheduled into the class periods at the appropriate junctures, with sufficient time allotted so that students are not rushed. The deadline-meeting problem tends to interfere with the requisite advance planning for such scheduling.

A second difficulty arises out of insufficient lead time in specifying unit objectives. Instrumentation has to be developed on the basis of these objectives, and pretests can be given only if instrumentation is developed
before unit materials are presented. When program developers are working to produce materials in time for presentation, the situation takes on the character of a race between developer and evaluator. The assessment procedures have, not too surprisingly, been somewhat variable.

In the classroom group, Unit I was assessed by means of a posttest only. Both a pretest and a posttest were administered to the in-lab group for this unit, but this group had already been exposed to Unit II (Decision Making) before the introductory unit was presented.

Unit II effects were assessed by means of a posttest only, in both the in-lab group and the classroom group. This procedure was the result of time pressure rather than preference. For reasons to be discussed below, a pretest-posttest group would be desirable for this unit.

Only a posttest will be used for Unit III. A pretest could probably have been carried out for this unit if it had been considered a high priority to do so. The nature of the unit makes a pretest less important during the Design and Engineering stage than for Unit II, discussed above. Both pretests and posttests are planned for Units IV, V, and VI.

Additional assessment is planned to indicate attainment of overall program goals. As a consequence of meeting with the evaluation advisory panel, the program goals originally listed were considered for revision, but the current set of goals suggested and the criterion variables that follow from them have not been established as the final version.

A questionnaire has been designed to assess student reactions to the filmstrip-tape presentations, of which there are an average of two per instructional unit. The filmstrips, which were contracted out, have been evaluated by the program development staff and, in some cases, have gone through multiple revisions before being presented to students. The
purposes of the questionnaire are (1) to assess the acceptability of the
media to students and (2) to obtain any suggestions students can provide
for their improvement.

Data have been obtained with several of the instruments cited, and
interpretation of the findings has been provided to program developers
for their use in refining the program. Posttest-only results on Unit I
(obtained with the classroom group) indicated a high proportion (.81)
of failure on one item. After some discussion between the developer
for that unit and the evaluator, it was concluded that more emphasis was
needed on the concept represented in the item. The pretest on the same
unit (administered to the in-lab group) indicated a very low level of
difficulty for two other items at pretest. This was interpreted as evi-
dence that most students had met the objectives tested by these items
before the unit was presented—rather than, for example, evidence that
the wording of the items 'gave away' the correct response.

Posttest results on Unit II (Decision Making) indicated less than
acceptable performance by several students. At this writing, resolution
has not yet been reached on interpretation of this finding, but the results
have been communicated to the unit developer. No pretest data were obtained
for Unit II—unfortunately, since the objectives of this unit are related
to general problem-solving ability and posttest level may not reflect
gains.

Unit III (World of Work), on the other hand, does not require a pretest-
posttest evaluation at this stage. The content is so unlikely to be known
beforehand that posttest scores can be safely interpreted as indicators of
program gains. During the Field Test stage, when the evaluation is intended
to inform persons other than the developers, a pretest-posttest design seems more appropriate.

The information system calls for a different evaluation emphasis. Like any program component the information system components are intended to make a difference in program impact, but like other reference materials their impact is less easily isolated for observation. Because the information system functions as the undergirding information source, it is not feasible to have a control group that receives the instruction but is not exposed to the information system. Therefore a factorial design is not possible; but criterion variables may be identified for assessing the effectiveness of the information system.

The most obvious of these variables is degree of acceptance by faculty and students. Acceptance could be indicated by a simple questionnaire.

Amount of use of the system might be considered an indicator of acceptance, particularly for students who are not under pressure to retrieve information contained in it. For students who are receiving the instructional units as either a core or elective course, the interpretation of a record of use would be different, but such a record would still be an important variable for assessing the system. If, for example, students receiving the instructional units use the system more than other students do, the interdependent nature of the instruction and the system of information is supported.

The information file is constructed by indigenous personnel (e.g., faculty, counselors, students) rather than produced by the program. What is supplied is the file plan, a set of instructions for constructing the file. A criterion variable for product evaluation, therefore, is whether the file plan enables the adopter to assemble the information file without further
instruction. Further assessment of the file plan is possible through a questionnaire indicating the user's opinion of its clarity, comprehensiveness, etc. Thus both performance (actual construction of the specified file) and attitude (rating of the file plan) can be used to evaluate this subcomponent.

The file plan has been subjected to preliminary testing. Secretaries of the Laboratory were able to construct the information file by following the instructions provided.

Subsequently the file plan was field tested at two sites, but in a version somewhat different from what is intended as its final form. The version that was field tested utilized the Ohio Vocational Interest Survey to generate student trait variables for entering the file. The final form of the file will be designed for other instrumentation. Field testing will then be necessary for the final version.

Discrepancies Between Model and Process

The evaluation of the Career Decision-Making program is a more recent undertaking than the evaluations of the other programs discussed in this symposium, and the product is a relatively straightforward one, consisting of an instructional sequence and resource materials. The model was therefore available and fairly simple to apply to the kind of evaluation required. There have been several mismatches between the model and what has actually been done, however.

The first discrepancy was that preliminary test sites and samples were not selected for a comparison group design as indicated in the model for collecting data in Stage 4 (Design and Engineering). However, since there are no competing programs in the area where preliminary testing is being done, the only appropriate comparison group would be a no-treatment group.
Nearly the same information can therefore be obtained through a pretest-posttest design, and obtained more easily. Consequently, the pretest-posttest approach has been followed in this program except where practical considerations prohibited, as described above.

A second discrepancy is the return to the refinement of product goals (or at least to development of criterion variables) after the step "Conduct Evaluation Advisory Committee Review". No branch back from the advisory committee step is shown in the model. In keeping with the model, however, preliminary testing (Collect Base Data and Collect Post Treatment Data, in the model) has proceeded on the early instructional units.

This recycling (or, perhaps more appropriately, retrogression) of overall program development while units continue through a normal sequence points to what may be considered a deficiency in the model: no distinction is made between end goals and subgoals. For programs that have an identifiable structure of subcomponents at some sufficiently early point in development, it would be useful to plan for evaluation of goals and subgoals on somewhat different schedules. Perhaps the interrelationship between goals and subgoals in a given program is such that goals should be determined first and subgoals derived from them, or the goals and subgoals may need to be refined iteratively, using the current state of each to guide revision of the other. The appropriateness of proceeding with unit development while overall program goals have yet to be settled upon is a question that could be addressed through such a structure a priori, rather than after the fact.

Another aspect of subcomponent evaluation that merits mention is that the experimental design (i.e., pretest-posttest, treatment-no treatment) approach is not applicable to every subcomponent to be developed. An example described above is the information system. Equally relevant are the
tape-filmstrip sequences for the units. Such subcomponents may be evaluated by means of expert opinion, explicit technical standards, student opinion, etc. The question, of course, is whether such activities are properly subsumed under formative evaluation procedures executed by program developers or whether they should be included in the evaluation model.

Finally, there is the problem of allocation of staff responsibility. Within the organizational structure of the Appalachia Educational Laboratory the distinction between program developers and evaluators has considerable practical importance. In other organizations this may not be a distinction between people, but only a day-to-day or moment-to-moment role distinction. To the extent that it is a useful distinction in either sense, the model might benefit from a clearer graphic separation of the development and evaluation components of the system.
1. The goal of the Introductory Unit is to provide students with an introduction to the Career Decision-Making Program and to develop an awareness of, and a readiness for, career exploratory activities.

2. The goal of the Decision-Making Unit is to help students become aware of the kinds of decisions facing them, and to motivate them to learn and apply a rational and systematic decision-making strategy.

3. The goal of the World of Work Unit is to provide students with insight into the basic elements of work, basic worker skills, grouping arrangements of work, and career development patterns.

4. The goal of the Vocational Goals Unit is to assist students in identifying and understanding some of the bases for, and exploring some alternatives to their expressed interests, vocational goals and career plans.

5. The goal of the Vocational Interests Unit is to provide students with information about their measured interests, to assist them in comparing their measured and expressed interest, and to help them make career plans that are consistent with their interests.

6. The goal of the Work Situation and Adjustment Unit is to assist students in understanding the various types of work situations that exist and the adjustment of workers to these situations, and help them explore the variety of occupations related to them.

7. The goal of the Work Conditions and Physical Demands Unit is to familiarize students with working conditions such as the environmental and physical requirements of different careers so they can determine the appropriateness of various occupations.

8. The goal of the School Achievement and GED Unit is to assist students in understanding the relationship of their school achievement and general educational development to various occupational groups and levels within those groups so they can explore appropriate occupations related to that level.

9. The goal of the Aptitudes Unit is to provide students with information regarding specific aptitudes considered necessary for individuals to be successful in various occupations, and to provide students with information regarding their specific aptitudes so they can explore various occupations and establish goals that are commensurate with their abilities.

10. The goal of the Work and General Experiences Unit is to help students recall the important things they learned about themselves and the world of work from previous occupations and to consider their leisure time experiences that have relevance for career planning.
11. The goal of the Economic Influences Unit is to assist students in understanding how economic conditions and structure influence their present decisions as well as their future careers.

12. The goal of the Social and Family Influences Unit is to help students become aware of the pressures and expectations exerted by their culture, peers, and family and to assist them in asserting themselves so they can become the kind of person they want to be.

13. The goal of the Decision-Making and Career Planning Unit is to help students incorporate information and decisions made during the previous units and implement the decision-making strategy, through simulated experience, to make a knowledgeable educational decision and begin career planning.

14. The goal of the Educational Planning Unit is to assist students in exploring possible educational programs so they can make an appropriate academic and/or training selection.

15. The goal of the Your Future Unit is to help students look into the future and develop a career plan of action that has built in periodic reviews to allow for career progressions and career alternatives.
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SECTION VI

Interaction of Discussants, Panel and Audience

During the symposium, the Model for Evaluation of Educational Products was described, and three programs were used to illustrate certain aspects of the model. Following the discussion, the discussants gave their reactions and all participants became involved in an extended interaction with each other and with the audience. A transcript of the interaction follows, and has been slightly edited for clarity.

Dr. Hemphill

The first discussant will be Dr. Gary Horich, who is Director of Evaluation at the Texas R and D Center.

Dr. Horich

I have several questions to raise. I'm always surprised when I hear of a new evaluation model. It seems there are more models than evaluators. This is particularly distressing because each model purports to be a universal answer to all our evaluation problems and in reality it is usually applicable to a very small subset of evaluation problems. I think that with all the models and methodologies it is time for evaluators to stop generating models and to pull together the critical components of the models.

I have three basic questions. If we take the idea of a model literally, as a plan of action, the first question is "In what situation is that model applicable?" For example, here today AEL is suggesting a model. Is this model specific to a subset of problems that might be in the Appalachian region or is this something that someone might use no matter where they are? If the model is a specific one, applicable only in a certain number of
situations, what characteristics must a setting have for this model to be useful? Those characteristics should be specified as part of the model so it does not purport to be universally applicable in all situations if indeed it isn't.

The second question involves methodology. A great weakness of all models is that very few of them are specific about the methodology that they imply. They suggest plans for action but they do not explicate the specific techniques and procedures necessary to implement the model. If the model involves context, input, process, and product, surely then each of those areas must have some kind of methodology that an evaluator can use. Words alone and concepts alone are not enough to provide a sufficient evaluation model. It's the methodologies that need the development. The jargon, although helpful to the development of methodology, is superficial to the real question of how do you perform an evaluation and collect the data, and what kind of statistical methodologies are applicable to what kinds of data. So my question is "Do you address the issue of formative and summative evaluation in the model? To what extent does the model imply various methodologies, and if it does imply these, what are the methodologies?"

The third question involves the issue of dissemination. Evaluators are sophisticated enough, at this time, to realize that there are a lot of different kinds of information coming out of evaluation models. The information is not always concerned with decision-making. It's not always concerned with a heuristic for research. There are different kinds of information for different people. When you're talking about a complex model, the implication is that at certain points in time there are a lot of different kinds of information that should come out, and the AEL model
does bring up the point of different kinds of information. My question here is "What kinds of information can you derive from this model that might be of value to different people? More importantly, to whom would various evaluation reports be geared?" That is, what is the level of specificity for various reports that could be derived from the model and to whom are those various reports going?

Those are my three questions. Maybe some additional ones will arise in the course of the discussion and hopefully they will provoke interaction from those in the audience.

**Dr. Hemphill**

We will keep track of these questions and come back to them after Des has had an opportunity to react. Our next discussant is Dr. Desmond Cook, Director of the Educational Program Management Center at the Ohio State University.

**Dr. Cook**

The nice thing about being the second discussant is that you can either reinforce what the first one has said or agree with what he has said. I did agree with the several points Gary was making.

One of the problems is that one cannot do justice to large amounts of work, a lot of effort and energy put into developing a model in about five or ten minutes as a discussant. All you can do is kind of come at it with broad brush strokes and say these are some things that are of concern. I don't want to nitpick on semantics and this kind of thing. I think it's rather important, however, that you at least know the position I'm coming from when I look at it. I'm coming at it from what might best be called today systems management theory or management theory or systems theory. Therefore I have that perspective when I look at things.
When I see words like "A Model for Product Evaluation", I begin to get hung up immediately on semantics. We've already discussed a little bit of "What do you mean by model?", "What's the function of a model?", "What's a product?", "What really is evaluation?" For example, I can think of products at many levels. A product to me could be the knowledge we gain from the moon landings and its impact upon society. Do you evaluate that product the same way as you would evaluate the product of actually landing on the moon itself and all the attendant activities thereto? I can also think of a product being at a capsule level; just the capsule itself, not the booster or anything else. That's a product. Are we talking, when we use the term "product", about all three of those? Are there levels we have to deal with here? Are we dealing with terminal products or packages or are we dealing with interim products? This is the point that I believe was raised by one of the speakers here. To me there is a lot of reflection that this model refers to a terminal product, it's an end package. In my own thinking there are a lot of products being developed as you go along the way, call these sub-objectives or whatever you want. I think the question then becomes "Does the model apply to those products as they are being developed as well as to the overall package or the terminal product at the end?" It appears right now as I read the papers that it deals with the terminal product.

I was looking for criteria which would tell me if I had a good product. This point comes with a slightly hidden agenda because about a week after I accepted the invitation to appear on the panel I ran across a paper in the journal Research and Development titled "Six Keys to Evaluate New Consumer Products". It stated that "This article describes a model to assist engineers to evaluate new and unique products. The basic model
is applicable to a variety of consumer products. Its principle advantage is in providing a common, systematic conceptual framework by which to measure key qualities influencing acceptance of consumer products." Then they go on to list the six criteria, things like safety, durability, efficiency, effectiveness, aesthetics, economics, special features, etc., and give you a case history of how this model can be applied. I was struck by the similarity. I think the point they were stressing was not the process that was involved, but rather the criteria by which the product could be assessed. That was one thing I didn't quite see in the paper that I was hoping to see. What are the criteria by which we judge educational products? Are there six or seven basic ones? This happens to be an industrial example, but they have identified at least six of their concerns.

What I saw the papers dealing with was a basic process which is largely described in what I want to call the systems design-systems development literature. Basically, we have a kind of problem-solving model when you get into the fundamental roots of it. The process is fairly well-known and fairly well described in many different kinds of journals. This is not to negate the work which has been done. I would certainly hope we haven't gone through the process of reinventing a process with which we are already familiar. It talks in the paper about devising an ideal sequence. That's like devising an ideal wife. You'll never have one. You'll never find one. If you set up such a beautiful set of standards for an ideal evaluation system, you may wind up without any either. You can never find a reality that fits the ideal. If fact, that becomes a convenient way never to have one.

The model assumes a lot of rationality. My experience in living a few years is that a man behaves awfully irrational. You can present all
these nice flow charts and he isn't going to behave that way at all. All
the model and models like this can do is give you some bases which you
ought to touch as you move through this thing. And to make sure you have
them covered whether it's done in the stated fashion or in some other order.
The point is that these are the things which have to be considered. I
think the model is effective for that.

I have some concern about product evaluation from whose viewpoint.
There was some discussion of this. Are we looking at the product from the
point of view of the user or the producer? I happen to have as kind of
a hobby the flying of radio-controlled airplanes around the sky. The
manufacturer may produce a beautiful transmitter-receiver combination
which he thinks is ideal; it's gone through the process and so on but I
might not like it as a potential consumer. It doesn't meet my needs.
And so you always have to be thinking in this particular dimension.

Another question I dealt with was this: Are we describing a moni-
toring control subsystem or a larger production system. Is this basically
what the model is? Is it a monitoring control from management's point
of view? Discrepancies are noted between certain standards, the products
look like they are recycled, etc. This is what you read in the management
literature in control theory, cybernetics theory, and system theory. This
idea has been incorporated and to me that's good. My question is "Is
there any way it can affect the production system?" Can it begin to feed
information to say this is the way the production system ought to be changed.
Not only the product being produced but also the production system? And
if it is, then it's got to be integrated in that kind of way."
Most product models deal primarily with what I want to call performance specifications; what should the product look like? how should it function? etc., but tend to ignore two very crucial variables commonly called schedule and cost. One of the real problems here is that these three things get integrated very tightly together and when you start shifting around performance specifications for a product you certainly begin to play with schedules and budgets. You've got to think of all three simultaneously, not just one. I don't know whether the model was designed to provide that kind of information or whether you have another system which provides somebody with schedule and cost information and a second system which provides somebody with performance specifications. I think somehow we should work to get the system to include all three because all three are very crucial and should be presented at the same time, particularly if you are going into recycling. What's the cost of recycling? What time do we have?

The papers ask for suggestions for alternatives to this particular model. The question that comes to me is "Are there any design criteria for these alternatives?" What can they be? What kind of design criteria can we have for product evaluation model? What are the criteria against which we can judge the present model. This is a product. How good is it? What are the criteria by which we judge how good this one is? Is it pragmatic tested? Does it work? Function? Are there design criteria by which we say this is a good model or a good product? Can you apply the model to this product itself?

If some of you are really interested in the problem of designing artificial things, and I'm not creating that idea, it comes out of Herb Simon's booklet called The Sciences of the Artificial in which he talks about how man puts together things which help him accomplish his purposes. It pre-
sents some excellent chapters on problems associated with design, how you create these artificial processes and functions, etc., to help you get your job done. And I certainly encourage you to read it because he gives some of the criteria and thinking and logic by which designs can be formulated.

Dr. Hemphill

I wonder to what extent that a model such as this is a consequence of a bigger organizational plan for a Laboratory? For example, it looks like we have in this organizational chart for the Laboratory a whole division concerned with evaluation. Would you have the same model if you made evaluation a function that you associated with the operators of each of the programs in the Laboratory? To what extent does the model depend upon grander organizational skills that govern the whole process?

Dr. Bertram

I think this model is very much a consequence of the organization of the Appalachia Educational Laboratory at which it was derived. Other R & D organizations have evaluators within programs as opposed to a separate evaluation staff, and it's been my observation that you find more emphasis on the in-program, formative-type evaluation whereas this AEL model appears to me more summatively oriented. Dr. Cook alluded to that. This model is concerned more with the end product-type evaluation. I think that it is very much an artifact of the Laboratory staff organization, and one possible lesson is that you determine what kind of information you want and then decide how to organize to conduct the evaluation.

Gary alluded to "what kind of information do we aim at different audiences?" We do have different audiences, Gary. One is the university type with whom we must meet certain standards to communicate effectively. We do our statistical analyses of various kinds where appropriate. Brainard
alluded to some of them when he described the Early Childhood Education evaluation. At the same time we serve an audience of users, many of whom are not even interested in how we arrived at the information. They just want to know "what will the product do" and if the Lab will stand behind it. To elaborate just a little on the reporting system that Brainard was talking about, for a given year with the Early Childhood program we'll produce perhaps a dozen technical reports, one summary report of 30 pages, and then, for the key decision-makers, perhaps a one-page abstract of the "whole thing". We have a large volume of information but a decision may be partly based on a one-page sheet of paper as opposed to reports for technical quality. However, if we didn't have technical quality as backup, that would catch up with us, too.

Another question concerned the criteria by which we judge the effectiveness of an evaluation model. If the definition of evaluation involves decision-making, then, we should look at the different people who are making decisions and assess whether or not this information did enter into their decisions. In some way, we need to find out if the program directors are using evaluation information supplied by evaluation to make their day-by-day decisions. That would be one indicator of the effectiveness of evaluation. Another would be the use of the evaluation information by the clients of the Laboratory. A third one is NIE -- do the funding agencies use the information supplied by evaluators?

Dr. Kenoyer

Two other questions by Dr. Cook are closely related to that - one has to do with cybernetics and control aspect - if you can make the distinction between control and information, which you can in some contacts and not in others, I think what we attempt to do with our evaluation is to inform
those people who are decision-makers. To the extent that they are rationally
determining their decisions on the basis of input there is control or to
the extent that they are being forced by someone else to pay attention to
our evaluation there is control. But this is something that is more a
total systems question than an evaluation-level question. One item of
information that enters into this has to do with the schedule and cost
question, particularly the schedule. If in fact we can do our evaluation
in a context where attention is either forced or elicited in some way,
then pressure is exerted on the developer not only to do the product on
time but to do it right on time because he knows he is going to have to
recycle (which will mess up his time schedule) if it doesn't meet the
standards. So I think all of those questions sort of form a nexus and have
to be treated together.

Dr. Hemphill

You talked about decision-makers, that you are doing evaluation to pro-
vide information for decision-makers. I'm sort of confused about who these
decision-makers are that you're talking about. Sometimes it seems to me
that they are the managers of the program, or the Laboratory director;
other times it seems to me like it might be potential users, etc. You
made a comment that the information didn't get available in time to help
the decision-maker, that he had to make the decision without the informa-
tion. Is there a question of having information that the decision-maker
doesn't fit into his payoff matrix, which is irrelevant as far as he is
concerned. How does this model take care of questions such as those?

Dr. Cook

You are considering a question which deals with what I want to call
the behavioral dimensions of information systems, that is, how does the
decision-maker himself behave as a human being. Almost all of these models I keep running across assume a kind of rationality. The persons are coming at decisions in many different kinds of ways with many different viewpoints, political, social, and so on. And I think you could have to some extent a beautiful system which provides him a lot of information which he'll never use. For behavioral type reasons.

**Dr. Hemphill**

This seems to me a very good thing to separate very carefully. You talk about a model. If you've got a strictly rational model, go to a mathematical model, there is one such that's been around for a long time, statistical decision theory and I'm not sure to what extent your thinking is related to that rather abstract mathematical model. Or is it a behavioral model, that is, how do the decisions get made? It is fairly clear that mathematical, statistical decision theory is not very often used by a person who is making the decision. When you talk about model development, what kind of a model are you developing? One that is abstract, that in the extreme would be a mathematical model? Or is it a behavioral model?

**Audience**

It was alluded to very late in the discussion period, that was schedule and budget. And one of the things that I have never seen written in the area of education is the rank order of quality, budget, schedule, and some of the other kinds of things we do in the product development area. I would like someone to respond to that.

**Dr. Cook**

Let me respond to this. I have a graduate student this year, currently doing a dissertation on trying to ascertain the relative ranking of criteria for judging when a project is successful. We're looking at six possible
criteria, one of which happens to be called performance, that's meeting the specifications kind of thing. The second is schedule, the third is cost, the fourth is spin-off to the institutions. A fifth is customer satisfaction. The sixth is what we're calling follow-on work. That is, you did such a darn good job on this product that someone is coming banging on your door because they like what you did. We hypothesize that different organizational environments will have different criteria. I would believe, for example, that my dean would argue that my project is successful because there's spin-off in the sense that we have better staff and he doesn't care what the product really looks like. We've got more and better trained staff as a consequence. So this criterion of success of the project is more important to him than whether I stayed on schedule. So we're looking at these six criteria from a project director's point of view, a dean's point of view, and a sponsor's position. In most literature that I've read, and there's been a lot of research done, performance is the highest ranking criteria, i.e., making sure you meet the objectives that's the criteria that satisfies.

Audience

What are your criteria for judging your criteria?

Dr. Cook

There was an article in Ed Psych. about twenty years ago called "Criteria for Criteria".

Audience

It would seem to me in part that the discussion is about the question of money and scheduling and the answer being relevant to the person who uses or looks at that product. That person in the example is in higher education and institutions may be looked at by two people differently. Surely it is
obvious that a model for all the things that have been discussed as it is implemented in public schools needs to reflect that uniqueness of that individual concern, how it looks at it, its cost in relation to what it's going to buy, and along the way, having to look toward a funding agency like NIE. If they want that model to satisfy their needs, the Laboratory's needs, as a model for future funding, they'd better be cognizant of those criteria. On the other hand, if that model is needed to assess early childhood needs or where those students are for an individual program which is specific to that area, it should have that uniqueness before it's an applicable model.

I think what's most important in just the last half hour of discussion is that anyone considering taking a broad model for use would be ill advised to say the least.

Dr. Kenoyer

In answer to the question of who the decision-maker is, the decision-maker is a different person at different times during the development of the product. In regards to this final comment you made, in trying to cover all the bases with one model, I think the best we can do, or the best we have tried to do here, is to cover those kinds of information (and sometimes this doesn't even appear in the chart) but to cover those kinds of information that are needed at specific stages for specific decision-makers. As long as we're talking about a program developer, as we are in the Design and Engineering Stage, essentially we're talking about formative feedback, we're talking about a close-order kind of interaction in terms of fine grain time span and we're also talking about diagnostic information as opposed to overall evaluation of how things look on the whole. We would like to know specifically whether each objective is being met. We would like to know if a given objective is not being met, precisely how are we deviating
from it? When we get to the stage of Field Testing, and especially the Operational Testing, we are reporting to the potential consumer. He couldn't care less what kinds of diagnostic things we found earlier, what he'd like to know is, how does the thing function now that it's finished? He also couldn't care less what the cost to develop it was. What he wants to know is "What is it going to cost to apply the thing?" We do in our technical reports on summative evaluation consider cost effectiveness as part of performance effectiveness.

Dr. Bertram

Let me respond to a comment by Gary. I did not mean to imply that we saw this model as a panacea for all educational evaluators. There are some activities suggested in the model that have application over a broad variety of settings. We do think it has some application to the products currently under development in our own Laboratory.

Dr. Borich

Let me follow up on a comment that I've been thinking about in the last few minutes. Des mentioned determining criteria for the success of a product. At the risk of making that paradigm even more complex, we already admit that criteria change depending upon whose criteria you're using. It seems those same criteria change depending upon what the product is. As the product changes, the various criteria will change and in turn the people who have criteria will change. The reason I brought this up is that in the paper it is suggested that it takes a year to go through this cycle of the model. It seems clear that this would be dependent upon the product and that any kind of universal statement that this model is applicable to all products and would take one year to implement would seem to limit its effectiveness. Clearly the model would have to be geared to the
kind of product in which you're engaged. This goes back to Des' comment
"What kind of product is a research product?" Is it a hardware product?
I take it that you didn't mean that the model would take a year to
implement.

Dr. Bertram

No, I think that the suggestion was "perhaps a year" just to give some
temporal indication of the development schedule for products in our own lab.
But many products are on an annual cycle parallel to the annual school year.
Some product elements have a field testing duration of only a few weeks.
So the time does vary considerably with different products.

Audience

I see down here product implementation at the end of the model. What
does this imply? If it implies adoption and institutionalization by the user,
is the product abandoned at that stage to the user? Is there no need for
some feedback as to what is happening to it?

Dr. Bertram

Right, that's a good question. May I respond to that? We would like to
be able to follow the products developed by the Lab over a period of years.
That's really the question, isn't it? How long do we intend to monitor the
products to make sure they are continuing to meet the performance standards
which were set earlier? Unfortunately, with the funding arrangement as it
is now, a program's funding may be for five years and this funding is discon-
tinued, so unless there's a strong organization within the Lab which can
monitor the continued effectiveness of products, we don't have the resources
to do it. Funding is usually discontinued following the development of a
particular product. We don't presently have the funding to do the follow-up
study we would really like to do. We recognize that problem and I wish there
was some mechanism by which continued follow-up of developed products could be guaranteed.

Audience

Some monitoring is taken care of by new needs assessments being conducted. I assume that needs assessments would be sufficiently sensitive to the changes in products being used and so while that specific product may not be monitored on a one-to-one basis, I would hope that through a needs assessment, at least some of the impact could be judged.

Dr. Cook

We're developing a package for RBS and one of the questions NIE is asking RBS right now has to do with impact. Data on impact, have we made a difference with that package (in this case, the management of projects within the school district) and can we document it? If we can get that kind of impact data, and that's not just immediate, this is down the line, then they're more likely to sustain further work on the product. If not, they're simply going to abandon it. I think that's the question he's asking, and what your problem is, is getting that impact data a year or two years down the road to see whether you really made any difference or not. That's the kind of data I understand NIE is beginning to ask for, more and more. This puts you back in kind of a research mode, I guess.

Audience

My comment is more of a recommendation than a question. As I observe your model you display seven stages. And the label you are putting on those phases is very revealing. Under product planning, you are assuming the specification of outcomes. Am I correct? (Right.) If I revise this model, I would use that specification of outcomes as one of the major phases. Several of the questions have related to a concern about how you specify all
the dimensions you have to specify. That means you have three dimensions in which you should specify outcomes. One is the systems level, the benefit area, the social impact, impact on education, large context in which the product is to be used. The second level is obviously product specification, in this case, what should the user be able to do having used the product? This is typical, most often quoted in terms of objectives of the product. The third level refers to questions which relate to the utilization of the product, such as cost, maintenance problems, usability of the product, criticality of the product, and if you have examined all these three levels, then you will get a more detailed specification which will allow you, the evaluator, to ask questions of all these levels.

Dr. Kenoyer

I think the reason that we phase in rather strongly on Step 4 instead of earlier is that to delineate the evaluation activity in such a way that we are talking essentially from the standpoint of our organization which has an evaluation group. An evaluation group, per se, is not called into the planning phase although individual members of us might participate in it. So the model is to that extent shaped around the particular organizational structure we have.

Audience

The more important questions should be asked during those 1, 2, 3, stages...

Dr. Kenoyer

I think some of the questions are asked. It's just that we didn't see that as part of the evaluation activity.

Dr. Stepp

I think he's making a very important point, too. Though we have laid down the claim that this has been a descriptive model, the point now is, is
it going to be a prescriptive model? I think for it to be an adequate prescriptive model, it must give attention to these essential program strategies. If it does not, then the model will be inadequate.

Dr. Bertram

This brings up a more general question, too. What *is* the domain of the evaluator?

Audience

To aid in decision-making.

Dr. Bertram

To aid in decision-making. But when you get down to finer points, I'm not sure we have it. Since our time is gone, let me conclude with one final point.

To me this points to an even bigger need than just at AEL. I think evaluators at the different institutions working in Research and Development need to develop some kind of a consensus concerning what we are all doing that's acceptable. What are our standards for evaluation of products? They're a little different from the standards for research, which are fairly well worked out. We need input from different disciplines, such as systems management theory which Des represents. I would hope that this would be a continuing dialogue which will result in more consensus concerning the criteria by which the effectiveness of product evaluation is judged.

Dr. Hemphill

Adjournment