ABSTRACT

In this final volume of a three-volume series on the construction of self-instructional systems, the focus is on various aspects of post-construction control and improvement. As the first step in this phase, the process of polishing the material by checking for readability, integration, retention, and motivation is described and some of the aids to be used in this checking phase are suggested. A description of empirical procedures is included to emphasize the need for systematic revision techniques. Some examples are presented of relevant variables and systematic mapping devices which aid in evaluation. Combinations of revision criteria are reviewed and a few special measures to reduce student boredom are suggested. The final task in program construction, compiling a program manual, is detailed with a catalog of the categories of information common to any program manual. A check list is provided to facilitate the assessment and comparison of existing programs. A glossary defines terms used in programmed instruction and educational technology. See also volume one (EM 009 072) and volume two (EM 009 073). (JY)
SYSTEM MODIFICATION AND EVALUATION IN INSTRUCTIONAL PROGRAMMING: THE FINAL PHASES OF THE PROGRAM CONSTRUCTION PROCESS

Ake Bjerstedt

The construction of a self-instructional system can be seen as a work process with three main phases: (1) System analysis: Preparatory work; (2) System synthesis: Construction of a preliminary system version; and (3) System modification and evaluation: Post-construction control and improvement. While phases 1 and 2 in the program construction process were dealt with in earlier reports (Didakometry, Nos. 30 and 32), the present survey focuses upon phase 3, discussing various aspects of post-construction control and improvement (such as the polishing and checking phase, the general procedure of successive evaluations, various evaluation criteria and evaluation aids, compiling the program manual). Terminological and bibliographical appendices are included.
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12. **POLISHING AND CHECKING PHASE**

When the various instructional units have been constructed, a renewed examination is made of the unit sequence. It is, of course, important to check that nothing important has been forgotten, and that the various parts of the program have been put together smoothly. But there are many other factors that the programmer should consider before starting empirical experiments with his material. In this chapter, some of these points of view will be briefly discussed, and various aids (designed to help the programmer in this checking phase) will be described.

We will first group our comments on checking around four problem areas: (1) facilitation of communication (readability), (2) integration, (3) retention, and (4) motivation. We will thereafter devote a special section to various aids for systematic mapping and checking procedures.

12.1 **FACILITATION OF COMMUNICATION (READABILITY)**

Those responsible for planning and writing the study material do not, perhaps, always notice the difficulties or ambiguities in their formulations. On the other hand, someone who has not been directly involved is aware almost immediately of such things in his capacity as recipient rather than dispenser of information. The final proof of the efficacy of the study program as a communication medium is, naturally, revealed in its effect on representatives of the student group. Ordinarily, however, considerable effort can be saved by careful examination in advance.

Someone familiar with programming, but not connected with the particular project, reads it through, therefore, with the purpose of simplifying it and pinpointing obscurities. It is usually desirable that two others take part in this preliminary study. An expert on the subject makes a detailed examination of the factual material and also evaluates how well the course material is covering the ground required. The material is then read for a language control by someone who has both a good writing style and experience of the characteristic reading ability of the students in the target group. If the program contains special types of aids (pictures, sound effects, etc.), it is often necessary to call upon other experts to assure the best possible technical use of these aids. In this section we shall briefly present some ideas on one of these aspects of revision, namely, the question of readability or - in more general terms - communicability.
Among the main questions the reviser should ask himself are these:

(1) Is the presentation of material as far as possible adapted to the special qualifications of the students (student-adapted communication)?

(2) Is the thought content expressed with an optimal degree of precision?

(3) Does the physical structure facilitate as much as possible a meaningful focusing of attention?

One study (Grace, 1963) indicated that programmed material differed significantly from non-programmed material in respect to several factors which are usually considered to be connected with readability. The programmed study material used, on the whole, shorter words as well as a higher percentage of the more frequently used words in the language, and new words were introduced at a slower rate. Even if the results of this particular study may not be entirely reliable (since we do not know much about the comparability of the two groups of texts used in other respects), the indications are that program writing as such tends to influence the author to a use of words better adapted to the language abilities of the student. This is quite natural, since the author, unlike the writer of textbooks (and through the presentation method itself with its constant demands for an answer), is not allowed to forget that he is speaking to a specialized audience with a claim to attention.

The demand for student-adapted communication does not mean, naturally, that a whole program can be confined within the boundaries of a minimum language area which all students at the beginning of the course can be expected to command. But it means that one must start from that level and must make sure that new terms are not introduced without an explanation understandable to the students (that is to say, an explanation which uses for its definition language which can be understood by the students) and at a pace accommodated to their abilities (i.e., not so rapidly that the students cannot, when tested, demonstrate their ability to absorb the new words). In this connection good use can be made of the original student analyses. For this purpose it may be desirable that the student analyses contain recorded samples of the normal conversation of the test group as well as sample results showing their vocabulary comprehension (passive reading comprehension). Although it may be difficult in the first version always to keep these factors in mind along with ideas for presentation of the content, the final reviser can usually easily observe and correct the more outstanding violations of the demand for adjustment to the language needs of the students (when his attention is directly fixed on this particular problem).
In this connection it might be well to repeat our previous warning against routine application of different readability formulae which deal with average values (for word length, word frequency, etc.). In a more exact and psychological sense, readability can only be studied in relation to an individual. It is an individual matter which, moreover, is in a state of flux. What is "readable" for one student in the last phase of the program would in many cases have been "unreadable" for that same person at the beginning of the program. A routine, average appraisal gives a relatively meaningless result in these cases.

The question of the precision of the expression used must always be viewed in relation both to the students' receptivity to a certain type of information and to the goal which has been set. It is not always a case of striving for maximum precision, but rather an optimum degree of precision in relation to the circumstances and to the objectives decided upon. The risk for excessive accuracy (for example, scientific exactness in a case where it does not fill a need) is considerably less - judging by published programs - than the danger of inadequate precision caused by haste or poor linguistic marksmanship. It is often a question of the hazy use of equivocal abstract words, where the simplest linguistic revision is a transition to a greater concretion (and possible exemplification).

At the present time we do not know enough about the best methods of achieving a well-balanced focusing of attention. Naturally, essential facts should not be allowed to disappear in a cloud of verbal mist. Long didules are often improved by cutting, but a routine pattern cannot be used. Didules should be regarded as information units. It is not a question of cutting an excess number of words, but of weeding out those which are not important to the context: irrelevant and meaningless filler phrases or details which do not contribute to the final objectives. It is possible to shorten long didules by (a) cutting down the amount of detail in the examples given, (b) replacing some verbal explanations with pictures or diagrams, and (c) incorporating some didules in the collateral material in the appendix. In many cases it becomes evident after a closer look at the material that it is advantageous simply to divide a longer didule into several shorter ones.

Most likely, however, an extreme condensation is not the ideal solution. The interaction between student and program can be regarded as a play of alternating tension and relaxation. The relaxation periods need not be long, but they should not disappear entirely. If every single word
is loaded with meaning, the tension can be unnecessarily tiring, and the focal moment is not delineated as a clear figure against a background. Individual differences in reading habits for various types of texts should have some bearing on this, and student analyses could offer some insight into the problem. University students who change from a scientific course to liberal arts or vice versa usually experience significant difficulties in readjustment which, among other factors, should have some relation to different "density expectation".

In this play between tension and relaxation, the points of tension should be represented by the cardinal points in the content and not be language difficulties (expect possibly in regard to terms for just these cardinal points in the content). Some idea of the density of content can be derived from an analysis of the percentage of occurrence of "structural words" ("non-significant" words such as articles, conjunctions, prepositions, etc.) and "repeated words" ("significant" words which have already occurred one or more times within a given section). The lower these percentages, the fewer the "rest periods", and the greater the probability that the student will become tired because of the lack of balance in the relation of tension to relaxation (too great tension caused by too little word redundancy). The cardinal points and new terms should be allowed to stand out against a more neutral background of familiar material which does not invite tension.

Obviously this is a question of general principles which can be difficult to convert to specific rules for concrete examples without extensive trials. We know hardly anything more exact about the optimal values for different ages and different material. In general it can be said that an interesting field is opening up for teaching-related attention research.

A language check should also cover accuracy and consistency (is the sentence structure effective, punctuation intelligible, use of abbreviation uniform, etc.)? This aspect, however, is too self-evident to require any further discussion.

Program writing demands a great deal of the author: He should be able to think clearly on an abstract and complex level (in order to carry out effectively what has been defined by means of the terminal descriptions and clarified through the material analyses), and at the same time he must communicate clearly on a concrete and simple level (to reach his students effectively). We seldom find anyone who has maximum effectivity on both planes, and for this reason teamwork and checking should play an important role as correction factors.
12.2 INTEGRATION

Writers of programs have often been influenced by theories with a behavioristic tinge, where analysis of sub-components in observable behavior has played a leading role. Psychologists and educators who hold different theories criticize the program writers because they "atomize" learning and because they take altogether too little interest in the "cognitive structure" or "Gestalt" of knowledge, that is, in the integration of the parts into larger meaningful wholes.

These differences of opinion have been clearly expressed at some international conferences devoted to problems of programmed instruction. On the one side we often find the American programmers, many of whom base their reasoning on a stimulus-response theory of pragmatic-behavioristic type, sometimes considered to be fairly self-evident, although to some people somewhat lazy in detail. To them the behavioral terminology is usually the natural means of communication, while expressions like "cognitive experience", "comprehension", or "cognitive structuring" are regarded as suspect remnants out of the philosophical past of psychology. On the other side we often see some psychologists from Central Europe, eager to learn the principles and technical design of programming, but often with a negative attitude to the "atomized" terminology, which to them sounds like the old psychology of association, once and for all - as they tend to think - blown sky high by the Gestalt psychologists.

Such disparities are often interesting, and it should be a definite advantage for the development of programming technique if its principles are gradually studied and worked over by persons with more varying theoretical points of departure. Nevertheless, one has the feeling at times that the differences are more verbal than actual. If the debaters can only be persuaded to climb down from the level of general and verbose theorizing to the level of operational descriptions, they can often agree on facts. The differences reflected are, in other words, in many cases more to be found in "symbol environment" and habits of thought than in more significant divergences of view about the essential bases of facts.

This does not mean, however, that programming in certain forms cannot run the risk of giving an entirely too "atomized" knowledge with too few possibilities for the students to discover greater coherence and to achieve a perspective on that which has been learned. The programmer should under all circumstances be on his guard against these pitfalls (which certainly can be found even in other forms of instruction in our schedule-bound school world).
In order to facilitate "integration" and "structuring" of knowledge and to avoid that what has been learnt is experienced as unrelated pieces of mosaic, the programmer can use some of the following working methods:

1. Preliminary organization and other supplementary information to explain procedure ("meta-didules"). When introducing a new topic, it is often advisable to build a minor unit sequence into the program, the function of which is to give the student a preliminary idea of the goal and of the scope of the study material. A method of this kind can also be used for smaller task sequences. Ordinarily such organization is of value both for the effectiveness of learning and for the general learning attitude. The student should know where he is going. The programmer can also "speak directly" to the student about the nature of the work under process in other ways, for example, by relating specific learning points to the ultimate goal of the course, pointing out special reasons for combining certain learning units, etc. Principally for what seems to be "puristic-esthetic" reasons, such extraneous comments to the students have sometimes been avoided. Of course, they can break the continuity of the flow of information material (in about the same way as the actor's aside to the audience can interrupt the rapid repartee on the stage). There is, however, good reason to assume that the introduction of such second-order communications ("communication about the communication" or "meta-didules") can have some bearing on the experienced integration of the learning area as well as on the work motivation of the student.

2. Successive linking of detail (avoidance of discontinuous jumps). One important point in our checking phase is naturally a renewed study of instruction sequence, the individual micro-sequences (designed to teach special concepts or concept relations) as well as the total macro-sequence (with review of both the grouping of the subject areas and possibly the placing and character of branches). It is naturally important to make sure here that no significant item necessary to achievement of the goal is forgotten. But it is also of importance (especially with a view to furthering integration) to determine whether the various parts of the program are joined together smoothly enough and without disconnected jumps. In most types of courses it is both desirable and possible to tie details together to form a meaningful "associative net". This occurs chiefly at the transition from didule to didule and at the transition from
one micro-sequence to another. By making sure that the new tasks contain certain elements from the previous ones ("connecting elements") we get smoother transitions, greater probability of correct answers and better-integrated knowledge. It is, however, difficult to give any general rule of thumb for how this is best accomplished.

(3) Special assignments for furthering integration. Besides emphasis on the successive linking together of single details, it can be fitting to introduce from time to time special, more demanding recapitulation problems. Concepts and operations, which have been introduced in different connections, can then be brought together in more comprehensive assignments.

The possibility of working with program supplements, to which reference is made in the separate didules and to which the student is referred for information and compilations should never be forgotten. Such "supplements" can, for example, consist of maps, diagrams, tables or simply a summing up of verbal information. The assignments which are given in this connection can be directly aimed at integration.

It can often be helpful with shorter test sections (assignment sequences without new information and without aid-stimulation) at regular intervals, perhaps after every 20th or 40th didule. If these are well constructed, they can undoubtedly contribute to knowledge integration. They can, moreover, perform other important functions. They probably increase retention and they give the student a feeling that he really has learned something (which he does not always believe when progress is easy!)

(4) Didule patterns with integration-aim. Not only can the single didule be so formed that it promotes integration of component knowledge derived from earlier didules, but it is often possible and essential to arrange the single didules in an internal sequence so that the integration-aim is aided. Some potential procedures for accomplishing this which would be worth a more systematic testing for effectivity can be mentioned briefly:

a. Counterpoint sequence. Two content units which are to be linked together in the student’s behavior repertoire are alternated systematically during the practice phase.

Example: Cₓ/Cᵧ/Cₓ/Cᵧ/Cₓ/Cᵧ etc.

(Here and in the following the slanting line is used to indicate the didule boundary and the letter C the basic subject-matter unit.)
b. Superimposed sequence. Two subject-matter units which are to be combined with each other in the student's repertoire can be organized so that the latter unit is introduced just before that point where discussion of the earlier unit is completed.

Example: \( C_x/C_x/C_x/C_x/C_y/C_y/C_y/C_y/C_y/C_y/C_y \) etc.

c. Accumulated summary. When the material units are part of a larger complex (build a cohesive total structure), but still must be introduced in stages because of the level of difficulty, every new didule can be arranged so that the part-elements which have been introduced earlier can be repeated at the same time as a new element is introduced. That is: If the student's terminal behavior repertoire is to contain the complex \( C_x \& C_y \& C_z \& C_u \), the didule sequence can look like this:

\[ C_x/C_x \& C_y/C_y \& C_z/C_x \& C_y \& C_z \& C_u \]

d. Chronological accumulation of temporal behavior sequences can be seen as a special application of the general principle of accumulative summary, that is, the particular case in which a behavior chain based on time order is successively built up in chronological order, as follows:

\[ C_1/C_1 \& C_2/C_1 \& C_2 \& C_3/C_1 \& C_2 \& C_3 \& C_4 \text{ etc.} \]

Many behavior series are of typical temporal character, that is, they form a definite chain of actions which occur in a characteristic order. Examples are working with more complicated tools and machines as well as fault localization on different types of apparatus. Instead of first learning every part-subsection separately and then trying to put together the small bits to form a whole ("delayed integration"), it should often be more natural to practise sequence from the beginning in the manner described above.

e. Reversed accumulation of temporal behavior sequences. The temporal sequence should of course always be practised in the natural direction of association. We train, in other words, \( C_5 \& C_6 \); not \( C_6 \& C_5 \). On the other hand, it is quite feasible to accumulate the sequences "backwards" instead for "forwards". Instead of the didule series:

\[
\begin{align*}
C_1 \\
C_1 \& C_2 \\
C_1 \& C_2 \& C_3 \\
C_1 \& C_2 \& C_3 \& C_4
\end{align*}
\]
in which $C_4$ is thought to represent the natural end link in the behavior chain, the following didule series would be used:

\[
\begin{align*}
&C_4 \\
&C_3 \& C_4 \\
&C_2 \& C_3 \& C_4 \\
&C_1 \& C_2 \& C_3 \& C_4
\end{align*}
\]

The advantage of the latter arrangement can be that the student often derives greater motivation from being allowed to perform the terminal phase of a behavior series at an earlier stage as well as to see each practice series finished off with the goal clearly attained. Especially in those cases where the terminal phase of the behavior series is one in which the result stands out clearly (gives a definite, even dramatic demonstration of goal achievement) this type of sequence arrangement can be of value. (This method or procedure has been particularly advocated within the framework of the so-called "mathetical approach" represented by Gilbert and his disciples; see, for example, Gilbert 1969; Pennington & Slack, 1961).

(5) Adaptation of study material to divergent study behavior motivated by diverging initial repertoire or aims (with gains in integration when used for review). Our ordinary textbooks and handbooks can be used in many ways. Besides being successively learned as course literature, they can be "skimmed" or "read diagonally" by someone who has already mastered the principal contents of the subject (in which case "skimming" provides a quick survey and the possibility of discovering any new points). They can also be used as reference literature by those who have a more specific end in view than that of learning the subject as a whole: by use of the table of contents or the index, it is easy to look up a special part which is relevant to the current object without studying the other material in the book. One criticism of programmed study material has been that the specialized form (for example, the fixed arrangement of "small steps", arranged in "scrambled" order or in horizontal "bands") makes it difficult or impossible to use the study material in a flexible way, and that the reader is bound to using it for only one single reading method - according to the rigid pattern of careful memorization. This means too that those who want to brush up their knowledge after a period of time and once more get a comprehensive view of the material which has been covered have difficulty in doing so - unless they take the time-consuming way of again going through all the material in the prescribed order.
Anyone who tries to read through a finished program for a familiar subject area can easily be persuaded that these objections are valid. It is true enough that the programmer can defend himself with the argument that the program is designed for persons with a certain type of initial repertoire and is meant for a certain type of goal, and that because of this the programmer has no reason to take into consideration the fact that persons with a different initial repertoire (greater knowledge) and/or different goal (covering only certain parts of the field) think that the study material is not practical.

On the other hand, it can reasonably be argued that difficult survey-ability, with the rigidity in usage which follows, is often greater than necessary and that the writer could by relatively simple means make the total structure considerably more transparent - to the benefit of, among other things, later reviews for improving retention. Even though, naturally, the primary usage should determine the presentation and arrangement, the secondary usage (as review or reference book, for example) should not be made more difficult than necessary.

One technique which could easily be used to increase the structural surveyability is that of working out detailed tables of contents with references to didules as well as drawing up a list of essential terms and ideas (also with references to didules), and also printing the integrating main sections (preliminary introductions and outlines, for example) in italics, in another color, or emphasizing them by some other means. Ordinarily it is an advantage if the main sections ("chapters") are clearly separated from one another by page. It is usually easiest to set up separate chapter sections in programmed books with vertical progression, but this can very well be done in programmed books of other types.

12.3 RETENTION

The resistance to obliteration of that which has been learned is naturally affected by many factors. Several of the points on readability and integration which were presented above are also of importance in connection with retention. For example, the well-integrated material has - other things being equal - greater resistance to obliteration than the not so well-integrated. In this section we shall confine ourselves to summarizing some brief rules for repetition;
(1) Avoid too little repetition! Many a programmer includes too little repetition since the construction of repetition assignments is often boring for him and - since he himself is so familiar with the material - may also seem unnecessary. The student, on the other hand, who meets for the first time a number of new ideas and associations, is normally in great need of repetition. Retention of that which has been learned depends, naturally, to no small degree, on the "over-learning" which takes place in the instruction set-up. In this connection, however, the time-lag between the instruction occasion and the terminal situation must be taken into consideration as well as the student's opportunities for natural repetition or practice during the intervening period. Any possible dangers of interfering factors ("competing behavior patterns") must also be noted. As a guide for these judgments, the initial student analysis is of value and also the "expanded terminal chart" worked out in conjunction with it (cf. discussions on initial system analysis).

(2) Vary repetition! Routine drill with direct repetition of the same assignments is seldom desirable, partly because going through the material in this manner can easily become boring, partly also because the programmed sequences are worked out for those who have no elementary knowledge and when repeated must be assumed to function less effectively. The practice should instead consist of illuminating and applying the acquired conceptions in new contexts or with different examples. It is often a good idea in this connection to integrate repetition of old material with the introduction of new. In this way repetition monotony is avoided, the area for meaningful associations is increased, and desirable generalizations are facilitated.

(3) Spread repetition! As has been noted above, it is true that a concentration of learning can be effective from the point of view of speed but at least in the case of more comprehensive instruction material and long retention periods a certain spreading out of repetition should be desirable. It is thereby possible, for example, to treat the same idea first in a series of consecutive didules and later to allow the idea to turn up again at certain intervals (perhaps shorter in the beginning and successively with greater infrequency later on). A "distribution plan" could then take the principal form sketched below in Figure 12, 2 below.

(4) Individualize repetition as much as possible! The most usual procedure, that of allowing the student to pass from one assignment to the next whether he has answered correctly or incorrectly, without
returning to it later, has certain disadvantages. As mentioned above in our discussion of various "flow models", a "re-directing" to differentiated repetition (of assignments answered incorrectly at an earlier stage) may sometimes be worth recommending. Skinner's disc-machine (also referred to above) functions in just that way, and Holland & Porter (1961) were able to demonstrate that such a method can improve the final result of the student. These methods are especially suitable for learning "subject-matter items" (as, for example, in learning vocabulary in a foreign language), where this differentiated re-direction does not break the continuity. Those types of machines which function according to the "skimming"-principle can be useful here, but simple card collections are often equally effective. In these cases every didule can be noted on an assignment card (with the answer on the reverse side). Those questions which the student answers incorrectly can be placed by him in a special pile. He can then easily go through these once more (or as many times as is necessary until he has performed all assignments correctly).

12.4 MOTIVATION

Reading a long, continuous text without "built-in" work assignments or listening to an extensive oral exposition can be rather monotonous for many students. The result can be increased fluctuation in attentiveness with an accompanying reduction in the effectiveness of the instruction. Some of the increase in effectivity which in many cases has occurred in conjunction with the use of programmed study material seems to have some connection with the less monotonous work dynamics in the didule system (rather than with the sometimes too greatly stressed reinforcement effects of feedback presentation). The student experiences a constant task variation:

(a) he reads the information and the demand for an answer
(b) he works through to an answer
(c) he writes down the answer
(d) he checks his answer and prepares to go on to the next assignment.

The dynamic variation, the play between tension and relaxation (which we discussed in connection with readability), can here perform an important function, and the differences in the activities listed under a, b, c, and d are probably of importance. It is a reasonable hypothesis that points a and b ordinarily signify a rising curve of tension (with the summit at b), while points c and d represent a certain psychic relaxation during
the phases with more predominant motor activities (writing and machine manipulation). Both the subjective experience of the dynamic alternation and possible psycho-physiological consequences would be worth a special research effort.

But even if the programmed study material because of this inherent alternation of tasks is less monotonous than a running text or a continuous oral presentation, it is quite natural that the student can experience a certain monotony also in the programmed study material if, for a longer period of time or in several different connections, he works with the same type of small presentation units (as long as we have only a few and/or short programs there is relatively little danger of this). Several of the measures mentioned earlier for promoting the building of an integrated field of knowledge for the students can also be useful in reducing the dangers of monotony: for example, work with integrating supplemental material in appendix form or going thorough built-in test sections. Other methods of counter-acting monotony can be to alternate types of answer (certain sections perhaps without demand for an explicit answer), or to incorporate more comprehensive student tasks (directing the students to various source material; a technique termed above "the intermittent model"). There is a risk that, through exaggerated respect for one special method, we fail to try the united effect of different methods. We must keep in mind to avoid this risk.

That the experience of achievement is of great importance for the student's motivation should be indisputable, but in reality the problem is more complicated than some programmers usually describe it. We must take into consideration the great individual variations of earlier achievement experiences and the current aspiration levels as well as some more stable personality characteristics which may be of importance in this connection (for example, what McClelland and others have called "need Achievement"). The fact that such complications do not require much attention in the world of rats and pigeons (and some programmers always seem to think they will find the solutions to problems of the psychology of learning right in the rat laboratory), should not keep us from being aware of them in human learning situations.

We should consider at least two aspects of the problem complex. On the one hand we should note the fact that the learning effectivity of an instruction material is often greater when there is a high frequency of positive feedback. This was one of the chief viewpoints of the early programmer group inspired by Skinner, and it was usually assumed that the
error frequency should be low (perhaps under 5%). On the other hand, the maintenance of motivation in the long run (consistence in work) also seems related to whether demands are high enough in relation to ability. Individuals with high "need Achievement" and good learning technique can, for example, find very boring a long series of all too easy tasks, and this, reasonably enough, may decrease their interest in efficiently working with the material.

In this event we should perhaps try to make use of a "multiple success strategy". This can mean that while we work fairly constantly with a high probability of correct answers to separate tasks, we combine that procedure with "extra success effects" - for example, the possibility of rapid-track progression and/or the satisfaction of being able to answer correctly without clues (individualized offering of clues as in teaching machine Didak 501). Becker (1963) who proposes such a method of procedure compares this strategy with that which is used in certain lotteries or chewing gum machines. For one's "contribution" (a coin) one always receives a certain "prize" (a piece of chewing gum), but there is also the chance of getting a larger "prize" (an attractive object). A play of this kind on two planes of success should - mutatis mutandis - be serviceable in teaching material and might perhaps better do full justice to the varying individual needs.

The reviser cannot, naturally, make too radical changes in the total structure (these should be allowed to wait until the empirical data also are available). But he should make sure that nothing in the study material which can encourage boredom or discourage motivation is allowed to pass. Any possible monotony can ordinarily be eased through small changes in working methods. And if the reviser finds that the primary material provides all too little scope for the ambitious student to feel that he can achieve something on a par with his ability, then the addition of "extra success effects" should not be too difficult.
12.5 VARIOUS AIDS IN THE CHECKING PHASE

The fact that successive empirical try-outs of the materials are the final and most important steps in the evaluation process does not mean, of course, that we have to rush into premature data collection with hastily produced and unpolished versions of the study material. While an arbitrary reading through of the material may be fairly inefficient, a systematic mapping of certain apparent characteristics of the material, on the other hand, may be very fruitful. We may call this examination of apparent characteristics, the mapping of the "pheno-structure" of didactic sequences (as distinguished from the mapping of the "effect-structure" that might be carried out during the empirical try-outs later on).

In the present section several aids for this mapping process will be described and discussed, including check lists, diagrams of the relations between terminal objectives and the single didactic units, and various kinds of unit-charting protocols. It is felt that the examination is considerably facilitated by summarizing aids of these kinds. The risk of forgetting some important aspects of the examination is reduced, and a long series of questions about the material can be answered much more easily on the basis of a summarizing protocol than on the basis of the non-aided perusal of a long sequence of material, in which the different parts cannot be kept in sight at the same time.

It should be stated from the beginning that many different types of aids are possible, of course, and that each programmer should design his working tools to suit his own needs. The following descriptions should therefore be looked upon only as illustrations of various possibilities.

12.5.1 Examination by Means of Check Lists

The simplest way of remembering the important aspects that should be examined is probably to make up a fairly detailed list of questions to be answered for each self-instructional study material and to use this list for checking off systematically the answers for each separate part of the course material. An example of such a list of questions is given in Box 12.1. (It should perhaps be added that some of the questions in this list are such that only the subsequent empirical try-out can give a definite answer. Nevertheless, it is often possible to make intelligent guesses in advance, and thereby to save some steps in the revision process.)
Box 12.1 Check list for pre-test examination: An illustration

1. **Examination of goal relevance and content:**

1.1 Does the program contain all that it should according to the initial goal statements?

1.2 Has all irrelevant material been eliminated? (Irrelevant materials are those that are neither included in the goal statements, nor fill any clear-cut educational function as aids in the process of reaching these goals.)

1.3 Have all those points been eliminated that, according to the target population analysis, the students have already mastered?

1.4 Does the program avoid giving any single subject-matter aspect a coverage that, according to the goal statements, could be considered unreasonably large or unreasonably small?

1.5 Has all changeable information been checked, so that the students are given maximally up-to-date information?

1.6 In the judgment of subject-matter experts, is the content free from factual errors?

2. **Examination of the "procedural instruction" of the program:**

2.1 Are the "procedural instructions" of the program to the student (instructions about the ways of handling the material during study etc.) complete, clear and easy to follow?

2.2 Is the student given a sufficient amount of training in how to give answers or handle the teaching machine in the beginning of the program (as well as in other places where perhaps a new answering technique is introduced)?

3. **Examination of the organization and sequence of content:**

3.1 Does the program try systematically to establish a connection between those experiences or concepts that the students already have in their repertoires and the new knowledge that is introduced?

3.2 Is the program constructed to use - where this is possible and appropriate - the sequential approaches that are usually referred to by phrases such as "from the simple to the complex", "from the easy to the difficult", "from the concrete to the abstract"?
3.3 Are there sufficient exercises for application and repetition?
3.4 Are the units with material for repetition adequately spaced (in the beginning sufficiently near the first presentation to make correct answers possible and after that with increasing and sufficient intervals to maintain retention over large enough periods of time)?

4. Examination of the stimule-function of the single didules:
4.1 Have irrelevant and distracting details been removed, so that the attention of the student is clearly focused on the central part of the information of the didule?
4.2 Is the communication presented in a sufficiently life-like and concrete way? For instance, have pictures and supplementary demonstration materials been used where such aids can supply the intended information more effectively than verbal description?
4.3 Are the examples given sufficiently varied so that the student does not get a wrong and one-sided picture of the principle or concepts being treated?
4.4 Is the position of information appropriate, so that, for instance, important information has not been placed after the response request?
4.5 Have the prompting techniques used been sufficiently varied?
4.6 Has unnecessary prompting been avoided?
4.7 As a rule, has meaningful prompting (by means of logical induction, parallel exemplification etc.) been chosen where appropriate rather than unnecessary formal prompting of a kind that may distract the student's attention and divert it to unimportant aspects of the communication?

5. Examination of the respule-function of the single didules:
5.1 As a rule, can the questions be answered on the basis of the information that the student has received?
5.2 As a rule, have response requests been avoided that can be answered without understanding of the content of the didule (by formal-linguistic pattern completion etc.)?
5.3 Has the response request been designed so as to give a reasonable guarantee that the student has understood the essential communication of the particular didule? In other words: Are the response requests relevant to the aim of the particular didule (always assuming that each didule has a specifiable aim)?
5.4 Does the program activate varying types of response behavior (writing, drawing, calculating, comparing, etc.)?

5.5 Do the alternatives of a multiple-choice question represent all reasonable, non-trivial sources of misunderstanding? In other words: Is it difficult to think of typical student errors not included among the alternatives listed?

5.6 Are the alternatives in a multiple-choice question so designed that the student's choice is not a pseudo-choice (e.g., so that the incorrect alternatives are not clearly absurd or formally incongruent with the main question)?

5.7 Does the program request the student to give those types of answers that the terminal situation will demand from him (so that, for instance, the program does not merely train the student to recognize correct decisions, if in the terminal situation the student's ability spontaneously to make correct decisions in also going to be tested)?

6. Examination of the integrative function of the program:

6.1 Is the student given an opportunity of applying concepts and principles, first presented stepwise, to problem-solving of a kind that forces him to activate and operate upon several concepts or principles at the same time?

6.2 Are integrating materials in the form of reference tables, reference diagrams, reference maps or reference texts utilized where appropriate?

6.3 Does the program help the student to obtain an adequate initial organization ("Gestalt in advance", "properly structured expectations") as well as an adequate final organization ("final Gestalt", e.g., by means of "properly structured reviews")?

6.4 If a programmed textbook is used, does the student get a table of contents outlining the broad scope and structure of the total contents?

6.5 Are there adequate indices that make it easy for the student to brush up his knowledge afterwards within specific areas of information, if he so desires?

7. Examination of the motivating function of the program:

7.1 Have the programmers tried to provide a sufficient degree of variation in the review items?
7.2 Does the difficulty level of the program appear, throughout the program, to be so adapted to the particular student group under consideration that there is a fair probability that the students will be neither bored nor discouraged?

7.3 Have the examples and illustrations - to the extent that seems possible - been made interesting and relevant to the experiences and needs of the particular student groups?

7.4 Do the possibilities of individualization within the program (available branching arrangements) correspond closely enough to the results of the initial analyses of the target population, so that, for instance, students with considerable previous knowledge of the subject matter are not forced to go through the same material as students without any previous knowledge?

8. Examination of the external form of the program: Language

8.1 Do the level of vocabulary and the structure of sentences seem to be sufficiently well adapted to the linguistic habits of the particular student group so as not to be an unnecessary barrier to communication of the main contents?

8.2 Is the meaning of new terms defined or otherwise demonstrated clearly enough as soon as they are introduced?

8.3 Is the language of the program always clear and unambiguous?

8.4 Does the language always have an optimal degree of precision as judged from the goal statements of the program (that is, neither with too low a degree of precision, including sloppy everyday terms where precision is needed, nor with an unnecessarily high degree of precision, such as various scientific distinctions not to be further utilized in the desired terminal behavior)?

8.5 Is the use of numbering, punctuation, abbreviation etc. both correct and consistent?

9. Examination of the external form of the program: Other aspects

9.1 Is the general lay-out of the program both educationally appropriate and economically defensible?

9.2 Is the typography sufficiently clear for the intended student group and also designed to emphasize points that should be emphasized?

9.3 Are illustrations of various kinds, both within the program proper and in possible appendices to be used as reference material, so designed technically that they can be expected to result in the best possible communication effect?
12.5.2 Examination by Means of "T-D Diagrams" Depicting the Relations between Terminal Objectives and Single Didactic Units

Even during the writing process proper many programmers find that it makes the work easier to draw simple diagrams of the relations between the terminal objectives as codified in the goal statements on the one hand and the single didactic units (the didules) as appearing in the written program on the other. Very often the program writer arranges both the specific goal statements and the single didule texts on separate cards in a card catalogue. This means that the diagrammatic survey often takes the form of a series of relational diagrams, from which it is easy to see which didule cards (D₁, D₂, etc.) are related to each single terminal card (T₁, T₂, etc.). During the post-writing phase it is easy to examine, with the aid of diagrams of this kind, whether or not certain parts of the total goal structure have been given too much or too little attention in the program. Similarly, it can easily be seen whether or not enough attempts seem to have been made to reach an integrated structure of knowledge. Figure 12.1 shows an example of such a diagram. The numbers of terminal objectives and didules included in the figure (T- and D-numbers) refer to the program fragment in Box 12.2.

If we deal with a so-called scrambled book, the diagram should include not only information about the main part of any particular didule (the page with go-ahead signal and new information), but also information about the error-treatment pages (the pages that explain errors and refer the student back to the main pages again). As a rule, in these cases the programmer should also use a separate "pagination control list" for checking off page numbers used. The reason is, of course, that the programmer and the post-writing examiner have to keep an eye on the scrambling system, sometimes fairly complicated, in order to ensure a suitable sequence of pages, that is, a sequence which is instructionally adequate as well as economical with respect to time and space. (No pages should be left empty; the student should not need to turn too many pages each time; tasks that might make the answer easier than intended or that would otherwise interfere with each other should not be placed side by side on the same two-page fold-up of the book, etc.)
Symbols:

- = a terminal objective ("goal statement")
- = a sequence of didules, all related to the same terminal objective
- = a single didule
→ = a simple T-D connection (relation between a terminal objective and one or more didules)
→ = an integrating T-D connection (two or more terminal objectives are given an integrative treatment in the same didule)
→ = the working sequence of the students

Figure 12.1: An example of a T-D diagram (mapping the program fragment in Box 12.2)

Didules ("D cards")

Terminal objectives ("T cards")
Box 12.2 Terminal descriptions (T cards) and didules (D cards) from a program fragment on programmed instruction (as supplemental material to the T-D diagram in Figure 12.1)

<table>
<thead>
<tr>
<th>Topic: Introductory course on programmed instruction</th>
<th>Subjects: Teacher students</th>
</tr>
</thead>
<tbody>
<tr>
<td>Note: This fragmentary illustration contains 20 didules (D), covering 7 specific terminal objectives (T) - focusing, in turn, on 3 fairly basic &quot;principles&quot;.</td>
<td></td>
</tr>
<tr>
<td>T 1. The student should be able to state some acceptable reason for the emphasis on self-pacing in self-instructional materials. (Principle 1)</td>
<td></td>
</tr>
<tr>
<td>T 2. The student should be able to recognize and recall the term &quot;self-pacing&quot;. (Principle 1)</td>
<td></td>
</tr>
<tr>
<td>T 3. The student should be able to state some acceptable reason for the emphasis on &quot;overt responses&quot; in self-instructional materials. (Principle 2)</td>
<td></td>
</tr>
<tr>
<td>T 4. The student should be able to recognize and recall the terms &quot;overt response&quot; and &quot;covert-response&quot;. (Principle 2)</td>
<td></td>
</tr>
<tr>
<td>T 5. Given a set of instructional items, the student should be able to differentiate between items demanding &quot;overt&quot; and &quot;covert&quot; responses. (Principle 2)</td>
<td></td>
</tr>
<tr>
<td>T 6. The student should be able to state some acceptable reason for the emphasis on low error-rate in self-instructional materials. (Principle 3)</td>
<td></td>
</tr>
<tr>
<td>T 7. The student should be able to state some specific characteristics in self-instructional materials that make low error-rate possible, including, at least, the two notions of &quot;small steps&quot; and &quot;careful sequencing&quot;. (Principle 3)</td>
<td></td>
</tr>
<tr>
<td>D 1. In the classroom, the teacher most often works with the total class. If so, all students have to go forward at the same speed - for instance, at the speed of the average child. This rate often tends to make the work (more/less) interesting to the bright and quick-working child. (Cf T 1)</td>
<td></td>
</tr>
<tr>
<td>No.</td>
<td>Text</td>
</tr>
<tr>
<td>-----</td>
<td>-------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>D 2</td>
<td>What would you guess about the effect on the slow learners of following the average student's speed? Probably, they (will/will not) grasp enough of the material presented in the time allowed. (Cf T 1)</td>
</tr>
<tr>
<td>D 3</td>
<td>If the slow learner does not grasp enough of the material presented, he will easily develop a (positive/neutral/negative) attitude towards classroom learning. (Cf T 1)</td>
</tr>
<tr>
<td>D 4</td>
<td>Students working at their own speed are said to follow the principle of &quot;self-pacing&quot;. Presumably, the slow learner would be able to grasp more fully the material to be studied, if he were allowed to work at his own speed. Consequently, he would probably also develop a more positive attitude toward classroom learning, if the principle of _______ were used. (Cf T 2)</td>
</tr>
<tr>
<td>D 5</td>
<td>Since the quick learner is less likely to lose interest in the work (less likely to get bored), when allowed to proceed as quickly as he is able to, the principle of _______ also favors the bright and quick pupils. (Cf T 2)</td>
</tr>
<tr>
<td>D 6</td>
<td>To sum up, then, there is reason to believe that &quot;teacher-pacing&quot; is (more/less) likely to be a favorable learning condition than &quot;__________&quot;. (Cf T 1 &amp; T 2)</td>
</tr>
<tr>
<td>D 7</td>
<td>The student who actually works through a statistical calculation is (more/less) likely to learn effectively than a student who merely reads a description of what to do. (Cf T 3)</td>
</tr>
<tr>
<td>D 8</td>
<td>When a student learns, he may make both overt and covert responses. Those activities we can easily observe (like writing or manipulating a machine) we call overt response. Those activities we cannot observe (like thinking) we call _________ responses. (Cf T 4)</td>
</tr>
<tr>
<td>D 9</td>
<td>Using our technical terms &quot;overt&quot; and &quot;covert&quot; responses, we may say that the student of statistics who merely reads a description of what to do, makes _________ responses to the text, where as the student who works out the calculation in writing in addition shows _________ responses. (Cf T 4)</td>
</tr>
</tbody>
</table>
D 10. A housewife who tries to learn cooking from a book just by reading may be said to make only _______ responses to the text. There is reason to believe that this is a (more/less) effective way of learning cooking than actual practice.

(Cf T 3 & T 4) covert; less

D 11. (Observable/Non-observable) reactions are, of course, a better guarantee that the student has actively responded to all the important aspects of the materials than are (overt/covert) reactions.

(Cf T 3 & T 4) Observable; covert

D 12. To sum up, then, covert responses are (more/less) likely to be effective in learning than are _______ responses.

(Cf T 3 & T 4) less; overt

D 13. Look back to the three sentences of item 8 above. In which sentence were you expected to make an overt response?

Answer: In the _______ sentence.

(Cf T 5) third

D 14. Look at the four items in Panel I. Put checkmarks in the list below to indicate the kind of response expected from the student.

<table>
<thead>
<tr>
<th>Item</th>
<th>Covert only</th>
<th>Overt</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Cf T 5) Note. Panel I is excluded from the present illustration

D 15. A student who is anxious or uninterested in the work may not be motivated to continue working. A student who makes very many errors may get anxious or uninterested in the work. A student who makes very many errors, therefore, (is/is not) likely to be motivated to keep on working.

(Cf T 6) is not

D 16. If we make an error, we tend to remember the error, if it is not corrected. If we give a correct answer, we tend to remember the correct answer. In the first case we have to "unlearn" the error. In the second case we "learn" directly. Consequently, learning might become more efficient, if we could arrange the study material so that the students made (many/few) errors.

(Cf T 6) few
<table>
<thead>
<tr>
<th>D 17.</th>
<th>If the student is going to reach the goal we have set without making many errors, we have to arrange the study material in (small/large) steps.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Cf T 7)</td>
<td>/small/</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>D 18.</th>
<th>If ITEM X is something the student needs to know before he can learn ITEM A and ITEM B, we should begin his sequence of items with ITEM _______.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Cf T 7)</td>
<td>/X/</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>D 19.</th>
<th>In order to make sure that the student makes few errors only, it would seem reasonable to recommend the use of ________ steps and a careful ________ of items.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Cf T 7)</td>
<td>/small; sequence/</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>D 20.</th>
<th>To sum up, if we use small steps and a careful sequence of items, we are likely to get (more/fewer) errors. In that case motivation to keep on working will usually be (higher/lower) and the learning will proceed (more/less) efficiently.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Cf T 6 &amp; T 7)</td>
<td>/fewer; higher; more/</td>
</tr>
</tbody>
</table>
12.5.3 Examination by Means of Didule Protocols

A didule protocol is a device which makes it easier to make the examination both complete and systematic. Examination by means of general checklists aids the examiner in covering many aspects, but it may not by itself help him to cover every single part of the program in a systematic way. As a rule didule protocol includes, for each didule, a separate examination column, in which - depending on the particular aim - various kinds of questions may be answered when this particular didule is examined. Three general types of such protocols may perhaps be distinguished: subject-matter protocols, methodological protocols, and combined protocols studying both subject-matter distribution and the methodological approaches used.

12.5.3.1 Subject-Matter Protocols

The main aim of the subject-matter protocol is to some extent similar to the aim of the T-D diagrams described above, viz. to facilitate the examination of the distribution of the subject-matter over the didule sequence. A square-ruled paper may be a good starting-point. The numbers of the didules are written in numerical order along the top of the paper. The various subject matter units that are to be examined are listed down the left-hand margin. For instance, these units may be single conceptual units or conceptual relations which have been listed during the pre-writing phase as important key points to be covered in the program. Sometimes it is more natural to use psychological units than logical units, that is, to start out from a series of stimulus-response connections rather than from concepts and conceptual relations. Whatever the particular kind of units used, however, the general examination process will be similar. By means of some kind of check marks in the appropriate cells, we report in which of the didules a particular subject-matter unit is treated (cf. Figure 12.2).

Among the questions that may be answered with the aid of such a protocol, the following may be mentioned: (a) Is each single basic subject-matter unit represented to a sufficient degree in the program? (b) Are some of the didules totally irrelevant to the main subject-matter to be covered? (c) Is the treatment of the single subject-matter units appropriately distributed (for instance, an intensive series of didules at the first presentation, followed later on by separate repetition items with gradually increasing intervals)? (d) To what extent have attempts
been made to integrate the separate units into meaningful structures, and are these attempts made at optimal points in the sequence (for instance, where the separate concepts are sufficiently well treated and practiced)?

When answering the last question, for instance, the examiner will study to what extent the same didule column contains check marks referring to several different subject-matter units. It is usually desirable that this is the case in many didules in order to facilitate integrated structures of knowledge. At the same time the examiner of the program studies at what specific points in the didule sequence the new subject-matter units are first presented. As a rule it is confusing to the student, if several new subject-matter units are introduced in the same didule. An integrating didule therefore usually contains either a series of units introduced earlier in the program or one new unit of subject-matter in combination with one or more units introduced earlier.

As mentioned above it is sometimes maintained that integration of knowledge may be facilitated by specific patterns of didules, such as systematic alternation ("counterpoint"), systematic overlapping, chronological accumulation, or reversed accumulation of temporal behavior sequences (cf. section 12.2). Further research is needed on these and other patterns of didules recommended for integration purposes. In this experimentation it is, of course, valuable to be able to examine, by means of subject-matter protocols, the appearance of the various patterns under study. It is then easy for the examiner to observe inadvertencies and to correct arrangements which have been left in a less than optimal shape during the writing process. (A few examples of typical patterns referred to by the terms used above are given in Figure 12.3.)

12.5.3.2 Methodological Protocols

The purpose of the methodological protocols is to facilitate the examination of various methodological approaches and make it possible to answer systematically questions of the following types:

(a) Has the programmer got stuck in certain working routines with the accompanying risk that the student finds the program monotonous?
(b) Are the educational techniques used of such a kind that, besides facilitating the student's learning of certain subject-matter facts, they also contribute to educationally desirable side-effects (such as good working habits, positive study attitudes, etc.)?
**Figure 12.2** An example of a subject-matter protocol (didule protocol, type A)

<table>
<thead>
<tr>
<th>Subject-matter units</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₁</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₂</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₃</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₄</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₅</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Related</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Reading key:** Subject-matter unit C₁ is treated in didules 2, 3, 4 and later on also in didules 7, 12 and 19. Subject-matter unit C₂ is treated in didules 5, 6, 7 and later on also in didules 10, 14 and 20. Etc.

**Comments:** The present example shows a subject-matter distribution often considered to be favorable. Only the introductory didule is unrelated to the subject-matter to be covered. Each new subject-matter unit is introduced through a number of didules in sequence and is later on repeated, first after a short interval, then after increasing intervals. The repetitions are at the same time arranged so as to include integration with other subject-matter units.
Figure 12.3 Examples of special types of didule sequences as reflected in a subject-matter protocol

Note: In this figure, numbers have been given to subject-matter units that make up a connected temporal chain, whereas letters have been given to subject-matter units that are not temporally related to each other. A small arrow below the didule number shows in which order different parts appear within a single didule.

a. Systematic alternation ("counterpoint")

<table>
<thead>
<tr>
<th></th>
<th>$D_1$</th>
<th>$D_2$</th>
<th>$D_3$</th>
<th>$D_4$</th>
<th>$D_5$</th>
<th>$D_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_a$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_b$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

b. Overlapping

<table>
<thead>
<tr>
<th></th>
<th>$D_1$</th>
<th>$D_2$</th>
<th>$D_3$</th>
<th>$D_4$</th>
<th>$D_5$</th>
<th>$D_6$</th>
<th>$D_7$</th>
<th>$D_8$</th>
<th>$D_9$</th>
<th>$D_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_a$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_b$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

c. Chronological accumulation

<table>
<thead>
<tr>
<th></th>
<th>$D_1$</th>
<th>$D_2$</th>
<th>$D_3$</th>
<th>$D_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

d. Reversed accumulation

<table>
<thead>
<tr>
<th></th>
<th>$D_1$</th>
<th>$D_2$</th>
<th>$D_3$</th>
<th>$D_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The protocol sheets will be similar to the ones used for subject-matter protocols, that is, square-ruled papers with didule numbers along the top. However, questions about the educational approach or key-terms for different methodological categories (instead of subject-matter units) are now written down the left-hand margin. If the question is answered by "yes" for a certain didule, the examiner puts a check mark in the appropriate cell (where the didule column and the row of the question intersect). Similarly, he inserts a check mark whenever the didule under study can be classified under the methodological category listed in the margin.

A very simple question that may be included for study in a protocol of this type is the following: Where has the student to go in order find a solution to the task set for him in the didule? Among the various possible sub-categories representing different groups of conceivable answers to this question, we may, for instance, mention the following:

1. The solution can be found directly in the text of the same didule ("internal-explicit" source).
2. The solution can be indirectly deduced (through a process of drawing conclusions etc.) from the new information that is given in the same didule ("internal-implicit" source).
3. The solution can be found in the information presented earlier in the program ("external-proximal" source).
4. The solution cannot be found within the program, but can be constructed in some way, usually with the aid of the student's background experience and/or his ability to use logical reasoning (or mathematical operations) ("external-distal" source).

At first sight, a subdivision of this type may seem to represent an unnecessary and pedantic eagerness for box-sorting. However, the observation of "response sources" is a very important part of the didule examination, and many existing programs would probably have looked quite different and been more effective, if the programmer had been made aware early enough of one-sided techniques utilized. The special terminological labels used ("internal, explicit" etc.) should not, of course, be taken too seriously, but a brief and handy term may be useful in writing out these protocols as well as in discussing these phenomena.

Some of the categories mentioned above can be further subdivided, if desirable. The third category, for instance, may be divided into maximally proximal cases (when the answer is to be found in the
immediately preceding didule) and other cases (when the answer is found earlier in the program). Separate "appendices" (or "panels") as response sources can, when appropriate, be listed as a separate category, etc.

Such simple mapping gives the examiner quick information about the possible monotony of a sequence, showing, for instance, whether or not the programmer has used exclusively "internal-explicit" sources (which seems very often to be the case in some published programs). Each technique may serve an important function. The internal-explicit approach focuses the attention of the student on the key points in the immediate text and seems to be of particular value when new terms and concepts are introduced. The external-proximal method contributes to the gradual training of retention and may also be used in the process of integration. In order to ensure valuable educational side-effects (good working habits etc.), the programmer will probably often find it most profitable to use either an internal-implicit or an external-distal technique.

Other questions that can be studied in a similar way, are: What type of activity is expected from the student (for instance, copying, guessing, analogous exemplification, induction from own experiences, logical conclusions)? What kind of prompting is used? How is the answer related to earlier answers and to the key-points of the didule? What is the linguistic structure of the didule? (For instance, how high is the "density" of information-loaded words?) Etc. etc. (For further illustrations, cf. Figure 12.4.)

In certain cases it might be desirable to calculate some index score covering the "educational variation" (the distribution of didules with respect to a series of sub-categories related to a certain methodological question), or some index score covering the proportion of didules including certain educational features probably resulting in desirable side effects (when some of the sub-categories belonging to a certain methodological question are thought to be educationally more desirable than the other sub-groups). Such calculations should not, of course, be used too routinely, nor with too great a confidence in the exactness of the scores derives. Nevertheless, they can serve an important function as general warning signals, telling the examiner, in fact, "The program ought not to look like this. Revision urgently needed!" The methodological protocol can then show more exactly which particular points should be revised.
Figure 12.4 An example of a methodological protocol (didule protocol, type B)

<table>
<thead>
<tr>
<th>Methodology:</th>
<th>Didules</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Response sources:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1 internal-explicit</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2 internal-implicit</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3 external-proximal</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4 external-distal</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Types of prompting:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1 word-form prompts</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2 formal emphasis</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.3 syntactic controls</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.4 parallel exemplification</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5 induction from experience</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.6 logical conclusion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Reading key: In didule 1 the student can obtain the information needed for his answer directly from what is said within this didule ("internal-explicit" response source), and the answer is facilitated by strong formal prompting (word-form prompts, emphasizing the key words, and syntactic controls). Etc.

Comments: The example shows a one-sided use of "internal-explicit" response sources as well as formal prompting. In two cases, however, there is no prompting at all, but the student is expected to recall material from earlier didules (no. 6 and no. 10). In no case is use made of parallel exemplification, induction from experience, or logical conclusion. If the one-sidedness illustrated here continues over a larger material, there is the risk of both monotony and less adequate side-effects (lack of training in appropriate study techniques).
12.5.3.3 Combined Protocols

Combined protocols register both subject-matter distribution and particular methodological approaches in some kind of combination. In many cases it is not enough to see whether the subject-matter is suitably divided over the didules, and whether the methods used are sufficiently varied. We also want to make sure that the various methods enter at the most appropriate points in the subject-matter sequence. Sometimes we consider certain methodological approaches more suitable when a new concept is introduced than when the concept is already relatively well incorporated in the behavior repertoire of the student. The types of prompting techniques that we are perhaps reluctant to accept when we deal with a terminology that is well known to the student (for instance, prompting of a wholly formal-mechanistic type), we may sometimes find acceptable, or even natural, when we introduce a new term. In addition, we sometimes want to make sure that we do not connect a certain subject-matter area too closely with a certain method in the student's behavioral repertoire. Not only do we want to have an overall methodological variation, but now and then we also have to check that we use a methodologically varied technique in the treatment of each single subject-matter area.

In some respects, the combined protocols are very similar to the subject-matter protocols: a square-ruled arrangement with didule numbers along the top and subject-matter units listed down the left-hand margin. However, instead of the simple check-marking process, we now use a series of different symbols for various methodological categories (cf. Figure 12.5).

12.5.4 A Final Note

It should be mentioned that protocols and diagrams of these types may often be good training instruments for persons wanting to train their ability to observe educationally important differences between various published programs. Hence, in courses about self-instructional materials and programming, protocols of these and similar types seem to be well suited to make the practical training of the study group more effective and efficient. However, the main aim of these protocols is, of course, to be an aid in the process of constructing a program making the programmer or an independent examiner aware of possible faults in the program even before the first empirical try-out. As stated above, it is hoped that this will reduce the work and cost involved in the final phase of successive revision.
Figure 12.5. An example of a combined protocol (didule protocol, type C)

<table>
<thead>
<tr>
<th>Subject matter units</th>
<th>Didules</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₁</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₂</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₃</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₄</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unrel.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Reading key:**

**Symbols for response sources:**

- □ = internal-explicit
- O = internal-implicit
- △ = external-proximal
- □ = external-distal

**Symbols for prompting types:**

- W = word-form prompts
- M = formal emphasis
- I = induction from experience
- L = logical conclusion
- E = parallel exemplification

The protocol is read in the following way: The subject matter unit C₁ is treated in the didules 2, 3, 4 and later on also in numbers 8, 11 and 15. In didules 2 and 3 the student obtains his answer within the same didule (first with the aid of word-form prompts, then with the aid of formal emphasis). In the other cases with C₁ the student has to rely on memory. Etc.

**Comment:**

The didule sequence seems to be well constructed. The micro sequences go from fairly easy tasks (with prompting) to more difficult ones (without prompting), non-formal prompting is frequently used, and the sequences contain problems that contribute to the integration of knowledge as final elements (number 8, 11 and 15).
As our scientific knowledge of the self-instructional learning process is gradually increased, the questions studied by means of these check lists, diagrams and protocols will be more specific, and the evaluation will be more securely founded on hard facts. This will probably mean that the careful study of "pheno-structures" by means of aids of these kinds will gradually become more important and more economical. The empirical try-outs with subsequent revisions will probably always remain an important final control process, but the amount of work involved in it will decrease, and at the same time it will be possible and natural to pay increased attention to the post-writing, pre-testing examination.
13. THE PROCEDURE OF SUCCESSIVE EVALUATIONS

13.1 INTRODUCTORY VIEWPOINTS

A comparison between different types of instruction (for example, lecture, conventional classroom instruction, group work, private tutoring, and programmed instruction) using a systematic examination of various characteristics (for instance, presence or absence of disturbance effects, the degree of data storage, and the degree of feedback from student system to teacher system) seems to give several points of departure for a discussion of educational effectiveness (cf. Figure 13.1). Especially notable seems to be that the programmed instruction is the only situation which combines (1) continuous feedback from student system to educator system with (2) complete data storage.

Among other things this means that the response residuals in the used-up programs give good starting-points for revisions (cf. also Figure 13.2). Usually, therefore, the construction of self-instructional material is a pragmatic procedure in which one considers and acts upon the feedback information. That which functions well is retained, but that which does not function satisfactorily is taken away or changed. Another way of stating the basic characteristic of this way of acting in the system control phase: A program is not really a program until it works. Or even more drastically: One should not be surprised that programmed instruction works. It works per definitionem!

The examination of the actual interaction between student and program is therefore of basic importance. This means, on a small scale, a Copernican revolution in the way of looking at student achievement. Traditionally many people look at student achievement in the first place as a measure of student ability, and those students who do not seem to achieve much are sorted out from the system of the school. In the evaluation of self-instructional materials, on the other hand, student achievement is considered primarily as a measure of the effectiveness of the teaching materials, and instructional units which do not seem to lead to good student achievement are sorted out or replaced. (Of course, probably nobody believes that all students are able to learn everything. But a program evaluation with successive revisions based on feedback information means a serious attempt to adapt the method to the individual, thereby trying to reach more individuals in a more effective way.) Programmed instruction has been one of the major influences behind the increased interest in what is now often called mastery learning (cf. Bloom, 1971).
Figure 13.1 The role of feedback and data storage in various types of instructional systems

Symbol explanations:

- \( \rightarrow \) = the function of subject-matter presentation (normal educator function)
- \( \longrightarrow \rightarrow \) = partial educator function
- \( \longrightarrow \) = continuous feedback from educand (student) to educator (teacher or machine and/or instructional material with instructor function)
- \( \longrightarrow \rightarrow \) = partial feedback
- \( \longrightarrow \rightarrow \) = continuous data storage
- \( \longrightarrow \rightarrow \) = partial data storage
- \( \longrightarrow \rightarrow \) = rudimentary data storage
- \( \longrightarrow \rightarrow \) = disturbance effect

1) Quantitative values for what is hereby to be considered "continuous", "partial", or "rudimentary" can hardly be given, but most judges will still be able to agree on the classification of the typical cases over this rough scale.

A. "Lecture"
(No feedback; no data storage via the educator system; no obvious disturbance effects)

```
<table>
<thead>
<tr>
<th>Educator system</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>
```

B. "Classroom instruction"
(Partial feedback from educand to educator; rudimentary data storage via the educator system; disturbance effects between the educand systems)

```
<table>
<thead>
<tr>
<th>Educator system</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>
```

Data storage system

Educand systems
C. "Group work"

(Partial feedback from educand to educator; rudimentary data storage via the educator system; disturbance effects, but also partial educator effects between educand systems)

1) In certain forms of group work with successive work reports, the term "partial data storage" may be more adequate.

D. "Private tutoring"

(Continuous feedback from educand to educator; educator systems highly flexible and different from each other in an unsystematic way; partial data storage; no disturbance effects)

E. "Programmed instruction"

(Continuous feedback from educand to educator; educator systems often with no or low flexibility, either totally identical or identical in case of identical educand reactions; total data storage; no disturbance effects)
Figure 13.2 The three main phases in the interaction between student and program and three types of feedback effects

Three feedback effects:

1. "individual effect": addition to or change of the experience residuals of the individual, which means that the initial repertoire is different when confronted with a new educator system.

2. "feedback to the program": in adaptive educator systems the information on the individual's responses influence the program's contribution to the next phase of the interaction.

3. "feedback to the programmer": the response residuals in the used-up program give indications of where and/or how to revise, that is lead to reconstruction in the preparation phase.
13.2 THE MAIN STAGES OF THE EMPIRICAL EVALUATION

Revision work and the final testing can of course be carried out in many different ways. The main principle is an alternating sequence of empirical tests and revisions. The following are some of the most usual work stages.

13.2.1 First Phase: Explorative Testing of Program Sections on Individual Students

The first testing stage is usually considered one of the most exciting moments in programming. The program is tried out on individual students. It is one of those moments when the programmer's self-esteem can receive the most unpleasant jolts, namely, if it is shown that working sequences, on which he has devoted a great deal of intensive work and which he himself believes to be well-nigh perfect, do not in fact work at all. In order not to be kept in suspense for too long many programmers consider it appropriate not to keep back this explorative and individual try-out until the whole program is ready. Instead, it may prove good strategy to test out small sections during the actual work of composition, before going any further.

The students selected for this first try-out should, from a knowledge and intelligence point of view, be fairly typical of the group to whom the program will subsequently be directed, but preferably they should not be too docile and timid. Students who are not afraid to criticize and proclaim their opinion are those who will prove most valuable in this first test stage. The intention here is not that the material should necessarily be gone through under "field conditions". The most important aim is to get as detailed an idea as possible of the student's way of reacting to the details of the program. For this reason the try-out will preferably take place with one student at a time. As a preliminary, one ought - possibly with special tests - to make certain that the student does not know the material in advance. One should also make clear to the student that the try-out applies to the study material not to him. Such a frank declaration usually creates favorable conditions for free and untrammelled communication without unnecessary anxiety. A quiet testing room and plenty of time are also recommended.

The first try-out is often made orally with student comments for each didule and with a detailed follow-up interview. However much the programmer values his own program, he must take care not to be on the defensive during these interviews. His task is not to defend himself,
but to collect reaction data. Should we begin to argue, we risk the student becoming unwilling to express his points of view. If we are dealing with adult students, the comments can sometimes be given in writing. The student, for instance, is given the instructional units in the shape of a collection of cards, and he writes his responses on a response-sheet, on which there is also space for marginal side-comments (e.g., a sheet with two columns, one for responses and one for notes). Moreover, the student can possibly fill in a special questionnaire. As soon as the instruction has been tested with one or more students, the first revisions can be made. Ambiguities are removed, better examples are chosen, illustrations are made clearer, extra units are added, and so forth. At this stage the number of students is less important than the detailed analysis of how well the communication "penetrates". A small number of carefully studied students is often a greater value than a larger number whose reactions are more superficially studied.

13.2.2 Second Phase: Successive Testing of the Entire Program on Larger Groups of Students

When we consider that most of the obvious obstacles have been cleared away, the testing of the total program is begun under normal educational conditions (and with presentation aids intended for use in the field). A sufficiently large group is used so that a certain amount of fairly reliable information can be obtained concerning, for instance, the percentage of mistakes in the individual instructional units. Pre- and posttests of knowledge are carried out in order to assess the total learning effect. The program is revised on the basis of analysis of mistakes within the program and the terminal effects. Individual units are discarded, additional tasks are inserted, the sequence of units is altered. Perhaps it is shown that extra branchings are necessary. After revision a new try-out on a new group of students is made. The procedure can be repeated several times. In principle, the group try-outs should be continued, until those values of error data and, above all, of terminal performance data have been attained that are considered desirable and agree with the objectives of the course. In order to forestall confusion and, in addition, in order not to give a false impression of having a fully adequate material, the program versions, which are used in these preliminary try-outs, should have suitably unambiguous headings such as "Experimental edition 2", "Experimental edition 3" or something similar. (A more detailed discussion of evaluation criteria will be given below.)
13.2.3 Third Phase: Terminal Field Testing

When revisions are no longer considered necessary, the time is ripe for the final field testing. In this the demands on the representativeness of the student groups and on the "normality" of the field conditions are more severe. Exhaustive data on pre-knowledge, intelligence, time spent and final results are collected. Pre-knowledge and final results are often measured best by parallel tests. In view of the student being able to learn something also from the pre-test, and taking into consideration that the student can learn a great deal from the study material without on that account attaining the same level of knowledge as a student taught by another material, it is often desirable to use the pre- and post-tests, for the sake of comparison, also in a control group (with a corresponding student group, but taught in a different manner). Another reason to use a control group for the pre-test is that this test can have a certain motivating effect, in that the student gains advance information about his own future possibilities after the end of the course. (A comparison between the first and the third testing stages is given in Box 13.1; an example of the planning schedule is shown in Box 13.2.)

After this field test no alteration of the program should occur. Data of this test's conditions and results will, namely, constitute an essential part of the basic information about the program's character for teachers and administrators. This information should normally be published in the form of a special "program manual", which can be said to be the program producer's "declaration of ingredients" for potential program consumers.
**Box 13.1** A comparison between the first and third main stage in the successive try-out work

<table>
<thead>
<tr>
<th></th>
<th>First Stage</th>
<th>Third Stage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Aims</strong></td>
<td>Explorative tests of the ability of the program to communicate and teach</td>
<td>Collection of data for final &quot;declaration of ingredients&quot; for program consumers</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td>Several times during developmental work</td>
<td>Not until entire program is in terminal state</td>
</tr>
<tr>
<td><strong>Main responsibility</strong></td>
<td>Program constructor</td>
<td>Expert of investigation Methods in behavioral sciences</td>
</tr>
<tr>
<td><strong>Test persons</strong></td>
<td>A small number of persons typical of the target population</td>
<td>A larger number of persons, an unbiased sample of the target population</td>
</tr>
<tr>
<td><strong>Test conditions</strong></td>
<td>Fairly informal with good prospects for relaxed communication and intensive observation</td>
<td>Strictly reproducible conditions, demands for detailed information on student characteristics, demands for the situation to correspond to the conditions under which the program will be used</td>
</tr>
<tr>
<td><strong>Follow-up measures</strong></td>
<td>Revision of program</td>
<td>Tabulation and analysis of data re program's effect; no revision</td>
</tr>
</tbody>
</table>
Box 13.2 Planning and realization schedule: An example

Note: Preparation, construction and follow-up work demand exhaustive planning. Here a planning schedule can be of great use. It should - in addition to the designations for the different work stages - include the names of those responsible for the different work stages as well as the date when the stage's work should be finished (PT = planned time), and when it actually was finished (AT = actual time). The latter details can give a sounder ground-work for the planning of the next programming project.

<table>
<thead>
<tr>
<th>Project</th>
<th>Project leader</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task:</td>
<td>Responsible:</td>
</tr>
<tr>
<td>1. Main direction of goal analysis is established</td>
<td></td>
</tr>
<tr>
<td>2. Goal analysis, including detailed terminal descriptions and terminal tests</td>
<td></td>
</tr>
<tr>
<td>3. Student group identified and analyzed</td>
<td></td>
</tr>
<tr>
<td>4. Enlarged terminal chart and modified tests</td>
<td></td>
</tr>
<tr>
<td>5. Situation analysis</td>
<td></td>
</tr>
<tr>
<td>6. Subject-matter analysis: logical structuring</td>
<td></td>
</tr>
<tr>
<td>7. Subject-matter analysis: psychological supplementation</td>
<td></td>
</tr>
<tr>
<td>8. Choice of presentation media</td>
<td></td>
</tr>
<tr>
<td>9. Points 1-8 are coordinated and tabulated in the form of detailed directives to the program author, supplemented with T-catalogue, C-catalogue, etc.</td>
<td></td>
</tr>
<tr>
<td>Task</td>
<td>Responsible</td>
</tr>
<tr>
<td>------</td>
<td>-------------</td>
</tr>
<tr>
<td>10. Examination of already existing didactic material. Possible decision on project alteration.</td>
<td></td>
</tr>
<tr>
<td>11. Preparatory sequential decisions: Choice of &quot;flood model&quot;</td>
<td></td>
</tr>
<tr>
<td>12. Preparatory subject-matter structuring, possibly in the form of a didactoplan</td>
<td></td>
</tr>
<tr>
<td>13. Version 1 is completed</td>
<td></td>
</tr>
<tr>
<td>14. Version 1 is re-examined</td>
<td></td>
</tr>
<tr>
<td>15. Version 1 is revised</td>
<td></td>
</tr>
<tr>
<td>16. Version 2 is subjected to preliminary try-out with individual observations</td>
<td></td>
</tr>
<tr>
<td>17. Version 2 is revised</td>
<td></td>
</tr>
<tr>
<td>18. Decision on further preliminary try-outs</td>
<td></td>
</tr>
<tr>
<td>19. Version x is group-tested</td>
<td></td>
</tr>
<tr>
<td>20. Version x is revised</td>
<td></td>
</tr>
<tr>
<td>21. Decision on further group tests for revision purposes</td>
<td></td>
</tr>
<tr>
<td>Task:</td>
<td>Responsible:</td>
</tr>
<tr>
<td>------------------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>22. Editorial final examination</td>
<td></td>
</tr>
<tr>
<td>23. Printing (or the like) of final version</td>
<td></td>
</tr>
<tr>
<td>24. Field testing</td>
<td></td>
</tr>
<tr>
<td>25. Writing of program manual with data from field testing</td>
<td></td>
</tr>
</tbody>
</table>
14. EVALUATION CRITERIA AND EVALUATION AIDS: SOME EXAMPLES OF RELEVANT VARIABLES AND SYSTEMATIC MAPPING DEVICES

14.1 INTRODUCTORY POINTS OF VIEW: DIFFERENT TYPES OF EDUCATIONAL MEASUREMENT

In general, educational measurements can be made of conditions before, during, and/or after a particular instructional sequence, and they can aim at an evaluation both of the individual and of the instructional system (as is outlined in Figure 14.2).

In the past, work on educational measurement has above all dealt with problems concerning cell 3 in our figure: how one constructs measurement instruments that give as reliable and valid a picture as possible of the final competence of the individual, mostly in comparison to some "norm group". This is, of course, an important aspect. However, other measurement aspects have by comparison been underdeveloped. First, it should be of interest not only to assess the status of the individual but also to evaluate the instructional system he is confronted with. How good are our systems (constructed to bring forth an optimal sequence of behavioral changes in accordance with given goal descriptions among the largest possible number of relevant students)? Second, it can well be said that so far we have been too often satisfied to obtain evaluations afterwards only (cell 3 and 6), in which case we primarily get comparisons between individuals or comparisons between systems, while a combination of measurements during and after the instruction (2+3 or 5+6) would often give more "useful" information. By useful information we then mean such data that directly serve to localize weak links in the instructional system: single parts that should be improved.

Programmed instruction is one of the fields of recent educational interest that have served to turn the interest of educational measurement specialists in new directions and broaden the focus. When successive revisions of the material are made, one is guided both by the behavior of the students in the instructional situation (to what extent the student succeeds and how he reacts to single didules) and by their terminal achievements (their ability to reach the goals as measured by terminal tests).
<table>
<thead>
<tr>
<th>Before instruction</th>
<th>During instruction</th>
<th>After instruction</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Establishment of initial level</td>
<td>(2) Stepwise testing for successive feedback, e.g., to guide choice of instructional alternatives</td>
<td>(3) Establishment of terminal level; report on &quot;competence&quot;</td>
</tr>
</tbody>
</table>

| Focusing on the "system" | (4) Studying relationship between actual student level and difficulty level of the system | (5) Localization of defects in function; control of relevance of branching system | (6) Assessment of total effectiveness and efficiency of system in relation to goal catalogue |

**Figure 14.1** General examples of various types of educational measurements
14.2 TERMINAL VARIABLES: FINAL ACHIEVEMENTS

The terminal achievements are naturally enough the most important indicators. If we get good final results, then we need not bother so much about the previous behavior during the instructional situation. However, should we obtain a less satisfactory final achievement, then this is an important indicator that something is not in order, but this piece of information usually gives the programmer rather little specific guidance on where and how improvements should be made. In this case, then, study of the didule behavior (correct and incorrect reactions on single instructional units) is far more informative.

The character of the final tests is obviously very important. If the test is unsatisfactory (unreliable or not representative as far as the goal of the course is concerned), then we are severely misguided when we try to assess the effectivity of our study material. The final tests should therefore always be worked out in close cooperation with experts in psychological and educational testing and with reasonable attention paid to usual measurement criteria (including demonstrations of reliability and validity).

Since there are many books on these topics, we will not enter into any description of these general rules here, but refer any reader who feels that he does not know enough about these matters to common textbooks on educational measurements.

Besides these general criteria, we would like to emphasize three desirable characteristics of our measurement instruments. They should:

(a) be so designed and so related to the specific instructional system that the results obtained in using them will have clear and meaningful consequences for further planning;

(b) have a broad coverage, rather than be one-sidedly perfect;

(c) be clearly goal-related, rather than content-related or norm-related.

The first condition mentioned was already touched upon above in our brief discussion on Figure 14.1, and we will return to concrete examples of this below. The second point may seem self-evident, but nevertheless is sometimes too easily forgotten. One should keep in mind the total goal area of a course, so that one does not rest satisfied with too narrow a test instrument. The temptation to do this often derives from the fact that certain behaviors are more easily tested than others. If, for example, retention over longer periods of time or a certain kind of transfer effect are important parts of the goal area, one should try to
assess these things, even though they may be difficult to measure.

Our measurement techniques are comparatively advanced as long as we deal with the cognitive field. Nevertheless, there is a risk that we rest satisfied with tests dealing primarily with simple recall of separate items of knowledge (since such tests are so easy to construct), in spite of the fact that we really want to cover more complicated abilities (such as application, analysis, or synthesis of knowledge items). In order to help us remember to cover those aspects that we intend to cover it may often be worth while to use test construction matrix of the kind presented in Figure 14.2. In the headings of the columns the various cognitive functions we want to deal with are entered (for example, using the terms of the well-known taxonomy of the Bloom group; Bloom, 1956), while the rows represent the various subject-matter areas. Such a simple cell system may be a good aid for the test constructor in not forgetting any important type of test item. (Cf., for example, Payne, 1968.) This does not mean, of course, that it is always easy to construct items which correspond to all the cells of such a matrix. We may find it especially difficult when we are interested in including not only cognitive, but also non-cognitive functions. In spite of attempts to construct taxonomies in non-cognitive fields also (see, e.g. Krathwohl, 1964), we still have very few good test instruments available in these areas.

In our third and last point on desirable characteristics we touched upon the frame of reference of the evaluation or the criteria used for comparison when we make our assessment. We may distinguish three main categories of such assessments:

(a) Goal-oriented assessments. The assessment of the instructional result is then related to a specific series of goal descriptions. ("Out of the available test items, designed to cover the demands of our goal descriptions, Student $S_1$ has been able to pass 90 %.")

(b) Process-oriented (or content-related) assessments. The assessment of the instructional result is related to some specification of what has been presented during a course. ("Out of the available test items, designed to be a representative sample of the content of the course - as this is seen from a particular book or summary of lectures, Student $S_2$ has been able to pass 89 %.")

(c) Product-group oriented (or norm-related) assessments. The assessment of the instructional result is related to information about results of other individuals. ("On the tests used Student $S_3$ has obtained
**Behavioral dimension:**

<table>
<thead>
<tr>
<th>Content areas:</th>
<th>Knowledge</th>
<th>Interpretation</th>
<th>Application</th>
<th>Analysis</th>
<th>Synthesis</th>
<th>Evaluation</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject-matter area 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject-matter area 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject-matter area 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Subject-matter area n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sum</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Figure 14.2 Test construction matrix as an aid in avoiding one-sidedness in item choice*
a result which places him in the best 25 %.")

All three methods can give valuable information in some situations - and sometimes, in addition, rather similar information. In other cases, however, the similarities are less marked, and then it is reasonable to ask which of the methods is most meaningful for one's particular aim. It might first be noted that the third type of assessment is most clearly different from the other two in being more relative in character. Thus, we may talk about "absolute" or "criterion-related" assessment on the one hand (and to this group we may then refer both the a and the b type) vs. "relative" or "norm-related" assessments on the other (the c type; cf. for example the dichotomy in Glaser, 1963).

Earlier educational measurement was usually dominated by norm-related measurements. Then the main aim was to differentiate among individuals, for example, in order to make individual predictions of future study success. Test results are thus mainly seen as prognostic instruments (we predict from cell 3 - cf. Figure 14, 1 - at time 1 to cell 3 at time 2 etc.). But for many other purposes, especially when we are interested in the effectiveness of a particular instructional material, this type of information is not specific enough. It is not very informative to know that a certain person has passed through a study material A and done somewhat better than the average student. It would often be much more interesting to know what he is able to do.

If this is what we want, the two other criterion-related assessment, type a and b, come into focus. The difference between them is sometimes not very large, and the distinction is often overlooked. If the particular course has started from and closely kept to a given goal description, then the difference should usually not be of importance, (if the main goal is not quite outside the scope of the subject-matter; there may be courses, where the subject-matter is more or less irrelevant, but where the goal is to teach the students a particular study technique, for example; this may not explicitly be seen from the particular course material used). The reason why it is important to distinguish between type a and type b is, however, primarily that many courses lack a clear relation between a specified goal description and a closely related course content. It may be easy and tempting to choose a textbook of a course and "make a test on it" without pondering upon the relation of the book to a given goal description or a goal conception behind it. Then, however, we will lose our possibility of detecting defects in the goal-relatedness of the course.
In general then, goal-oriented assessments are in many cases to be referred to the other two types: they are definitively more informative than the norm-related ones, and they are often more relevant than the process-oriented ones. When we deal with programmed instruction, it is quite obvious that we should usually prefer to work with goal-oriented assessments, very closely connected with the terminal analyses started from. This statement may seem rather self-evident, but it has certain consequences that may not be so obvious and even seem a little unusual to a person used to the routines of educational measurements.

The fact is that some of the measurement routines that have been built up are closely related to the aims of norm-related measurements, and that these are not equally meaningful in the construction of goal-related instruments. For instance, when we deal with norm-related tests, it has often been natural to increase the discriminatory power of the items by screening away such test items that show an especially high or especially low frequency of correct solutions. If one has the general aim of obtaining a clear dispersion in one's group, this is a natural procedure. In a goal-related test, however, one's main demand is that a test item should be clearly relevant to a specific sub-goal of the goal catalogue, and that the test item should differentiate between those who, in a terminal situation, are able to reach this particular sub-goal and those who are not. Let us suppose that we have a test item which fulfills the demands just mentioned. Should such an item get a very high frequency of correct solutions, then this cannot be an argument to remove it: the high frequency shows only that the instruction has been effective in this respect. Should the item get a low frequency of correct solutions, on the other hand, then this fact cannot be a reason for screening it out either: this may rather be an important indicator that the instruction on this point has to be improved. The discriminatory power of the items in the particular product group is thus not an adequate basis for screening out items; when we deal with goal-oriented tests, it is more important that the items discriminate between groups about which one knows, from other sources of information, that they have/ do not have abilities which correspond to the goal description (cf. Glaser, 1963 and Marton, 1969).

In general, then, we do not choose test items with general predictive symptom value, but items which are closely related to specific goal descriptions; and we do not necessarily weed out items which most students are able to solve after going through the course.
14. 3 MEDIAL VARIABLES: BEHAVIOR IN THE INSTRUCTIONAL SITUATION

The behavior in the instructional situation is studied in detail during the explorative, individual try-out phase and from certain points of view (for example, with respect to correct vs. incorrect response behavior on individual instructional units) also during the group try-outs and in the final field study.

14. 3.1 Medial variables of achievement character: Analysis of correct and incorrect responses during the work with the program

Among the most common aspects of the examination of student behavior in working with programmed materials, is error analysis. This is very reasonable both from a common sense point of view and from the viewpoint of Skinnerian theory. The risk is that the programmer stresses the counting of errors more than the analysis of errors.

Instructional micro-units ("didules") that have caused many errors should not be discarded without further investigation (in some cases and for certain purposes a somewhat higher percentage than usual may be acceptable and educationally meaningful), but these error-causing units should always be carefully examined, so that the programmer can come to as realistic conclusions as possible about the reasons for the increased error frequency. Some of the most common reasons are, of course, that the response demand has been ambiguous, that the language has been poorly adapted to the particular student group, or that the background behavior, built up earlier in the program, has not been trained to a sufficiently high level of stability and precision to ensure a correct solution in the specific task under study. In all these cases a revision seems to be the appropriate next step for the programmer.

Even though the study of errors is important, we should never forget that the error reaction alone does not necessarily tell us very much about the effectiveness of the specific didule where the error occurred. One of the reasons is, of course, that the correct answers are usually given as feedback. We have no simple one-to-one correspondence between the dichotomy "correct versus incorrect response" on the one hand, and the dichotomy "understanding of the task versus lack of understanding" on the other hand.

During the first individual try-out phase, at least, it may therefore be advisable (Gordon, 1963) to have the students mark off the units that they do not quite understand (whether they have answered the questions
involved correctly or not). A simple question mark in the margin of
the text or on a special sheet of comments would usually be adequate.
This gives us four categories of student reactions: (1) "error with re-
mainling doubt", (2) "error without remaining doubt", (3) "no error,
but doubt", and (4) "neither error nor doubt". It is obvious that didulcs
of the first type have to be revised. On the other hand, the second type
may sometimes be educationally fruitful. (Once in a while the most
effective instruction may result from the student’s being allowed to
make an incorrect response and having it clearly classified as wrong;
this may be the case when we are dealing with a "spontaneous error
tendency", caused by strong interference from earlier response
patterns.) The main advantage of this analysis probably lies in the fact
that we can identify those units where the student have answered
correctly, but where they nevertheless register lack of understanding
(the third category above). In these cases the programmer may, for
instance, have used too strong prompting techniques, a fault that a
simple error analysis unfortunately cannot demonstrate. Such units
should usually be revised, too.

This kind of analysis is useful not only for linear programs, but also
for the error-treatment program of the scrambled book type. The lack
of correspondence between understanding and correct answers may be
quite frequent in some of these programs, if no extra checks are made.
It is quite possible that the student chooses the correct answer imme-
diately in a multiple-choice situation, without understanding the correct
answer (the other alternatives may be too obviously wrong, for
instance). There is also no guarantee that the final correct answer
given by the student is connected with understanding. It may simple be
the only alternative left after the student has passed through all the
error branches (without having understood enough of the error treat-
ment given).

If we try our program on one student at a time and simply extend the
number of steps at each point where errors occur, there is a consider-
able risk that we end up with a very large (and inefficient) program.
On the other hand, if we feel content with overall error percentage
(making no revisions at all if these percentages fall within certain pre-
established limits), we do not fully utilize the information collected.
The first approach places too much weight on the behavior of single
individuals which may or may not be atypical (and is too much influenced
by chance), whereas the second approach gives us too little information
about individual items. Instead, a systematic mapping of error distributions and error types would usually be preferable, and as a rule this mapping should also include subject reports on understanding. A natural starting point is then a simple survey table, including both errors and reports of lack of understanding. A square-ruled background grid with students as row headings and didule numbers as column headings would be a simple, but adequate design (cf. Figure 14.3). This survey table should be supplemented with a frequency list of deviant responses.

These aids are good starting-points when the programmer has to answer questions of the following types: (1) Do the errors concentrate on certain specific didules ("column comparison")? (2) Is there any good educational reason for this, or is it simply an indication that these particular units or some immediately preceding units should be revised? (3) Do the errors concentrate on specific individuals ("row comparison")? (4) Are these errors of such a systematic character that some preparatory additional course (remedial branching after a filtering test) would probably reduce their number considerably? (5) Do the same error types occur repeatedly for some individuals? (7) Could this best be avoided by more complete information in the main program or by utilizing special branching for remedial instruction?

For a summary discussion on the relation between item difficulty and learning effect we may refer to Jacobs (1963). The main thesis of Jacobs is that many variables influence the degree of difficulty without influencing the learning effect and vice versa, and that it may therefore be misleading to concentrate the study onesidedly on item difficulty (in terms of error frequency) as the only evaluation criterion. Our examples above point in the same direction.

14.3.2 Medial Variables of Experience Character: Analyses of Attitude Development and the Degree of Subjective Difficulty

In addition to such evaluation variables that deal with the final learning result (the terminal behavior) and such that deal with correct vs. incorrect behavior during the study process, it is often also desirable to examine the development of attitudes in the instruction situation (or, to use another word, the general "climate of work"). Successive observations of the study behavior during the course as well as direct attitude questioning at certain points of time are natural methodological approaches. Among questions in which one would usually be interested in such studies are: How does the student experience the self-instructional work situation? Is this felt to be more or less stimulating than the
### Figure 14.3 Typical structure of a simple survey table

("Error-and-doubt distribution")

In this simple hypothetical example we find a clear error concentration on unit 3 on the one hand (for almost all subjects) and for Subject 2 on the other hand (for almost all units). We also find a relatively large number of question marks for unit 5 in spite of the fact that this unit has not attracted any errors at all. These kinds of information are obviously better starting-points for revision than overall error percentages for total programs. For more detailed discussion, cf. the text.
traditional teaching the student is used to? And if it should be experienced as more stimulating: Is this only a temporary phenomenon, some kind of novelty effect, or is it more stable, observable during a longer period? What attitudes to the particular subject-matter do we find under the particular conditions of programmed instruction? Can we find any influence on the students' attitudes towards studying in general?

In the debate on programmed instruction, particularly during the early years, many participants seemed to have clear cut and general answers to such questions. Unfortunately, however, they were often more emphatic and certain than unanimous. Probably such questions can only to a very limited extent be given general answers. The answer for a given situation will depend both on the particular study course under work (there are stimulating and dull programs just as there are stimulating and dull textbooks) and on the other experiences of the particular student group (the "comparison" criteria). It should be no hindrance to our study of attitudes, however, that the answers only seldom can be generalized. On the contrary: it will be so much more important to evaluate the specific course material, as experienced by a particular target group, not only from the point of view of achievement but also from the point of view of attitude development.

Side by side with the attitude variables proper, it may sometimes be of value to study other "experience variables", especially the "subjective difficulty level" of the items. When constructing tests one commonly define the difficulty of an item in terms of frequency of correct, solution, but difficulty defined in this way is obviously not meaningful in the individual case. Let us suppose that the calculating tasks

(1) \(2 \times 21 = \) ; (2) \(3 \times 34 = \) ; (3) \(11 \times 13 = \) ; and (4) \(145 \times 112 = \); for the four students A, B, C and D result in the following distribution of correct and incorrect solutions:

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>C</td>
</tr>
<tr>
<td>B</td>
<td>C</td>
<td>C</td>
<td>C</td>
<td>E</td>
</tr>
<tr>
<td>C</td>
<td>C</td>
<td>C</td>
<td>E</td>
<td>E</td>
</tr>
<tr>
<td>D</td>
<td>C</td>
<td>E</td>
<td>E</td>
<td>E</td>
</tr>
</tbody>
</table>

We note that Task 1 is solved correctly by all. Hence, it has the p-value of 1.00 and is then, using common 'est-construction terminology, an "easy" task. But is it equally easy for student D as for student A? If we define difficulty level in terms of frequency of solution, the answer
is 'yes' - or rather: then the question is meaningless. But very probably the degree of "subjective difficulty" is greater for student D than for student A. We might get some idea about whether or not we are correct in making this guess, by examining the amount of time for solution and/or by means of direct student ratings on difficulty, and it should be of interest to relate such variables to both achievement variables and common attitude variables. (Our discussion of this point follows ideas in Jacobs, 1963).

14. 3. 3 Special Aids: Didactograms

If the program is non-linear (for instance, using parallel tracks, remedial loops, by-pass arrangements, etc.), the simple survey table is sometimes not the best possible starting-point for a study of error frequencies on various items. There are two main reasons for this:

(1) Error frequencies should usually be considered in close connection with their position within the branching system, and (2) we also need information on frequency of use for the various tracks or branches in the system. Hence, in these cases, it is often useful to draw special diagrams.

The basic outline of such a diagram will be stable for a particular program version, irrespective of the student reactions, and will show the sequence of the didules, including all available branching possibilities. As starting-point for these diagrams it is often suitable to use the "didactoplan" constructed earlier during the preliminary decisions on sequence (cf. above). On this background diagram we may fill in information about the individual's actual working route as well as his working results on the single units (correct and incorrect responses symbolized, for instance, by means of plus and minus signs). Such a program outline, filled in with student behavior registrations, might be called a "didactogram", and it gives us a relatively surveyable map of the interaction between the instructional system of the program and an individual (cf. Figure 14.4).

Data from several individual diagrams can be brought together in a "group diagram", on which information about the percentage of correct solutions for each single response demand, as well as information about the number of individuals using various possible tracks within the branching system, can be registered (cf. Figure 14.5).

Such a diagram can be used by the programmer for many different kinds of decisions. To take only one example; if may often be shown
that some of the branching possibilities have not been used at all. If so, it is natural task of revision to get rid of these tracks or give them some other form. Such an analysis is important, for instance, when we work with multiple-choice arrangements and subsequent error instruction connected with the various possible error choices. Perhaps some of the error choices never attract the attention of the students, and the special error instruction included within the program is then dead wood. Unfortunately there is seldom any evidence that the productive authors of scrambled books have examined their often very bulky error instruction in this way.
Figure 14.4 A diagram of branching use and response correctness for a single student ("individual didactogram"): An example

**Background symbols:**

(The background structure is the same in all diagrams representing the same course version)

- $F =$ filter function
- $T =$ terminal testing function
- $O =$ a didule that all students should go through
- $\triangledown =$ a didule in a special, additional course with remedial function
- $\triangle =$ a didule in a special, additional course containing optional "enrichment"
- $\Box =$ a didule in a parallel branching system
- $\bigcirc =$ a didule with connected error treatment (two error alternatives)

**Working symbols** (individual data):

- $\rightarrow =$ the route followed
- $+$ = correct solution
- $-$ = incorrect solution

The diagram is read in the following way:

The subject gives a wrong answer to the introductory filter unit (no. 1) and is then directed to go through the special remedial items 2-4, the response demands of which he answers correctly. Since he also gives a correct response to unit 5, he does not need any further remedial treatment, but is allowed to proceed directly to no. 8. Among the possible parallel tracks (covering units 10-12) he chooses the one called Alternative B. He makes one error choice in each of the multiple-choice tasks (15 and 16). He chooses to go through the optional enrichment sequence (17-19). After that he solves the terminal test item correctly.
Figure 14.5 A group diagram of branching use and response correctness ("group didactogram"): An example

**Background symbols:** See Figure 14.4

**Working symbols:** Figures without parenthesis give the percentage of correct responses ("frequency of correctness"). Figures with parenthesis give the percentage of students who have used a specific passage ("frequency of use").

The diagram is read in the following way: 50 per cent. of the students answer unit 1 correctly, and these students are directed to go forward directly to number 5. The rest of the students go through the remedial items 2-4 (in which the resulting correctness percentages are respectively 85, 90 and 95 per cent.) On item 5, correct answers are given by 60 per cent of the students; these students are allowed to go directly to number 8. The remaining 40 per cent. proceed through numbers 6 and 7, etc.

**Comments:** The correctness percentage is fairly high for most of the units. An exception is number 11 in Alternative B; this unit should therefore be given special attention. The units with filter function (1 and 5) have a moderate correctness percentage, which usually can be considered to be adequate (if all students should answer a filter unit correctly, the appended remedial sequence would be unnecessary). The error-treatment units 15 and 16 give uneven values (D 15 has few correct answers, and D 16 has uneven distribution between error alternatives) and should therefore be especially examined. Finally, it is, of course, a good sign that the terminal unit with testing function (20) has a high correctness percentage. Frequency of use: The optional choice of parallel sequences gives an uneven distribution (almost all students choose Alternative B). Here revision is probably indicated. The distribution in the choice of enrichment courses, however, does not seem to give any reason for revision.
14.4 ANALYZING RELATIONSHIPS BETWEEN STUDENT BEHAVIOR WITHIN AND OUTSIDE THE PROGRAM

The final criterion of the effectiveness of a program is, of course, the student's terminal behavior. As was stated above: If this reaches acceptable levels within reasonable time periods, we need not be so concerned about the details of the behavior within the program. However, when the terminal behavior is not fully adequate or when the time used seems too long, an analysis of the student's behavior within the program is needed to show us the place where revision is most indicated. About these general ideas there seems now to be a fair degree of agreement among programmers. However, two deficiencies stand out in many reports on program development. Sometimes the programmers are so exclusively interested in the error percentages within the program that all other considerations, even those concerning the terminal behavior, seem to be forgotten. In other cases attention is paid both to final tests and to the error frequencies within the program, but the programmer does not care to study any particular relationships between student behaviors within and outside the program, even when these relationships should give him important additional information (such as, for instance, would often be the case in branching programs). In the following we will give a few brief illustrations of relationships between student behaviors within the program and outside the program that should be of interest to the programmer.

14.4.1 Information Density and Information Speed of a Program

As has been pointed out (Björkman, 1963) the information value of a unit of information can be defined as the difference between the probability of correct answer before and after the communication. Since the single units (didules) of a program often do not contain complete terminal reactions, however, but have other purposes as steps on the way towards such terminal reactions, it is often unrewarding to study the information value (in this sense) of the single units. (This value may be maximal in the stated operational meaning without any guarantee that we have come closer to any of the terminal reactions.) On the other hand, it should be quite meaningful to study the special tasks, sometimes called "criterion problems", which test the student's terminal behavior after he has gone through an instructional sequence of related units. Even when formally built into the program proper, these criterion problems are equivalent to test items and may be
considered to represent "behavior outside the program" in the sense intended here. If we examine the ability of the students to solve these criterion problems before going through the instructional sequence (error percentage A) as well as their ability to solve them in their natural context, that is, after going through the sequence (error percentage B), we shall obtain more meaningful measurements of "uncertainty reduction" (error percentage A - error percentage B).

Let us assume that, for each new concept we introduce we have at least one instructional sequence, and at least one criterion problem. The uncertainty reduction of the criterion problem divided by the number of units (didules) included in the sequence then gives us a measure of the "information density" of that particular sequence. The information density of the total program may then be defined, in principle, as an average of the density of the separate micro sequences:

\[
\frac{A_1-B_1}{D_1} + \frac{A_2-B_2}{D_2} + \frac{A_3-B_3}{D_3} + \ldots + \frac{A_n-B_n}{D_n}
\]

\(A_i = \) the error percentage of the student group under examination on criterion problem \(i\) before the relevant instructional material has been studied.

\(B_i = \) the error percentage of the student group under examination on criterion problem \(i\) after going through the instructional material.

\(D_i = \) number of units (didules) in the micro sequence that leads up to criterion problem \(i\) (and the purpose of which is to teach the student the concept \(C_i\)).

\(C_j = \) basic concept (represented in the program by the \(j^{th}\) criterion problem and the \(j^{th}\) instructional sequence).

\(n = \) number of basic concepts included in the program.

Note. Obviously a formula of this type only gives one aspect of the complex phenomenon of information density as intuitively conceptualized. For instance, it does not consider the fact that various conceptual units can make widely differing demands on the "intermediary processes". If these demands could be expressed quantitatively (and average judgments from a group of raters might perhaps be used in this connection - at least for a first approximation), a weighting of each quotient \((A_i-B_i)/D_i\) with respect to the demands on the intermediary processes might "improve" the formula, that is, mean that one more possible criterion of step size has been taken into consideration.
If we exchange the information about the number of unit sequences \((D_1, D_2, D_3, \ldots D_n)\) against the time the micro sequences take \((T_1, T_2, T_3, \ldots T_n)\), we would obtain a measure of "information speed" instead of a measure of "information density". Since one of the most basic criteria of educational effectiveness is how much information the student absorbs per unit of time (not how much information has been poured out from the mouth of the teacher or otherwise been potentially available for absorption!), such a formula would give us a starting-point in our assessment of the educational effectiveness of the program. In any case it ought to be of interest to be able to compare this measure with other data about a program. It is hoped that comparisons between different operational program characteristics will gradually give us a clearer picture of what is essential and what is less essential in program construction.

**14.4.2 Choice-Point Relationships (Survey Tables of the Distribution of Achievement Patterns in Filter Units)**

The measure of "information speed" just mentioned combines information about time used (a "medial" variable) with information about probabilities of correct responses before and after the study ("initial" and "terminal" variables). Another combined evaluation criterion will be of interest when examining branching programs where the students, on the basis of their achievement at a choice-point (in a filter unit), are led different ways through the program. Simple error frequency data for these filter units are, of course, insufficient as a basis for the revision, since we are not here concerned merely with minimizing the number of errors. Instead, in these cases the aim is to lead the student, by means of the diagnostic indications given by the filter unit, to the particular study material that is most appropriate to him. This means that the student's achievement on initial test (pre-test), filter unit, and terminal test have to be examined together. It is obvious that certain combinations ("achievement patterns") are acceptable, whereas others show faults in the program and, hence, indicate where revisions are needed. (A demonstration of this was given by Markle, 1963. Some of Markle's ideas will be incorporated in the following illustration.)

As an aid in this examination the programmer can utilize a survey table of the general kind demonstrated in Figure 14.6. The eight possible "achievement patterns" are placed as row headings, and the filter units of the program as column headings. The distribution of the students
over the various achievement patterns is then built up within the table by entering tally marks.

Let us take a brief look at some typical achievement patterns when the program contains filter units of the general type that sort the students into two sub-categories at each choice-point, one of which passes through only part of the total number of units included in the total program. This formulation is a very general one, describing a formal branching structure, and it therefore covers at least two main situations that the educator will often consider to be quite different. In the first of these, the main group of students goes through all units, while a smaller group of students is found at the choice-point to know already some of the material that will be treated and is therefore directed to skip some part of the program ("shortening of learning sequence for high-achievement group"). In the other situation, the main group of students goes through the shorter sequence, while a smaller group of students is found at the choice-points not to know enough about materials covered in some earlier program and is therefore directed to go through an additional "remedial loop" ("lengthening of learning sequence for low-achievement group"). The pattern symbols used in the following are explained in Figure 14.6. Only some of the patterns included in the figure will be commented upon here, and, for the sake of brevity, only faults of the program proper are mentioned (that is, we assume that pre- and post-tests are reliable and valid):

A. \( I_r \ FD_r \ T_r \)

In this case the student answers correctly (r) both in the filter unit (FD) within the program and in the corresponding parts of initial test (I) and terminal test (T). Students with this pattern will skip the special part of the program immediately following the particular filter unit. In other words, they go on the quicker track (whether this is considered to be the main track or a track for selected minority of high-achievers). No criticism can, of course, be directed against the fact that this pattern appears. One indication for revision may come up, however. If the number of students with this pattern approach 100 per cent in a representative sample of the target population, the additional part of the program is superfluous.

C. \( I_r \ FD_w \ T_r \)

If the tests are assumed to be valid (an assumption we made above for brevity of discussion), this particular pattern indicates that we have
<table>
<thead>
<tr>
<th>Achievement patterns:</th>
<th>FD₁</th>
<th>FD₂</th>
<th>FD₃</th>
<th>FD₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. I₁ FD₁ Tᵣ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B. I₁ FD₁ Tᵦ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. I₁ FD₁ Tᵦ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D. I₁ FD₁ Tᵦ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E. I₉ FD₉ Tᵣ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F. I₉ FD₉ Tᵦ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G. I₉ FD₉ Tᵦ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H. I₉ FD₉ Tᵦ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Reading key:**
- I = initial test
- FD = filter unit (filter didule)
- Tᵣ = terminal test
- Tᵦ = terminal test
- r = right
- w = wrong

**Figure 14.6** Possible table arrangement in analyzing the distribution of achievement patterns in filter units ("choice-point relations table")
had an inadequate filter unit which directed the student through an extra part of study material that he did not need. The response demands in the filter unit may have been formulated in such a way as to lead the student astray, or the filter unit may simply be too difficult for its purpose. Hence, in this case the revision should focus on the filter unit.

F. I_w FD_r T_w

This combination can be an important indicator of insensibility on the part of the filter unit. The student who does not know the pertinent facts from the beginning is not correctly sorted by the filter unit and, hence, does not get the additional study he needs. This may happen quite often, for instance, if the filter unit uses multiple-choice techniques with less adequate alternatives (or if, in the filter unit, the student is tested on discrimination behavior only, whereas he is tested on construction behavior in the terminal tests). As was the case in pattern C, the revision should be directed at the filter unit, but in pattern F the revision has the opposite purpose of increasing the difficulty of the filter problem.

G. I_w FD_w T_r

This combination is usually a good sign. The student shows error in the initial test and in the filter unit, but he can solve the terminal problem after the additional training supplied by the extra part of the program. One possibility of revision should, however, be kept in mind. The programmer should ask himself whether or not the "additional" program part ought to be incorporated within the main part of the program. If the number of students with G patterns approaches 100 per cent. in a representative sample, such an incorporation is clearly indicated.

The tabular and diagrammatic arrangements demonstrated in the present section should be considered only as examples. Many other types are possible and suitable to aid the programmer in his attempts to deal systematically with the data from the try-out phase, and each programmer should, of course, design his aiding devices to fit his particular needs in each specific situation. Our main purposes have been (a) to emphasize the relative complexity of the evaluation task and the risk of using one-sided criteria in the try-out process, and (b) to show some of the possible ways in which the programmer can equip himself
with simple aids in order to make his evaluations more systematic, complete, and efficient. It is felt that a more widespread use of such systematic and comprehensive evaluation schemes would also considerably enhance the accumulation of basic knowledge in the programmed learning field.
15. EXAMPLES OF PROCEDURES IN REVISION OF PROGRAMS

We have already discussed a series of steps in revision, arising from different test results, when we were dealing with the various evaluation criteria above. In the present section we shall briefly review different combinations of criteria which to a greater or lesser degree call for revision and also mention a few special measures which can occasionally be indicated.

15.1 SURVEY OF PRELIMINARY INDICATIONS FOR REVISION FROM CERTAIN COMBINATIONS OF CRITERIA

Figure 15.1 gives a simplified survey of the extent to which different combinations of criteria indicate revision. Such a survey must obviously be fairly schematic. In practice, it is not always easy to determine what are "high" or "low" error rates or decide, for example, how a "limited revision" should be designed. But as a theoretical outline such a schematic survey can perhaps nevertheless give a lead and counterbalance the one-sided consideration of a single criterion of which some programming theoreticians are guilty.

Let us comment briefly on some of the criteria combinations. (For abbreviations used, see the explanations in Figure 15.1.)

All combinations with a high terminal error rate (TEh) obviously definitely indicate revision. In these cases the goal set has not been attained. The program is, to use very obvious terminology, simply not "finished". If, in addition, we consider the student’s attitudes, we get yet another indicator, and the difference made in the survey between "maximal" and "strong" indication for revision is directly dependent on the difference between programs as experienced by students with negative and positive attitudes respectively.

A program which not only misses its performance goal but also created an unpleasant study situation does not justify its existence. In this case it makes no difference whether the error rate is high (as in the first criteria combination) or low (as in the second). Programmers who discuss revision only on the basis of the students' errors during the course of the program risk accepting a program of the type ME1 A p TEh, which is here shown as indicating a maximal need of revision.

Everyone would agree that criteria combination 8 (ME1 A p TEh) is advantageous, and that a program with these characteristics scarcely needs revising. (For the sake of simplicity, we are disregarding certain
other variables, e.g. teaching time, which is in many cases important, but which is less so compared to the final performance and working climate. We have also accepted criteria combination 7 (ME\textsubscript{h}A\textsubscript{p}TE\textsubscript{1}). The error rate during the working of the program is admittedly high, but this has resulted neither in bad performance nor a negative attitude. The difficulties can have resulted from a low degree of support stimulation or a teaching method which failed to explain errors satisfactorily, but these difficulties are not such as to have an overwhelmingly deterrent effect. It is possible that this combination is comparatively rare, but when it does occur, it should hardly be rejected, despite the ME\textsubscript{h} factor.

Finally, combinations 5 and 6 are characterized by a negative attitude together with a good final result. In one case, (ME\textsubscript{h}A\textsubscript{n}TE\textsubscript{1}), the negative attitude is probably connected with the error-reaction frequency. Here it is possible that a limited revision to reduce the error rate would also produce a better attitude climate. In the other case, it is more probable that the negative attitude is related to the fact that the program is experienced as monotonous and uninspiring. In this situation, an attempt should be made to increase motivation and reduce monotony (cf. our discussion on motivation above).

In a particular situation, the occurrence of different combinations depends not only on the character of the program, but also on the general working climate of the classroom or school and on the student as an individual. Some programs probably give rise to widely different criteria combinations for different individuals which may be of interest, for example, from the point of view of personality research and social psychology. From the point of view of educational technology, however, the general aim must be to construct the program or system in such a way that as many of the target students as possible come up with combinations 7 or 8.
### Figure 15.1 Outline of principle indications for revision in certain criteria combinations

<table>
<thead>
<tr>
<th>Criteria combination:</th>
<th>Preliminary indication:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $\text{ME}_h \text{A}_n \text{TE}_h$</td>
<td>Maximal revision indication</td>
</tr>
<tr>
<td>2. $\text{ME}_1 \text{A}_n \text{TE}_h$</td>
<td>Maximal revision indication</td>
</tr>
<tr>
<td>3. $\text{ME}_h \text{A}_p \text{TE}_h$</td>
<td>Revision strongly indicated</td>
</tr>
<tr>
<td>4. $\text{ME}_1 \text{A}_p \text{TE}_h$</td>
<td>Revision strongly indicated</td>
</tr>
<tr>
<td>5. $\text{ME}_h \text{A}_n \text{TE}_l$</td>
<td>Limited revision indicated</td>
</tr>
<tr>
<td>6. $\text{ME}_1 \text{A}_n \text{TE}_l$</td>
<td>Limited revision indicated</td>
</tr>
<tr>
<td>7. $\text{ME}_h \text{A}_p \text{TE}_l$</td>
<td>Revision not indicated</td>
</tr>
<tr>
<td>8. $\text{ME}_1 \text{A}_p \text{TE}_l$</td>
<td>Revision not indicated</td>
</tr>
</tbody>
</table>

Symbols:
- ME = medial error rate (% of errors during the instructional program)
- TE = terminal error rate (% of errors in final test)
- A = attitude
- h, l = high, low
- p, n = positive, negative
15.2 SPECIAL PROCEDURES

15.2.1 The Question of the Student's Capacity for Independent Work and the Possible Alteration of the Boundary between Educand-System and Educator-System

As is shown in Figure 15.2, the change from one type of teaching situation to another often involves a shift of the boundary between the educator system and the educand system. An extended educator system may be valuable for the rapid learning of a certain subject-matter. On the other hand, when it is a question of developing the capacity to cope independently with subject-matter which is hard to learn, a comprehensive educator system would often be a hindrance. If the try-out shows that the learning of certain subject-matter takes more time than is desirable, one should consider changing over from a less detailed learning process to a more rigidly controlled one. If the aim is to induce the ability to treat subject-matter independently, and if the try-out seems to indicate that this goal is not being reached, a shift of the boundary between the educator system and the educand system in the opposite direction would be indicated.

15.2.2 The Question of How the Student Accustoms Himself to Active Cognitive Handling of Subject-Matter and Possible Limitation of the Number of External Response Reactions

External response reactions are considered valuable as a guarantee that the student actively handles the subject-matter presented to him. Is there a possible risk that the student accustoms himself to the special working technique in such a way that he avoids active cognitive working when there is no explicit response demand? Can the technique sometimes involve an unnecessary loss of time (for those with already established habits of study)?

If the try-out indicates a positive answer to one or both of these questions, one should possibly try a technique which is a compromise between the program's continual demand for external response reactions and the ordinary text-book's lack of such a demand. The program can, for example, be so constructed that a response which generally need only be mental (implicit) is demanded of the student. From time to time (at irregular intervals), however, a demand for an external statement occurs. Cook (1962 a), who suggested this type of technique, thinks that by this means the individual might be forced to keep his covert responses alert and so save time.
Figure 15.2  Outline sketch of the varying boundary between educator system and educand system

Teaching aids:

A. No aids, only source material

B. Survey books

C. Intermittent teaching program

D. Programmed workbook

E. Teaching machine with successive answer presentation

F. Teaching machine with automatic evaluation of answers
A schematic diagram of the reaction between student and program when using such a technique (with partial demands for explicit statement of responses) is given in Figure 15.3.

15.2.3 Special Measures against "Boredom"

We discussed above some general steps which could be taken to reduce monotony and increase motivation. Should investigation show that the students find the program monotonous and boring, the revision should aim at an even greater use of these tactics to give variety. In this section we shall give a few brief hints on other possibilities.

(1) Adaptation to the students' previous knowledge has perhaps not been worked out with sufficient care. As illustrated in Figure 15.4, the student's attainment of the skills relevant to a certain goal is seen as a continuous process, which has already gone on, to some extent, before he is faced with the particular study material. If he is aware that he is being taught about things he already knows, he will very often experience boredom. In this case a more thorough student analysis should form the background for a revision of the program.

It may become apparent that the previous knowledge of the target population has been seriously underestimated, and then the program should be shortened - either by cutting out certain sections in the more elementary parts of the program or by "increasing the size of the steps" (reducing the number of application- and practice-tasks). But it can also happen that the underestimation applies only to part of the target population and in that case consideration should be given to changing from a linear to a branching program.

The most effective teaching should, in theory, be that which starts out from an individual analysis of the initial repertoire, i.e. which begins by testing and analyzing the individual's previous knowledge and tendency to errors and then teaching only those points which are shown to be lacking - with emphasis on individual difficulties. The fact that the programmer for practical reasons finds it difficult to follow such a procedure completely does not prevent him approaching this technique, since the number of individual variations important for teaching is relatively limited in most groups of students. (One works then with a number of "streams" in which the students are placed after an initial filter test.)

It may be thought that student analysis is troublesome and time-consuming, and it is often neglected in preparing the contents of the curriculum. However, the amount of work that one imagines one saves by
Figure 15.3 Schematic diagram of interaction between student and program demanding only partial explicit response reaction

<table>
<thead>
<tr>
<th></th>
<th>Didule 1 (without &quot;explicit demand&quot;)</th>
<th>Didule 2 (with explicit demand)</th>
<th>Didule 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Program:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Focal teaching level (S)</td>
<td>$S_1$</td>
<td>$S_2$</td>
<td>$S_3$ etc.</td>
</tr>
<tr>
<td>Response level (R)</td>
<td>$R_1$</td>
<td>$R_2$</td>
<td></td>
</tr>
<tr>
<td>Feed-back level (K)</td>
<td></td>
<td>$K_1$</td>
<td></td>
</tr>
<tr>
<td>Instruction level (I)</td>
<td></td>
<td>$I_2$</td>
<td></td>
</tr>
<tr>
<td><strong>Student:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cognitive process, attempted answer (cr)</td>
<td>$cr_1$</td>
<td>$cr_2$</td>
<td></td>
</tr>
<tr>
<td>Explicit action, attempted answer (er)</td>
<td>$e_0_{1a}$</td>
<td>$e_0_{1b}$</td>
<td></td>
</tr>
<tr>
<td>Explicit action, other (eo)</td>
<td>$e_0_{2a}$</td>
<td>$e_0_{2b}$</td>
<td>$e_0_{2c}$</td>
</tr>
</tbody>
</table>

Note: The other actions, shown as eo, here indicate manipulation of the machine. In Didule 1 the student thinks of the answer ($cr_1$), turns the machine forward one frame ($e_0_{1a}$) and gets the correct answer ($K_1$). In Didule 2, however, when he turns the machine forward ($e_0_{2a}$), he gets instead the instruction to write down the answer ($I_2$). Only after he has done this ($er_2$) is he given, after a further manipulation of the machine, the correct answer ($K_2$).
Figure 15.4 Theoretical illustration of relation between initial repertoire and contribution of the program

For the individual student S:

- Already in initial repertoire
- To be supplied by the program

In the total group of students Z:

- Already in initial repertoire of all
- Already in certain students' repertoire
- Not in any initial repertoire

Acquired behavior
omitting this procedure will be lost over and over again, partly in lowered motivation among the students, with the consequent lower effort they put into their work, partly in an unnecessary expenditure of time and study-material when one teaches what the students already know.

(2) Alteration of tempo of presentation. As far as the tempo of presentation is concerned there are three main possibilities: student-controlled speed, machine-controlled speed and the combination student-and-machine-controlled speed. Student-controlled speed is the most usual, and it has the obvious advantage that each student has as much time as he needs to think. However, one can imagine (especially when it is not a question of concept-learning or problem-solving activity, but of a motor skill) that the student-controlled tempo involves a risk that the student will stay too long at a low level of skill. This is likely to lead to boredom, since clearly increasing demands are not continually being made on the student. Should a try-out show this to be the case, a situation should be considered in which the student is spurred on to greater efforts by a machine-controlled increase in speed, or which uses a student-machine system where the average speed of the machine is regulated by the student's skill (cf. SAKI).

(3) Variation of didule components. We normally work with a fixed series of didule components and student responses: information or "stimule" (S), response-demand or "respule" (R), student response or "response" (r), feed-back of correct answer or "corrule" (K). This in itself, as we pointed out above, gives a good dynamic variety (S-R-r-K, S-R-r-K etc.), with greater variation than the usual text's monotonous: S-S-S-S-S etc. However, if we work only with series of the type S-R-r-K, even this can naturally gradually become monotonous and boring. There is a particularly great risk that this will happen when, in addition, there is a great number of consecutive didules which contain very similar S, which is often necessary in the training of skills (e.g. in languages), where the student, by persistent practice, has to get as close as possible to the ideal performance (e.g. perfect pronunciation). If investigation shows that boredom is experienced by the students, one should consider interrupting the working sequence at suitable places with differently arranged component sequences. If, for example, in training of skills, we occasionally intensify the r-K combination by "extended" sequences, this can serve a useful purpose both for effective work (the ideal performance is attained more easily perhaps when the whole task need not be repeated) and for the students' need of "something different". This type of sequence - e.g. S-R-r-K-r-K-r-K- is of course only one of many possible variations.
16. COMPILING THE PROGRAM MANUAL

Program consumers need certain information from the program producer to help them choose their study material. As we have already pointed out, this information should be readily available in a program manual. The writing of this manual should be the final task of the program constructor.

It is naturally not a great deal of use to describe in detail what such a manual should contain. The most suitable choice will vary greatly from program to program. But certain categories of information are usually necessary in one form or another:

(A) **Description of goal and students**

The aim of the program and the use planned for it should be clearly stated. An attempt to attract customers among a wide and varying public by using vague and all-embracing headings is easily seen through and is not a good advertisement for the vendor of the program. The previous knowledge needed is stated as preferably specified by means of a pretest. Similarly, the purpose of the course is clearly defined by the final test. (For pre- and post-tests, see E below.)

(B) **Character of development work**

(a) Those responsible for the programming and testing should be named.  
(b) The goal analysis on which the program is based should be presented.  
(c) A summary of the other stages of the preliminary work can give valuable information. (To what extent has a thorough student analysis been carried out? Etc.)  
(d) The revision and try-out processes should be given in outline.

(C) **The structural characteristics of the program**

should be briefly described and illustrated with extracts from the program. It is possible that in time a standard set of descriptive categories may be used as a basis for such a description. Fry (1963, p. 199 ff.) exemplifies a series of possible bases for classification. Some of those would be of interest to give are:  
(a) sequence characteristics, including main flow structure,  
(b) general didule characteristics, and  
(c) special characteristics of the components, i.e. of stimuli, responses and corrules.

(D) **Characteristics of the subject-matter**

It should be stated here to what degree the program concurs with the
curricula concerned, and also how far and in what way it differs from already existing textbooks (or programs) in content.

(E) Program effects
This is, in a way, the most important category of information. It is here that the intending purchaser of the program is informed of the demonstrated teaching effectiveness of the program and of the conditions under which this empirical demonstration was carried out. In other words, the manual should contain the following information:

(a) Scope and conditions of the field try-out. This should be stated in some detail and comprise not only information about the research sample (its size, age of students, intelligence, previous knowledge etc.), but also external circumstances both as regards the teaching situation (e.g., how time was allotted, possible teacher co-operation) and as regards the test situations.

(b) The preliminary and final tests used in the field try-out should be described in the manual and in addition the complete tests should be available from the constructors or the publishers if desired. (Tests are sometimes sold together with self-instructional material. According to "Programs '63", there were then final tests for 46% of commercially available programs, but preliminary tests for only 14%. Were the publishers afraid that the tests might show that the student did not need the program in question?)

(c) The final results of the field try-out should obviously be clearly stated. It would be an advantage to give this both verbally and in the form of adequate statistics. It should be possible to compare the students' final performance with their previous knowledge, and there should be supplementary information about the amount of study time used. If other aims than simply the learning of subject-matter have been mentioned in the description of the goal of the course, the manual should also give an account of results of the try-out which confirm that these aims have been attained. Otherwise, the manual should clearly state that these points in the general goal description have not yet been confirmed by empirical results, and that therefore the effect of the program as far as they are concerned is, for the time being, hypothetical.

The task of producing a program manual is the responsibility of the program producer and publisher. This can hardly be considered an excessive burden, provided that the program constructor has really developed his program empirically and carried out a proper field-test.
Unfortunately, this kind of account is at present supplied with very few of the commercially available programs. This is not just due to an unwillingness to do the extra work involved in preparing the manual. It is mainly because many of these programs have obviously not had a thorough try-out in the field, a fact which may well be obscured by a flood of sales-talk about continuing research and delighted students, but which would look bad in print. When, in one enquiry, publishers of programs in the USA were asked about the size of the groups on which the programs had been tried out, over 80% avoided answering precisely that question! (Cf. "Programs '63", p. xiii.) In an examination of about 700 programs in 1967 at Northeastern University, it was found that only about 30% were accompanied by any information about field-tests. (Cf. Markle, 1968, p. 17.)

So it is important that program consumers are aware of the demands they should make, and that they do not hesitate to make them. Reviews such as "Programs '62" and "Programs '63" are undoubtedly useful in this respect, in that they give - without further evaluation, it is true - the nature and scope of the try-out. Publishers who are forced to leave a blank as far as this is concerned can scarcely avoid wondering what it will mean for their sales if their competitors can give fuller information. In addition to such survey lists, a standard forum for regular reviewing would be desirable. To take an example from a somewhat different field, one can point to the influence which Buros’ "Mental Measurements Yearbooks", with their persistent pointing out of lack of reliability and validity checks, have had.

But apart from this, every buyer of a program naturally has the right to demand detailed information from the seller. Advertising generalisations are not much use to the consumer. The Bulletin of the National Association of Secondary School Principals (Belton, 1962) gives examples of a number of questions which a head teacher should put to a program salesman who has no program manual to show. Their tone and general tendency can be seen from the following (considerably shortened and modified) version:

"We thank you for your offer to demonstrate at our school the programmed study courses which your company is at present marketing. Our study material committee will be glad to see you next Monday at 3:30 p.m. Our time, however, is limited, and we should appreciate it if, when you visit us, you would be prepared to answer briefly the following questions about each of the programmed courses you intend to demonstrate:

1. Is there a teacher's manual or guidebook with instructions for using the course?
2. Are the goals stated in detail in a description of the course?
3. Has the course material been produced as a result of a series of try-outs and revisions? If this is the case, where can we find a description of this development work?
4. Who were those responsible for the development and trying out of the course? What are their qualifications?
5. To what extent has the completed course been tried out in the field, and where can we find an account of how the field trial was arranged and the results of it?
6. Which schools or organizations can we ask about their experiences in using the course?
7. Is the course accompanied by a pre-test and a post-test, or can such pre- and post-tests be ordered separately from your company? Where can we find out about the construction and evaluation of these tests?
8. What is the approximate average time taken for a student to complete the whole course?
9. Is the study material available both in book form and for machine presentation? Is the study material consumable, or can it be used again?
10. What is the cost of the material per student hour? Does your company allow a discount for a first purchase to try out the material? When we have this information, we should be in a better position to decide on purchasing.

If, after receiving such a letter, programs salesmen with deficient programs fail to turn up for the proposed demonstration, no harm will have been done.
17. ASSESSMENT AND COMPARISON OF EXISTING PROGRAMS

We have previously studied self-instructional material mainly from the point of view of the constructor and how the teaching program is successively re-examined, tried out and revised. Finally, we shall treat the program in its finished state, above all with the following question in mind: How can we decide whether a teaching program fulfills reasonable demands and fits into a certain teaching situation?

This is mainly the program consumer's concern, but the question is also one for the program constructor. It usually turns up when the programming group has reached the point when analysis of pre-requisites has been made, i.e., when one is clear what the goal is and what type of students one will be dealing with. The questions one should ask oneself at this stage (but scarcely before are: Is there already a program on the market which corresponds to the goal which has been specified and which is aimed at the same group of students? Is there nevertheless a sufficient reason for a new program?

(Figure 17.1 shows schematically some factors in the situation about which the programming group has to make a decision.)

In the evaluation of a program, two kinds of judgment have to be made: (1) judgments based on the program's "pheno-characteristics" which can be observed by a visual examination and (2) judgments based on the program's "functional characteristics", i.e., on experience of how the program works in practice.

Questions about "pheno-criteria" in their turn are of two types:
(a) Has the content of the program just those qualities which make it fit for the teaching purpose in question? (b) Does the structure of the program conform with the "theory" of programmed teaching (or with our knowledge of the principles of human learning)?

Obviously, in judging a program, one can easily come to certain conclusions by looking through it oneself. A new program should always be examined as thoroughly as a new textbook and primarily with regard to its contents and scope.

On the other hand (as Rothkopf, 1962, among others, has emphasized), one should beware of the idea that a program can be adequately judged merely by a visual examination of its structural characteristics. There are several reasons for this. (a) Firstly, there is scarcely a "theory" of what a maximally effective teaching program should look like, reliable enough to enable us to come to any definite conclusions. We have a certain
Investigation of the existence of parallel programs

Result A: Such programs exist.

Result B: Such programs do not exist.

**Question 1:** Do these programs sufficiently coincide with the present goal?

**Question 2:** Are these programs aimed at exactly the same type of students?

**Question 3:** Do these programs fulfill in all essential respects other demands for effective study material?

**Question 4:** Are such programs being published?

**Question 5:** Have investigations shown that other programmers have found the subject difficult to program?

**Answer to questions 1-3 is YES**
**Answer to any of questions 1-3 is NO**
**Answer to question 4 is YES**
**Answer to question 5 is YES**
**Answer to questions 4 or 5 is NO**

**Action I:** Programming group should seriously consider giving up the project or altering its direction

**Action II:** Programming group should await further developments

**Action III:** Programming group should reconsider the program critically before work is continued

**Action IV:** Programming group has grounds for proceeding along line started on

---

**Figure 17.1** Existence of parallel programs: A situation in which a decision must be taken during programming

---
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body of general principles, but empirical investigations have given contradictory results on many points of detail. (b) Secondly, even if such principles were relatively clearly established, they cannot be a sufficient basis for an evaluation, since there are a whole series of other factors (e.g. organization of material) which affect effectivity. (c) Thirdly, even if the principles of programming were both clearly established and could in some way be shown to outweigh all other reasons for variation, a visual examination would still give insufficient information about the value of a program, for the simple reason that many of these principles cannot be directly observed. A low percentage of error is an example of a programming variable which can only be determined by empirical methods. (The expert in a subject often guesses wrongly about this. Precisely because of his expert knowledge, he considers the steps to be extremely "small" and consequently estimates the percentage of error as "lower" than empirical methods show it to be.)

Instead of discussing whether the teaching material conforms to certain programming principles, the experiment has been made of getting experienced teachers to judge its probable effectivity. One must, however, allow for the fact that, because of lack of training in judging these new types of material, they can go seriously astray. In one study (Rothkopf, 1963) the results even showed a negative correlation (-0.75) between teacher-estimated and real effectivity!

To sum up, we can say, then, that while a visual examination is always of interest, it must not be the only basis for the consumer’s evaluation of a teaching program. He must rely primarily upon how the program has been shown to work in practice, not upon what it looks like. Possibly, in the future, we shall know so much more about the factors which produce an effective program that we shall not always need to proceed via empirical demonstration. But in the present state of programming technique this is the only completely reliable way.

When the consumer wishes to examine a program thoroughly, both visually and by studying the information given in the manual, it is advisable to use some form of check-list. This makes the task easier and also avoids a one-sided examination. The contents of the list can vary according to the needs of the particular teaching situation. We shall now give examples - partly based on an American "Checklist for selecting programs" (NSPI Journal, 1963) - of questions one often finds it necessary to put (cf. also e.g. Cox et al., 1962; Tracey, 1963;
Wark, 1963; and Vanderschmidt, 1964): The question: are so formulated that the answer "yes" usually gives the better alternative. In other words, a large number of positive answers is a better indication than few positive answers. However, some questions are obviously more important than others. These must naturally be given the greatest weight in drawing the final conclusion.

1. **Goal and curriculum:**
   1.1. Does the publisher or constructor give a clearly formulated description (in the form of observable behavior changes) of what the course is intended to teach?
   1.2. Does a visual examination show that the description of the goal is fully covered by the course?
   1.3. **Does the goal of the programmed course (as it appears in points 1.1 and 1.2) coincide in all essential respects with the curriculum or general goal for your special teaching situation?**
   1.4. If there is any divergence, is it of such a character that it is pedagogically advantageous and would therefore be accepted as a meaningful change in the course?
   1.5. Is there reliable information about the time taken for the course by students of the type you meet in your teaching situation?
   1.6. Will your students be able to get through the course, or as much of it as is desirable, in the time at your disposal?

   **To sum up:** Does the general goal of the course sufficiently coincide with the demands of your teaching situation?

2. **Student characteristics:**
   2.1. To get the best out of a course, certain skills and previous knowledge are often needed. Are these "starting requirements" clearly described?
   2.2. Is there a pre-test, which can show whether a student has the required skills and knowledge to start the course?
   2.3. Do these starting requirements coincide with what you could reasonably expect of a student in your teaching situation?
   2.4. Is there a pre-test which will show how much a student already knows of the material the course is intended to teach?
   2.5. Is the course material so organized that the student with such previous knowledge can start the course at some other point than the beginning or otherwise go through the material in a way suited to his special qualifications?
To sum up: Does the general design of the course reasonably suit the group of students you are teaching?

3. Specific instructional effectivity of the study material:

3.1. Is there a detailed and reliable report of the field try-out of the material in its finished state on representative groups of students (including pre- and post-tests)?

3.2. Are the results of this field try-out satisfactory?

3.3. Were the conditions in the try-out sufficiently like those of your own teaching situation for you to be able to assume a similar result in your own case?

3.4. Has a test been published with which you can check, by a satisfactory measuring procedure, whether the goal of the course has been achieved?

3.5. Are there grounds for assuming that the knowledge and skills acquired during the course are retained for a reasonable time afterwards (i.e., has the try-out also studied retention after a certain interval, with satisfactory results)?

To sum up: Are there both (a) good grounds for supposing that the study material gives the desired specific results with typical groups of students and (b) the possibility of checking in your own teaching situation (suitable final tests)?

4. General educational character of study material:

4.1. Does the material give the student training in desirable study behavior (e.g., does it involve more logical reasoning and induction from experience than copying and formal mechanical working)?

4.2. Does the material give the student sufficient opportunity for varied repetition (as against both insufficient and routine repetition)?

4.3. Does the material give the student sufficient opportunity to integrate his knowledge (e.g., by problems which promote integration, work with supplementary and source material etc.)?

4.4. Is there a teacher's handbook which gives examples of how to integrate the self-instructional material with other teaching methods?

4.5. Are there interim tests built into or accompanying the course which will be a good basis for possible additional help or teaching during the course?

4.6. Are there grounds (as a result of the field try-out or research) for supposing that the material created an interest for the subject?
To sum up: Has the study material such educationally desirable characteristics that, in addition to its specific instructional effect, it also promotes such "fringe benefits" as good study technique, positive attitude to further study etc.?

5. Economic questions:

5.1. Is the cost of the complete material, including the necessary accessories such as teaching machines and/or printed forms for answers, covered by available resources?

5.2. Will it be easy for you to attend to the storage and upkeep of the material?

5.3. If an expensive machine is necessary for the presentation of the material, will it be possible for you to use it for other courses?

To sum up: Is the purchase of the course material economically defensible?

In certain cases the consumer may consider it desirable to try out the material himself. This is perfectly legitimate, if the program is thought to fulfil all the consumers's requirements, but has been tried out on a group of students which differs essentially from those for whom the teacher intends to use it. In such a case, it is good strategy to try it out on a smaller group before the program is introduced on a large scale.
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APPENDIX I

THE TERMINOLOGY OF PROGRAMMED INSTRUCTION AND EDUCATIONAL TECHNOLOGY: A SELECTIVE LIST

Some terms within the area of educational technology and programmed instruction are listed with brief definitions. Naturally, complete coverage is not aimed at. Instead, some attempt has been made to include the major terms used in the present survey and/or that together form a relatively consistent frame of reference.

Adaptive instructional system An instructional system which can adjust itself to varying student behavior by, for example, giving simpler tasks if the student has not been successful, and more difficult tasks when the student is successful.

Algorithm General and non-ambiguous prescription for solving problems within a specific problem area. Part of the subject-matter analysis (as one step in the pre-writing phase when constructing self-instructional study material) may be focused upon the questions: to what extent is it possible to formulate algorithms for the subject-area involved, and to what extent can and should these influence the instructional sequence and method?

Amplified T-tabulation A "T-tabulation" (see that term) to which, besides the usual data from the goal analysis, has been added a list of items of information about the target population with point of departure from the student analysis. Reports on the special preliminary knowledge and existing skills of the students have then been added, as well as possibly a judgment as to how the ordinary occupation of the students after their specific educational training can affect the results of the instructional program in the long run. An influence of this kind can naturally be both a support and a hindrance; hence, an appraisal in this respect can modify the programmer's treatment of the question of repetition and overlearning. (For illustration, see chapter 6 above.)

Anschütz diagram A diagrammatic method (developed by H. Anschütz) for the evaluation and comparison of instructional programs, utilizing an examination of the distribution of concepts over the instructional micro-units. (For details, see Anschütz, 1965.)
Branching model A course layout which makes it possible for different categories of students (for example, students with different preparatory knowledge) to take separate paths through the study material.

C-catalog A collection of fundamental concepts (C) in a certain subject area. Systematizing these logical "basic units" within a hierarchical system results in a "structured C-catalog". (A card file with the separate units on separate cards is often a practical set-up for such a catalog.)

C.C-catalog (or "CxC-catalog") A collection of instructionally interesting relationships between the logical "basic units" (C) within a certain subject area. A catalog of this type (which in concrete form is ordinarily set up as a card file) can be made up with the help of a "C-matrix" (see that word).

Chain model ("conversational chaining") A course layout in which the individual instructional units are linked together in such a way that the feedback component of the preceding instructional unit is incorporated as a part of the stimulus component of the following unit. In other words, the key answer is not given a separate presentation, but is embedded in the next unit, ordinarily as one or more words printed in italics.

C-matrix An aid in mapping the instructionally interesting relationships between various fundamental concepts within a certain subject area. In principle it consists of a square-ruled diagram, the row and column headings of which are the key words for the various "basic units" in the C-catalog, and every cell in the matrix is thought to symbolize all possible relationships between two such units. The constructor can, for example, go through the matrix cell by cell and ask himself questions of this type: What connection is there between these two concepts, and is this connection such that it can and should be used pedagogically? (For illustration, see chapter 7 above.)

Computer-assisted instruction Usually a special case of programmed instruction, viz, the case when a computer handles information storage, registering, response comparison and feedback, during a highly individualized instructional program.

Correlative stimuli Information, instructions and evaluations, which in an instructional situation are presented in close connection with the principal points of the content but are not themselves meant to be
learned. When these correlative stimuli have the chief function of facilitating the learning of certain other items, they can be called "prompts". (Compare "Focal informative stimuli".)

Corrule See "Didule".

Crowder model A course layout which combines a branched flow-model (in which the student's working path is successively determined by his accomplishments) with use of multiple-choice responses. The model has been realized partly in book form (see the term "Scrambled book"), partly in the form of mechanical presentation (e.g. Auto-Tutor, Mark II). Crowder's most frequent use of the branching technique seems to be for explanation of an error just made.

Density of information A measure of the effective communication of information ("reduction of uncertainty" for the student; compare this word) in relation to some quantitative characteristic of the study material, e.g., the number of instructional units. For example, the fewer "didules" (see that word!) which are used to present a certain amount of information to the student, the greater the density of information can be said to be.

Didactogram A diagram (used during the empirical testing of instructional programs) showing one or several students' progress through a programmed study material. As background pattern for the didactogram, the previously worked out "didactoplan" may sometimes be used (see word "Didactoplan"), after the necessary revisions and specifications have been incorporated. On such a pattern (showing the basic structure of the study material) are presented the behavior data: in part, information as to the study routes used; in part, information as to right and wrong performances. (For illustrations, see chapter 14 above; especially Figures 14.4 and 14.5.)

Didactoplan A graphic visualization (mainly made use of during the pre-writing phase) of the internal order in which one plans to bring up different subject-matter units (e.g., concepts) in the auto-instructional study material. By the use of special symbols, it can be shown on the chart which points in the material will be gone through by all, and which will be presented only to certain students.

Didule The fundamental instructional unit in programmed study material, ordinarily consisting of three components: the "stimule" (the information component), the "respule" (the response request), and
the "corrule" (the feedback component). The didule can be said to represent the contribution of the program to the fundamental unit of interaction between the pupil and the program, which ordinarily has the temporal sequence: s-r-R-c. (The letters s, r and c refer here to the three components mentioned above; capital R symbolizes the student's answer reaction or "response"). - The didule is an instructional unit in programmed study material, that is, it is not identical with a presentation unit. (The most nearly equivalent term "frame" has the disadvantage of being used both for the concept 'instructional unit' and for the concept 'presentation unit'.)

Didule protocol An aid in the examination of an instructional program. The protocol consists of a chart in which each separate didule has a matching review column and the different review points are entered as row headings. (For illustrations, see chapter 12 above, especially Figures 12.2-12.5.)

Educand The individual who is subjected to educational influence (instruction, attitudinal influence etc.). The "receiving" component in an educational process. In school, "educand" = "student", but "educand" is a more general term.

Educator Someone or something which causes educational influence (instruction, attitudinal influence etc.). The "sending" component in an educational process. In school, "educator" often = "teacher", but "educator" is sometimes used in a more general sense, referring also to non-personal sources of influence (self-instructional materials-and methods systems etc.).

Error rate The percentage of incorrect responses on a single instructional unit or a set of such units when tested on a group of students. Low error rate during work on program has often been considered desirable, but can also be obtained by non-desirable design (such as overprompting) and cannot therefore be used as an evaluation criterion by itself.

Fading Successive diminishing of the number of elements in a stimulus complex. In programmed teaching the term is used in two contexts. (1) = Successive cutting down of prompts (so that the student gradually can give a correct answer without help, while he was able to give the correct answer in the beginning only with the help of certain clues;
"fading of correlative stimuli"). (2) = Successive disconnecting of separate parts of a larger stimulus complex, which is meant to be learned as a whole ("fading of focal stimuli"). Example: The student learns a poem by repeated recitations. As a support for his memory he has a text for use in recital, which successively is cut down as words and sentences are deleted. For meaning (2) the term "vanishing" is sometimes used.

**Feedback technique** The interplay between the student and the study material, which tells the student how far he has succeeded with each separate task. Ordinarily the feedback takes the form of a key answer presentation, but simple information as to whether the student response was right or wrong, or more detailed error explanations occur in some arrangements. It is typical of programmed instruction that feedback is almost immediate and very frequent.

**Filter didule** A unit in the study material which informs us as to the best possible working track (branch) for the individual student. Depending on what the more specific purpose is, we can speak of "pre-controlling" or "post-controlling" didules (see these words).

**Focal informative stimuli** The main points in the content which in an instructional situation are presented to a student to be "learned" (compare "Correlative stimuli").

**Formal prompts** Stimuli, which provide knowledge about the form of the expected response and thereby make it easier for the student to give the correct answer. The student can, for example, be allowed to see the first letter of the correct answer word or to know how many letters are in the word. (Since overuse of this type of clue technique can promote thoughtless answering with an inadequate direction of attention, it should as a rule be used sparingly.)

**Goal adjustment** Successive changes of earlier goal descriptions guided by empirical controls of the realism of the goal level (in concrete cases where the initial behavioral repertoire of the target group and certain resources are defined). Is sometimes considered to be the final phase of a complete goal-analytic process (cf. "Goal seeking" and "Goal focusing").

**Goal analysis** Analysis of instructional objectives. A careful and detailed review of which knowledges and skills the students should be able to display after going through a certain study material. (Compare
"Terminal behavior repertoire". Sub-components: "goal seeking", "goal focusing", and "goal adjustment".

**Goal focusing**  Decisions about and formulation of the specific components of a goal description. "Goal focusing" can often be regarded as an intermediate link between "goal seeking" and "goal adjustment" in a total goal-analytic procedure.

**Goal-related assessment**  See "Norm-related assessment".

**Goal seeking**  Collection of data as a basis for goal decisions and goal formulation. Normally, the goal seeking should involve empirical data collections, be as many-sided as possible, and also give starting-points for priority ranking among various sub-goals.

**Horizontal panel-book**  A programmed textbook in which the pages are divided into panels which are not read in the usual reading sequence (from top to bottom) but from page to page (or from sheet to sheet). The student reads, in other words, the top part of the pages through the whole book (or a large part of the book) before he goes over to another section of the same pages. The key answer for a given task does not usually appear in the same section or on the same page, but separately on the back of the section or in connection with the next information unit.

**Instructional effectivity**  Some measure of the instructional result in relation partly to a specific goal, partly to instructional time expended. An effective instructional situation is, therefore, a situation in which an optimal balancing of behavioral products (as defined by the goal analysis) is achieved with the minimum expenditure of time.

**Integrator**  A teaching aid which offers the student a constantly alternating sequence of (a) presentation of material and (b) the possibility of response reaction. Programmed textbooks and teaching machines are typical examples. An integrator, through this double function, is different from the much more usual aids in conventional teaching, which either have just the function of "presenting" or only give the student an opportunity for a response reaction. The term "presentator" describes an aid in teaching, the chief task of which is to present to the student a stimulus-sequence prepared in advance (an ordinary textbook or educational film would be typical examples). The term "reactor", on the other hand, refers to a teaching aid, the chief function of which is to offer the student
opportunities to give response reactions. (Example: Question lists.)

**Intermittent model** A layout of the auto-instructional material which demands a fairly independent treatment of the material by the student. He is presented with a "guide-book" containing a detailed study plan and self-correcting part tests, but the main material is collected by the student from different sources outside the guide-book. If the result of a test is good, the student is directed to new material. If it is not good, he is sent back to the same source (or one parallel to it). This shifting between instructions, independent study, and diagnostic review tests places the intermittent model somewhere between a completely programmed course and Pressey's "tail model" (see that word).

**Iteration model** A course layout in which the student always goes through the various instructional micro-units in a pre-established order, the same for all students, but where he is directed to repeat single units (or groups of units) under certain achievement conditions.

**Linear model** A course layout with the same task sequence for all students.

**Mathetics** A systematic approach to the analysis of instructional components and the construction of instructional units and sequences, devised by T. Gilbert.

**Micro-branching model** A "branching model" in which a certain amount of student differentiation may take place within the separate instructional unit (e.g., different error explanation), while these units as a whole are taken in the same order by all students. Most scrambled books, for instance, are of this type. (See "Branching model" and "Scrambled books".)

**Multiple success strategy** An attempt to create a dual motivation (possibly for different categories of students simultaneously). This can mean, for example, that on the one hand the student works through the study material with a high probability of getting the correct answer to separate tasks ("sure winner"), while on the other hand he is offered "extra success possibilities" (for example, possibilities for fast-track procedure and/or the satisfaction of answering correctly without clues, "individualized clue feeding").
Norm-related assessment An assessment of the instructional result in which the single student’s result is related to information about other students’ results. (For example: "On this test, student A has obtained a result which places him in the best 25% of group G.") In contrast, "goal-related assessments" relate the instructional result to a specific series of goal descriptions. (For example: "Out of the items of this test, designed to cover all relevant goal descriptions, student B has mastered 80%.")

Objective A statement describing the behavior the student is expected to acquire from a course.

Parallel track arrangement A branching model (see that word) which allows two or more separate categories of students to go through differently designed study plans with the same final goal. The same principle or group of problems can, for example, be treated from various points of view, depending on the varying preliminary attitudes of the different students.

Passage criterion The lowest possible point which the student can be allowed to reach with reference to a certain terminal behavior. In goal analysis it is important to fix specific values of this kind, as soon as we are dealing with a continuum of skill within a certain area of behavior. Without a clearly defined "minimum for acceptability" it is impossible to judge how well the goal set by the course has been reached. The passage criteria can suitably be included in the "T-tabulations". (Compare "Goal analysis", "Terminal behavior", and "T-tabulation".)

Post-controlling didule A unit in the study material which attempts to ascertain whether the student has learned carefully enough what has just been studied. If his responses show that this is not the case, the student is directed back to a section which has already been gone through or to an alternative repeat section (with similar, although not identical content).

Pre-controlling didule A unit in the study material with which an attempt is made to determine whether the student has sufficient preparatory knowledge to be able to skip a certain section of the course.

Presentator See "Integrator".

Programming Construction of auto-instructional study-material according to a three-phase procedure consisting of (a) preparatory work
("pre-writing" phase) with, among other things, emphasis on goal analysis and subject-matter analysis, (b) composition of a preliminary version utilizing certain psychological principles of learning and (c) a "post-writing phase", including successive empirical try-outs and revisions in the preliminary versions until the goal determined in advance has been reached.

**Prompt** Some stimulus added to the terminal stimulus to make a correct response more likely during a learning process. Approximate synonyms (at least in some texts): Cue and hint. Sometimes two major types are distinguished: "Formal prompts" and "Thematic prompts" (see these words).

**Reactor** See "Integrator".

**Reduction of uncertainty** A measure of the average effectivity of an instructional material, expressed as a reduction of the number of errors (within a specific student group). If we examine the ability of the students to solve a related terminal test item before going through the material ("error percentage A"), as well as their ability to solve the problem after going through the material ("error percentage B"), then the measure of reduction of uncertainty would be "error percentage A - error percentage B". (Compare terms "Speed of information" and "Density of information".)

**Response request** That part of an instructional micro-unit which presents the student with the task of giving an active response reaction (to solve a problem in mathematics, to fill in a word which has been left blank, choose the right alternative from several which have been presented, etc.). It is typical of the programmed instruction that these response requests are very frequent and continually alternate with the presentation of new material.

**Respule** See "Didule".

**Reverse accumulation** A system for practising a temporal behavior sequence as follows: the final phase of the series is practised first, after this the next to the last *plus* the last, etc. Besides the fact that the student practises sequences (instead of separate phases only), the advantage of this arrangement is that the student experiences a motivation in being able, at an early stage, to perform the final phase in a behavior series. This is especially true if this final phase has the character of a desirable goal.
Ruleg (1) A sequence in programmed study material in which new information is introduced according to the formula: first general rule (law, principle, definition or the like), then a complete example, then an incomplete example for the student to work with. That is, the "ru" (rule) precedes the "eg's" (examples). (2) The term is also used (and originally) for a special system of constructing self-instructional study material, developed by Evans, Homme & Glaser (1962), in which the use of the sequence type mentioned above is an important part, but that also has a series of other typical characteristics. - The term "Egrul" is sometimes used for the more inductive sequence (leading the student through some examples before letting him try to formulate the rule himself); hence, the opposite of Ruleg (1).

Scrambled book A programmed textbook characterized by branches incorporated for the purpose of explaining errors. After going through the first information unit, the student must answer a multiple-choice question as control. The answer he chooses determines the page to which he is directed next. If he has chosen the right answer, the new page presents new information and a new task. If his choice has been wrong, on the other hand, he is given an explanation of his error on the new page and as a rule is directed back to the original task page with the instruction to choose a better answer.

Skinner model A course layout which combines a non-branching flow model (linear model where all students go through the same study material in the same order) with a demand for self-constructed responses. The name derives from B.F. Skinner but is somewhat misleading, since Skinner worked with other models also (among them models with extreme individualization of the repetition procedure).

Speed of information A measure of the effective communication of information ("reduction of uncertainty" for the student; compare this word) in relation to the period of time needed for learning. A measure which indicates, in other words, how much effective information the students assimilate per time unit in going through a certain instructional program, and which thereby gives us one meaningful point of departure in evaluating the effectiveness of the program.

Spiral progression A sequence of material set up in such a way that the student goes through different subject-matter areas at a lower grade of difficulty before going on to these different areas of material at a
higher level of difficulty.

Stimulae See "Didule"

Student-paced flow of information The fact that in programmed instruction the student himself most often decides when a new information unit shall be presented to him (as opposed to lesson and lecture teaching where the flow of information is directed by the teacher).

Surplus learning An extra dividend in the learning result, over and above the specific knowledges and skills. Acquired study techniques, attitudes to a certain field of knowledge and the like may be considered "surplus learning".

System analysis A general term for various types of studies on the different components of a system. A system analysis is usually a very important preparatory phase of work in constructing an instructional methods-and-materials system and then includes such things as goal analysis, student analysis, situation analysis, subject-matter analysis and media analysis.

System synthesis A general term for putting together the components of a system. In constructing a methods-and-materials system for instruction, we usually start with an analytic phase (studying the prerequisites one by one) and follow up with a system synthesis in constructing a preliminary version.

"Tail model" A layout of auto-instructional material which presupposes that the student has already in some other way acquired the main points of the study material (for instance, in an ordinary textbook). The auto-instructional material functions then as post-study control and remedial teaching where needed. The foremost advocate of this partial type of auto-instruction has been S. L. Pressey.

Target population That group of students to which a certain study material is directed.

Terminal behavior or terminal behavior repertoire The knowledge and skill which the student should be able to display after going through a certain study material. A careful mapping of the desired terminal behavior is an important part of the preliminary work in drawing up a programme course. (Compare "Goal analysis").

Terminal stimulus The unprompted question or problem to which the student is taught to respond. (Compare the word "prompt").
Terminal test  An examination which makes it possible to ascertain whether a student who has gone through a given study material can demonstrate the knowledge and skill which are specified in the goal description of the course. (Also: "criterion test").

Thematic prompts  Stimuli which with the help of meaningful (content-related) associations make it easier for the student to give the correct answer. Examples and logical deductions can be counted as belonging to this group of hints.

T-tabulation  A tabulation (used as an aid in goal analysis), with the help of which the programmer gets a survey of (a) the specific "terminal behaviors" (see that word) which the student should display at the end of the course as well as (b) under which detailed conditions this is to take place. The T-tabulation consists of a cross-classification chart of specific terminal behaviors on the one side and a list of "specifications" (which describe approved aids, acceptable minimum speed, maximum tolerance of error etc.) on the other. (For illustration, see chapter 5 above.)

Tutofor  A general term for an aid in presenting a teaching program to a student. This aid, or tool, can take the form of a printed book, which we then refer to as a "programmed textbook" (or "tutoprint"). But it can also be of mechanical character, and we then speak of a "teaching machine" (or "tutomat").

Vertical panel-book  A programmed textbook, in which the pages are divided into panels which (in contrast to the case of the "horizontal panel-book", compare that word) are read in the usual reading sequence (from top to bottom of the page). Each panel usually contains a short information unit to which is linked a response request. A key answer is also usually part of the instructional micro-unit, and this can be placed in the same panel ("simple marginal-key"), in connection with a later panel ("delayed marginal-key"), or also on the back of the information page.

Weltner technique  A technique for assessment of the instructional effect of a particular program, utilizing the difference in subjective information of a basic text before and after the instruction. The difference is established by means of a specific technique of text predictions, similar to one introduced by C. E. Shannon. (For details, see Weltner, 1966.)
**Zig-zag book** A programmed textbook in which the pages are divided into cut sections which can be turned forward and backward independently of each other. This provides a better stimulus situation than that offered by the ordinary forms of horizontal and vertical panel-books. That is, the key answer is not in the visual field when the student answers the problem, but both the problem and the key answer are in the visual field after the student has answered. (For illustration, see chapter 8 above, especially Figures 8.7 and 8.8.)
APPENDIX II

PROGRAMMED INSTRUCTION AND EDUCATIONAL TECHNOLOGY:
A SELECTIVE BIBLIOGRAPHIC GUIDE

Introductory note
The present bibliographic guide is selective, that is, it does not at all aim at being comprehensive. Instead, we have tried to cover a number of basic topics and, within each of these, to list a sample of pertinent references. For some of the categories we have also attempted to give some further guidance by means of brief comments.
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1. SURVEY PUBLICATIONS

1.1 Integrated Surveys in Book Form


Note: Some of these books are very elementary and popular in style; whereas others - for instance, the publications by Filby and Stolurow - are more adapted to readers with some familiarity of the terminology and style of scientific psychology. In some cases the presentation form is that of a programmed textbook and, hence, functions both as introduction and illustration (for instance, Becker, 1963; Bretherow, 1963; Markle et al., 1961; Schiefele & Huber, 1969). Those who are most interested in the program construction process will find Fry (1963), Lysaught & Williams (1963), and Markle (1969) to be some of the important references. The aspects of learning theory are given special emphasis by Green (1962).

1.2 Survey Articles
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1.3 Introductory Films and Filmstrips


"Learning and behavior". Interviews with B. F. Skinner and R. J. Herrnstein at Harvard's Psychological Laboratory (CBS). B & w, 16 mm sound, 27 min. New York: Carousel Films.

"One step at a time". Produced by D. Klaus et al., American Institute for Research. Color, 16 mm sound, 28 min. Pittsburgh, Penna.: AIR.

"Programming is a process". Filmstrip (color, 80 frames) and sound tape. Produced by S. M. Markle and Ph. W. Tiemann. Chicago: Tiemann Associates.

"Selection and use of programmed materials". Filmstrip (color, 64 frames) and sound record, 16 min. Washington: NEA.


1.4 Inventory-Type Surveys

Note: Many bibliographical surveys have appeared, but they too often have the disadvantage of becoming obsolescent almost before leaving the printing press, due to the rapid increase in literature. Only some examples are therefore listed here. For information about the most recent publications, the reader should consult the latest issues of the journals in the field, where surveys and reviews often appear. As is apparent from the titles, the inventories cover different things. Inventories of machines (not quite up to date any longer, of course) are given by Finn & Perrin and by Ross, whereas program inventories are presented in "Programs, '62", "Programs, '63" etc. and in Hendershot. Finished research is presented in Schramm. A more general bibliographic aim is represented by Gee.


Programmed learning and teaching machines: Bibliographical references. Antwerpen: international Audio-Visual Technical Centre. (Undated issues.)


2. **COLLECTIONS**

2.1 Collections of Articles in Book Form


Note: Among the many collections of articles available, the early one by Lumdaine & Glaser (1960) is probably still one of the best sources for anyone who wants to have a survey of the brief history of programmed instruction and to read some of the most important early articles by the originators in the field: Pressey, Skinner, Crowder, and others. This book is also a good bibliographic source for "old" publications (up to 1960).

2.2 Journals and Bulletins

AID: Auto-Instructional Devices. Has been published by Institute of International Research and Development, Lubbock, Texas. (Cf. NSPI Journal below)

Audiovisual Instruction. Ten issues per year. Department of Audiovisual Instruction, NEA, Washington.


Deutsche Lehrprogramme für Schule und Praxis. Has been published quarterly by Manz Verlag, München, Germany.


Journal of Programmed Instruction. Quarterly. Has been published by Center for Programmed Instruction, Teachers College, Columbia University, New York.


NSPI Journal. Ten issues per year. The National Society for Programmed Instruction, USA. A combination of AID (cf. above) and the earlier NSPI Newsletter.

Programmed Instruction. Nine issues per year. Has been published by Center for Programmed Instruction, Teachers College, Columbia University, New York.

Programmed Learning and Educational Technology. Association for Programmed Learning, London.


Note: As is obvious from the titles, "AV Communication Review" and "Audiovisual Instruction" are designed to cover the total audio-visual field, but these journals have published much material of interest in the area of didactic programming. Several differences in style of presentation are seen in the group of journals mentioned above. For instance, "AV Communication Review", and "Programmed Learning" favor strict scientific reports, whereas "NSPI Journal", for example, has the style of an information bulletin, in which news and brief notes of various kinds take up more space. The journal activity has been very lively, but it has also shown signs of instability. Several of the "early" journals have already been discontinued (e.g., AID, Automated Teaching Bulletin, Deutsche Lehrprogramme, Journal of Programmed Instruction, and Programmed Instruction). For more detailed information on U.S. periodicals within the area of educational technology, see: Assmann, I. Bibliographie amerikanischer Zeitschriften aus dem Bereich der Bildungstechnologie. Programmierter Lernen, 1970, 7, 174-179.
3. SPECIAL-TOPE PUBLICATIONS

3.1 The Pre-Writing Process: Introductory Analyses and Decisions ("System Analysis")

3.1.1 Analyses of terminal objectives, target populations, and subject-matter structure
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### 3.1.2 Decisions on Presentation Media


Goldstein, L. S. & Gotkin, L. G. Teaching machines vs. programmed textbooks as presentation modes. *Journal of programed Instruction*, 1962, 1, 29-36.


3.2 Problems Related to the Writing Process ("System Synthesis")

3.2.1 The problem of "flow structure"


3.2.2 The characteristics of the single instructional units


Klaus, D. J. The art of auto-instructional programming. AV Communication Review, 1961, 2, 130-142.


3.3 The Post-Writing Process ("System Modification and Evaluation")


Cook, D. A. Studying the performance of a program. Programed Instruction, 1962, 2 (2), 4-8.


3.4 Theoretical Discussions


3. 5 Programming Activities in Various Countries


3.6 From the Discussions and Research on Programmed Instruction and Educational Technology in Sweden


Bjerstedt, A. Att konstruera undervisningsprogram: En studieguide. Kompendieserien (Malmö: School of Education), No. 4, 1967.


Lindell, E. A system of study materials for the teaching of foreign languages: Principles and examples. Didakometri & Sociometry, 1969, 1, No. 2.


