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With respect to the educational process, learning is defined as the acquisition of behavior brought about by the school environment and instructional means designed by the educator and the educational system. Ideally, the learner interacts with the instructional environment, changes it, and is changed in turn by the consequences of his actions. The particular properties of the behavior acquired by the learner depend upon the details of the educational environment that is designed and provided. What is taught and how it is taught depend upon the objectives and values of the school system; what and how, however, are not separable questions. The instructional environment can influence the student's behavior more or less directly: it can enable the student to acquire certain kinds of performance, and it can teach him to teach himself. Fostering, nurturing, guiding, influencing, and controlling human behavior is the practical objective of the educational enterprise. Educational environments designed and provided by society influence and control student behavior; they cannot do otherwise since the existence of any environment, whether it be a culture, a home, or a school, shapes behavior in intended and unintended ways. Many facets of human behavior are involved: the learning of subject-matter content and of the skills and processes involved in using it,
e.g., retention, transfer, problem-solving, critical thinking, creating, ways of processing information, and attitudes and motivation toward these activities. The design of an educational environment is a complex and subtle enterprise, and different kinds of environments encourage the occurrence of certain kinds of behavior and minimize and discourage others.

Testing and measurement are critical components of the educational environment—they provide the essential information for the development, operation, and evaluation of the educational enterprise. To be useful, this information must be relevant to the specific instructional system with which one is concerned. That is, information requirements are derived from and specified by an analysis of a particular educational environment, and are unique to it. Different educational environments will have different informational requirements. This is not to say, however, that a particular instructional system needs information only about itself. For example, the values and goals of other systems may inform the particular system at hand. It should be clear then, that since testing and measurement provide unique and relevant information, the design of testing and measurement procedures must be preceded by the specification of the particular instructional system (and the information requirements) for which these procedures are intended. What needs to be measured is then known, insofar as possible, and a testing program can be designed to satisfy these requirements. In short, measurement procedures need to be designed with the information requirements of a specific instructional system in mind.
The fundamental task of testing and measurement in education is to provide information for making decisions about instructional design and operation. Four activities are involved: analysis of the subject-matter domain under consideration, diagnosis of the characteristics of the learner, design of the instructional environment, and evaluation of learning outcomes.

In the analysis of the subject-matter domain, subject-matter experts are assisted in analyzing their domains in terms of the performance competencies which comprise them. Representative instances of competent performance are analyzed according to the properties of the content involved and the ways in which a student must respond to and process this content. The structural characteristics of the domain are laid out according to its conceptual hierarchies and operating rules in terms of increasing complexity of student performance. Major concerns are the analysis and definition of instructionally relevant performance, including the specification of educational objectives, translating these objectives into some kind of assessable performance, and performing studies and gathering data about the facilitating or inhibiting effects of particular curriculum sequences. The kind of analysis that goes on at this time is a significant determinant of the subsequent stages of instructional design. Learning is analyzed in terms of its subject-matter content and also in terms of the behavioral repertoires or behavioral processes that are being learned. These properties of content and process define the nature of measuring instruments and the nature of instruction.
The second activity, diagnosis of the characteristics of the learner, involves measurement of the behavior with which a student enters into instruction, including (a) the extent to which the student has already acquired what is to be learned, (b) the extent to which he has the necessary prerequisites, and (c) the characteristics of the way in which he learns that interact with the available instructional alternatives. These measurements provide information about the existing pre-instructional behavior of the learner as distinguished from the performance competence to be achieved. When attempting to provide this kind of information, one is concerned with the problems that arise in the measurement of individual differences. However, for instructional purposes, the concern reduces to those differences that are especially relevant to the instructional system that has been devised. No doubt, different individual capabilities require different modes of instruction. The general problem is the interaction between individual differences and the instructional environment [Ed: cross-reference to Cronbach's chapter, pp. 148 ff.]. It is increasingly apparent that for effective instruction, measurements must be made of differences in learning characteristics. The kinds of measurements that need to be taken will differ depending upon the options available in the instructional system. Characteristics that will predict the success of students in a relatively fixed environment will be different from those of students in a system where there are multiple paths to the same end.

Once the nature of the task to be learned and the entering characteristics of the learner are described, the third activity—designing
the instructional environment—can take place. The design of the instructional environment involves the specification and provision of the conditions under which learning can occur—that is, conditions that allow the learner to progress from an entering-behavior state to the terminal state of subject-matter competence. This activity includes the design and construction of teaching procedures, materials, and tests that are to be employed in the educational process. Also included are provisions for motivation to use, maintain, and extend the competence that is taught. The information required for the design and construction of the learning environment has two purposes. One is information for modifying decisions about how instruction is to proceed; the other is information for the design of instructional procedures, materials, and equipment. With regard to the first, as instruction proceeds, information for instructional decisions must be provided to the teacher, the student, and possibly to a machine, each of which assists in guiding the student through the course of instruction. In light of present educational innovation, it is highly likely that the job of the teacher will be influenced by procedures which allow assessment decisions to be made increasingly by the student himself and also by computer testing and related instructional devices. (The design of tests for use by the student in self-assessment has been seriously neglected in the past by educational test constructors.) With respect to the second kind of information, testing and measurement activities will also be required to support the adoption of innovative techniques and to support the maintenance of worthwhile, existing techniques. Just as, at the present
time, commercially available tests must present evidence about their development and documentation of their effectiveness, so will instructional techniques—whether they be procedures or devices—need to be accompanied by information to support their construction and improvement and to document their effectiveness.

Finally, the fourth activity—evaluating learning outcomes—includes assessing (a) the extent to which the acquired behavior of the learner approaches performance criteria, and (b) the extent to which the values espoused by the designers of the system and associated with this performance have been attained. Thus, the primary requirement is for measurement of what has been learned. The "what is learned" becomes fundamental since the instructional process requires information about the details of the performance of the learner in order to know how instruction should proceed. "What" includes both content and process and is defined, insofar as possible, with reference to prespecified performance criteria. When this performance has been attained by an individual learner to the degree required by the designers of the instructional system, then the learner is said to have attained mastery of the instructional goal. Measurements that provide this kind of information may be termed absolute measurements [Ed.: cross-reference Cronbach's chapter pp. 11 ff.] and the tests constructed with this kind of measurement in mind are called criterion-referenced tests (the reader should refer to pp. 56 ff. of this chapter where a more formal definition of criterion-referenced tests is developed and where their construction requirements are discussed). Performance referenced only by
norms does not define what is learned; therefore, appropriate information is not provided about what individuals can do and how they behave. The information necessary for instructional decision-making is essentially descriptive of present performance (that is, at the time of testing) and is not predictive in the sense of predictive validity. The major predictive concern in the measurement of learning outcomes is the relationship between proximate and ultimate educational objectives, and this is more of a learning transfer problem than a correlational one.²

To recapitulate, learning in the educational sense can be defined as a process of transition of the learner from an initial entering state to a specified arbitrary terminal state. Instruction and teaching are the practices in schools by which conditions are provided to enable this transition to occur. Measurement in instruction and learning is concerned with providing data, assessments, and information about the nature of learner performance and about the nature of instructional conditions. The assessment of student performance is used to guide the implementation of appropriate instructional conditions, and the measurement of the conditions is used to indicate whether the conditions are, indeed, realized. In addition to guiding the instructional process, measurement is used to evaluate its total effectiveness. All these measurements are used for making decisions in the course of developing an instructional system, during its operation, and after it has occurred to evaluate its overall outcomes.
The Approach of This Chapter

As the above introductory comments suggest, measurement in learning and instruction should be discussed in light of instructional design requirements and specific models or systems of instruction. We approach this task as follows: Initially, three general classes of instructional models found in current educational practice are presented. One particular model of instruction—for adapting instruction to individual differences—is described, and its testing and measurement implications are discussed. The description of the instructional model is followed by considerations of (a) the analysis of performance domains, (b) individual assignment to instructional alternatives, and (c) measuring what is learned by means of criterion-referenced tests. These topics are discussed in terms of the measurements required to make instructional decisions about individual learners. In the last section, the important topic of evaluating and improving an instructional system and its components is discussed. At that point, group-learner data play a more central role.

The reader should note that throughout the first part of this chapter, measures and tests which provide information relevant to absolute decision-making are called for. [Ed.: cross-reference to Cronbach's chapter, pp. 11 ff.] The design, construction, and use of such tests justify a more detailed treatment than that provided in the course of discussing the overall testing requirements of the particular instructional model examined. As a consequence, a separate section
(pp. 56 ff.) dealing with criterion-referenced tests is provided. It is hoped that the initial considerations of the measurements which are required in the context of an instructional system will serve as an "advanced organizer" on the subject of criterion-referenced testing. The reader who feels that his needs are best served by first examining the more detailed treatment of this type of test may read the later section first without loss of continuity.

To place the topics of this chapter into perspective, a brief review is presented of the way in which the relationships among the disciplines of psychological measurement, experimental psychology, and the field of educational practice have influenced the state of measurement in learning and instruction.

Some History

A significant complication in the field of measurement in learning and instruction results from the historical routes of two major fields of psychology: the measurement of individual differences and the experimental psychology of learning. It is well documented that early scientific psychology began with these two as apparently separate disciplines. This history can be traced from the Titchener-Baldwin controversy in the 1890’s, through Cronbach’s (1957) address on "The Two Disciplines of Scientific Psychology," through the 1967 book edited by Gagne on Learning and Individual Differences. Throughout the years, the importance of coordination between the two fields has been recognized, but with sustained work by only a few individuals. The require-
ments inherent in developing a scientific base for instruction make this coordination mandatory, with changes in traditional practices being required in each field. E. L. Thorndike (1914) raised the problem in his *Educational Psychology* pointing to experiments that showed the effect of equal learning opportunity, i.e., equal practice, on producing increases or decreases in individual differences. Woodrow (1938) pointed out that the divergence or convergence of individual differences with practice depended upon the shape of the learning curve and the position of individuals on it as a result of their prior task-relevant experience. In addition, Woodrow indicated that the influence of individual differences in the course of practice might also be a function of the way in which the task changes during practice. Recent work on this problem has been carried out in a series of studies by Fleishman (1967), which show that final scores in a learning task are dependent upon a different pattern of abilities than initial scores.

In a classic article, Woodrow (1946) pointed out the lack of relationship between general ability measures, such as intelligence, and learning variables. Woodrow's findings, from both the laboratory and the classroom, contradicted the assumption that the ability to learn, in the sense of ability to improve with practice, is related to measured intelligence. Correlations between intelligence and gain were generally not statistically significant. Woodrow interpreted his results by assuming that a score at any stage of practice consists of a general factor, G, and specific factors, these latter changing with practice. As a result, there can be a high and undiminishing correla-
tion between the general factor and scores at all stages of practice; it is also possible for the correlation between G and gain to be negligible when gain is the result of a high degree of specificity resulting from task characteristics and individual differences in performing these tasks. The line of work generated by Woodrow has been reflected in the active interest of this problem by DuBois ( ) and by Gulliksen and his students, e.g., Stake (1961) and Duncanson (1964).

On the side of learning theory, Hull (1945), in developing his theory of learning, initially gave serious attention to individual differences in learning. He pointed out that the study of behavior has two tasks: the first is deriving primary laws as displayed by the model or average organism under given conditions; the second is the problem of innate behavioral differences under identical environmental conditions. Most neglected, said Hull, is the relationship between the two approaches. Although Hull acknowledged environmental and historical sources of individual differences, his main concern was with individual differences that are innate and constitutional. His approach, however, was applicable to both sources. As is known, he adopted the point of view of the natural sciences, of physics in particular, where a scientific law is expressed as an equation of a particular form, and the constants in the equation are determined by observed conditions that vary with individual events but do not change the general form of the law. Hull's notion was that individual differences find expression in these constants. Many years later, a few psychologists followed up Hull's notions that individual differences influenced learning equation parameters (Noble, Noble, & Alcock, 1958; Reynolds & Adams, 1954; Spence,
1956, 1960; and Zeaman & Kaufman, 1955). This small amount of work represents a major part of the attention paid by learning theories to individual differences. In contrast, however, at least two approaches to the study of behavior attack the problem of individual differences in learning by attempting to develop techniques that produce lawful individual functions. This is the procedure adopted by Skinner (1938; Ferster & Skinner, 1957), and described in detail by Sidman (1960) in his book on the tactics of scientific research. In a different way, it is also the approach being employed by recent information-processing, computer simulation approaches to the analysis of complex cognitive tasks (Reitman, 1965; Simon & Newell, 1964).

The history of work on learning and individual differences shows clearly the dearth of basic information required for attacking certain critical problems in the design of instruction. The basic problems resolve around issues inherent in adapting educational alternatives (learning conditions) to individual differences at the beginning of a course of instruction and those that appear during learning. Because of the relative insularities of the psychometric field and learning theory, no base of research information and theory is readily available. A major inadequacy of the factor-analytic psychometric approach is the lack of a theoretical framework for the selection of reference tests and learning measures. Global notions of general intelligence are obviously no longer useful scientific concepts for describing learner characteristics because such global measures tend to neglect and obscure specific individual differences. Rather, what is more important
for instruction is to determine initial patterns of ability and competence that interact with learning. In the experimental and theoretical study of learning, resistance to discovering what may be hidden in error variance needs to be overcome. Unique factor variance, if it exists, needs to be examined and accounted for, not only in terms of error, but also in terms of what implications it may have for learning and instruction. As has been indicated [Ed.: cross-reference to latter part of Cronbach’s chapter.], learner-treatment interactions must be sought in experiments that study the learning effects of various instructional treatments. Examination of ordinal and disordinal interactions provides the data upon which learning experiences that are adaptive to individual differences can be designed. Increased attention must be paid to initial baseline characteristics of the learner prior to experimental treatment, and statements of principles of learning need to incorporate parameters reflecting individual differences.

Another major contributor to the lack of integration between individual differences and educational alternatives has been the state of educational practice itself. While educators have recognized the need for adapting instruction to individual differences, and various track systems have been devised, the degree of adaptation has never been enough to force answers to the underlying problem of interactions between individual differences and educational alternatives. However, new approaches to individualizing education are being attempted. The problems for instructional design that these new approaches raise will influence both educational practice and the underlying research and knowledge.
Instructional Models

The purpose of measurement for instruction can best be indicated by a particular model for an educational system since different patterns of instruction have different measurement requirements. In general, the model should illustrate that the educational process is concerned with behavioral change and that instruction provides the conditions to foster the processes by which change takes place. Teaching always begins with a particular behavioral state, assesses the characteristics of this state, and implements instructional procedures accordingly; assessment of the changing state of the learner provides information for further use and allocation of instructional methods and resources. Guidance of the instructional process can take place by the student, the teacher, or an automaton. The model should further evidence that an educational system should permit the exercise of individual talents and offer the opportunity for students to develop and excel at every level of ability. It is therefore necessary for an educational system to provide for individualized treatment of students. Educators have been aware of this necessity, and their concern with adapting to the needs of the student is a familiar theme which provides the justification for many current educational innovations (Heathers, 1969).

Several major patterns of adapting to individual differences can be identified in education if one examines past and present educational practices and examines future possibilities (Cronbach, 1967). These patterns can be described in terms of the extent to which educa-
tional goals and instructional methods have been varied for the handling of individual differences as they appear in the school. One pattern occurs where both educational goals and instructional methods are relatively fixed and inflexible. Individual differences are taken into account chiefly by dropping students along the way. The underlying rationale involved is that every child should "go as far as his abilities warrant." However, a weeding-out process is assumed which is reached earlier or later by different individuals. With this pattern, it is also possible to vary "time to learn" required for different students. When this is carried out, an individual is permitted to stay in school until he learns certain essential educational outcomes to a specified criterion of achievement. To some extent, this latter practice is carried out in the old policy of keeping a child in the first grade until he can read his primer and in the more recent nongraded primary unit which some children complete in three years, and some in four.

A second pattern of adaptation to individual differences is one in which the prospective future role of a student is determined, and depending upon this role, he is provided with an appropriate curriculum. When this system is in operation, students are channelled into different courses such as academic courses, vocational courses, or business courses; vocationally oriented students get one kind of mathematics and academically-oriented students get a different kind of mathematics. Adapting to individual differences by this pattern assumes that an educational
system has provision for optional education objectives, but within each option the instructional program is relatively fixed.

In a third pattern of adapting to individual differences, instructional treatments are varied. Different students are taught by different instructional procedures, and the sequence of educational goals is not necessarily common to all students. This pattern can be implemented in different ways. At one extreme, a school can provide a main fixed instructional sequence, and students are branched from this track for remedial work; when the remedial work is successfully completed, the student is put back into the general track. At the other extreme, there is seemingly the more ideal situation. A school carries out an instructional program that begins by providing detailed diagnosis of the student's learning habits and attitudes, achievements, skills, cognitive style, etc. On the basis of this analysis of the student's characteristics, he is guided through a course of instruction specifically tailored to him. Conceivably, in this procedure, students learn in different ways, e.g., some by their own discovery and some by more structured methods.

In light of the current experimentation in schools on procedures for adapting to individual differences, it seems likely that in the near future, patterns falling between these two latter extremes will be developed and adopted by many schools. The quality of the various systems developed will depend upon the answers to many questions of research and practical implementation. Particularly, the difficult question of
the interaction between the characteristics of a student as a particular point in his learning and appropriate methods of instruction is raised for intensive study. Proof will have to be forthcoming that the instructional methods devised for adapting to individual student differences result in significantly greater attainment of educational goals than less intricate classroom practices or classroom practices where the average best method is employed.

The Instructional Model Considered in This Chapter

At the present time, it seems possible to develop educational methods that are more sensitive to individual differences than our procedures have been in the past. Educational systems for accomplishing this will no doubt take many forms and have many nuances as they are developed. The general components of one model are presented here as a basis for examining the measurement and evaluation tasks that it demands. In terms of the three educational patterns of individual difference adaptation described above, it would seem that this model falls somewhere between the extremes of the third pattern, that is, between remedial branching and unique tailoring. It should be pointed out that in an educational pattern adaptive to individual differences, measurement and evaluation tasks arise because certain operations require data and information for decision making. These operations can be categorized into the following six components: (Glaser, 1970)
1. **Outcomes of learning are specified in terms of the behavioral manifestations of competence and the conditions under which it is to be exercised.** This is the platitudinous assertion of the fundamental necessity for describing the foreseeable outcomes of instruction in terms of certain measurable products and assessable student performance, while at the same time keeping in mind that what is easily measured is not necessarily synonymous with the goals of instruction. In addition, analysis and definition must be made of the performance domain intended to be taught and learned. The "structure" of the domain is specified in terms of its subgoal competencies and possible paths along which students can progress to attain learning objectives.

2. **Detailed diagnosis is made of the initial state of a learner entering a particular instructional situation.** A description of student performance characteristics relevant to the instruction at hand is necessary to pursue further education. Without the assessment of initial learner characteristics, carrying out an educational procedure is a presumption. It is like prescribing medication for an illness without first describing the symptoms. In the early stages of a particular educational period, instructional procedures will adapt to the findings of the initial assessment, generally reflecting the accumulated performance capabilities resulting from the long-term behavior history of the learner. The history that is specifically measured is relevant to the next immediate educational step that is to be taken.
3. Educational alternatives are provided which are adaptive to the classifications resulting from the initial student educational profiles. These alternative instructional procedures are selectively assigned to the student or made available to him for his selection. They are available through the teacher and/or through materials or automated devices with which the student works.

4. As the student learns, his performance is monitored and continuously assessed at longer or shorter intervals appropriate to what is being taught. In early skill learning, assessment is quite continuous. Later on, as competence grows, problems grow larger; as the student becomes increasingly self-sustaining, assessment occurs less frequently. This monitoring serves several purposes: It provides a basis for knowledge of results and appropriate reinforcement contingencies to the learner and a basis for adaptation to learner demands. This learning history accumulated in the course of instruction is called "short-term history" and, in addition to information from the long-term history, provides information for assignment of the next instructional unit. The short-term history also provides information about the effectiveness of the instructional material itself.

5. Instruction and learning proceed in a cybernetic fashion, tracking the performance and selections of the student. Assessment and performance are interlinked, one determining the nature and requirement for the other. Instruction proceeds as a function of the relationship between measures of student performance, available instructional alternatives, and learning criteria that are chosen to be optimized.
The question of which criteria are to be optimized becomes critical. Is it retention, transfer, the magnitude of difference between pre- and posttest scores, motivation to continue learning including the ability to do so with minimal instructional guidance, or is it all of these? If tracking of the instructional process permits instruction to become precise enough, then a good job can be done to optimize some gains and minimize others unless the presence of the latter gains is desired, expressed, and assessed. The outcomes of learning measured at any point in instruction are referenced to and evaluated in terms of competence criteria and the values to be optimized; provision is always made for the ability of humans to surpass expectations.

6. The system collects information in order to improve itself, and inherent in the system's design is its capability for doing this. A major defect in the implementation of educational innovations has been the lack of the cumulative attainment of knowledge, on the basis of which the next innovation is better than the one that preceded it.

Given that the changing trends in education will lead to an instructional model somewhat like that just described, the following sections of this chapter consider the implications for the nature of measurement and evaluation procedures.

**Analysis and Definition of Performance Domains**

In an educational system, the specification and measurement of the outcomes of learning in terms of observable human performance determine how the system operates. Vague statements of the desired educational
outcomes leave little concrete information about what the teacher and the student are to look for and what the designers of the system are to strive to attain. Furthermore, performance standards specified in advance need not impose conformities nor stifle freedom of inquiry. Interaction between the specification of outcomes and instructional procedures provides the basis for redefining objectives. The need for constant revision of objectives is as inherent in a well-designed educational system as is the initial need for defining them. There is a sustained process of clarifying goals, working toward them, evaluating progress, reexamining the objectives, modifying instructional procedures, and clarifying the objectives in the light of evaluated experience. This process should indicate the inadequacies and omissions in a curriculum. The fear of many educators that detailed specification of objectives limits them to "trivial" behaviors only--those that can be forced into measurable and observable terms--is an incorrect notion. Rather, one should think of them as amendable approximations to our ideals. For example, if complex reasoning and open-endedness are desirable aspects of human behavior, then they need to be recognizable and assessable goals. Failure to state such goals or specification of them in a vague and general way detracts from their being seriously considered as attainable, and may force us to settle for only what can be easily expressed and measured.

The analysis and classification of behavior to be learned is an increasingly prominent feature in the psychology of learning, being fostered both by experimental and theoretical requirements and by attempts at practical applications (Bruner, 1964; Gagné, 1965a,b;
Glaser, 1962; Melton, 1964; Miller, 1965). This trend has come about because all-inclusive theories and schools are no longer major psychological influences and have been replaced by more miniature systems resulting from the analysis of certain behavioral processes and classes of behavior. The working assumption is that the various classes of behaviors that human beings display have different characteristics that need to be specifically analyzed. The implication of this for the analysis of instructionally relevant performance domains is that school learning must be analyzed both for its knowledge content and also its behavioral repertoires.

The increasing movement of individuals between laboratory study and educational problems is contributing to the need for behavior analysis. In the laboratory, a task performed by a subject has special properties built into it for particular scientific interests; the task is so designed that its properties are clear enough for experimental investigation. In contrast, the behavior presented by school learning is not designed for the laboratory and needs to be analyzed so that it can be subjected to study. The necessity for this kind of "task analysis" adds a new requirement to the study of learning and instruction, e.g., recent work in psychology on taxonomies, behavioral categories, and the analysis of behavioral processes (Gagné, 1965a; Melton, 1964; Reitman, 1965; Simon & Paige, 1966). In education, this concern has recently stimulated work on "behavioral objectives" and the definition of educational tasks. Techniques for the analysis of performance and for the derivation of assessment procedures based on these analyses are very
much in the early stages of development, and at the present time this is a growing area of activity among learning and educational psychologists (Gagne, 1970; Gibson, 1965; Glaser, 1962; Hively, 1966a; Kersh, 1965; Schutz, Baker & Gerlach, 1964). Increasingly, there will be more formal analyses of the way in which the content and psychological processes inherent in school learning influence and determine the nature of measurement and instruction.

Subject-Matter Structure and Component Task Analysis

Prominent in the analysis of performance domains is the concern with the structure of the subject matter (e.g., Bruner, 1964; Gagné, 1962; Taba, 1966). As educational tasks or goals are analyzed, they imply a series of subgoals through which instruction must proceed. The arrangement of these subgoals is a function of the subject matter being taught, the approach of the course designer to the subject matter, and also the way in which the student elects, or his performance advises, that instruction should proceed. Different students may follow different paths through the subject matter so that for any particular individual, some subgoals may be omitted, added to, recombined or rearranged. Subgoals provide nodes at which information about performance can be obtained and instructional decisions can be made. There are few techniques available to the analysis of learning tasks and their structure. One procedure that seems most promising is the procedure developed out of Gagné's work on "learning hierarchies" (Gagné, 1962, 1968; Gagné & Paradise, 1961; Gagné and others, 1962). The term "learning hierarchy"
refers to a set of component tasks or performances leading to a particular instructional objective. These component tasks have an ordered relationship to one another. Beginning with a statement of some "terminal" objective of instruction, the attempt is made to analyze this terminal performance into component tasks in a structure such that lower level tasks generate positive transfer to higher level ones. The set of ordered performances forms a hierarchy which can assist in the design of instruction and its assessment.

---

Insert Figures 1, 2, and 3 about here
---

Figure 1 reproduces one of these hierarchies pertaining to the addition of integers (Gagné and others, 1962). In the framework of instruction in "modern math," children learn two distinguishable terminal capabilities: One of these, shown on the right, is simply finding sums of positive and negative numbers; a second, shown on the left, constitutes a demonstration of the logical validity of adding any pair of integers, using the properties of the number system to effect this demonstration. For both these tasks, an analysis revealed a set of subordinate capabilities shown in the figure, some in common and some not in common, ranging down to some relatively simple skills which the children were presumed to possess at the beginning of instruction. Figures 2 and 3 show hierarchies of less complex behavior developed with kindergarten children which are somewhat easier to follow (Resnick & Wang, personal communication). In Figure 2 the terminal behavior is counting a movable set of objects; in Figure 3 the terminal behavior is
the capability to place an object in the appropriate cell of a two-dimensional matrix. In each of these two figures the row of double-lined boxes connected by arrows shows the behavioral sequence that accomplishes the terminal performance. The boxes below this show the hierarchical skills leading to this performance sequence. The analysis of learning hierarchies, or component task analysis, begins with any desired instructional objective, behaviorally stated, and asks in effect "to perform this behavior what prerequisite or component behaviors must the learner be able to perform?" For each behavior so identified, the same question is asked, thus generating a hierarchy of objectives based on testable prerequisites. The analysis can begin at any level and always specifies what comes earlier in the curriculum. The importance of the backward analytic procedure for instruction is that it provides a method for identifying critical prior behaviors—behaviors whose absence may be not only difficult to diagnose but also may be significant impediments to future learning. In practical applications, a component task analysis can stop when the behaviors identified are the ones that the course designer believes can be safely assumed in the student population. Thus, this kind of analysis attempts to provide ordered sets of tasks for inclusion in a curriculum and also to specify the skills a student needs to successfully enter a curriculum.

The kinds of performances identified in this manner are not only generated by the logic of the subject matter but also by the psychological structure of the subject matter, psychological structure being roughly defined, in this context, as an ordering of behaviors in a sequence of prerequisite tasks so that competence in an early task in the sequence
facilitates the learning of later tasks in the sequence. The relationship between tasks is hierarchical in the sense that competence at a higher level implies successful performance at lower levels. When analyzed in this way, it may not always be the case that the logical subject-matter relationships in a knowledge structure defined by scholars in the field are the same as the described psychological structure (Glaser, 1962; Suppes, 1966). In the case where one works with task hierarchies for which there is no established subject matter organization, such as the kind of behavior that might be taught to four- or five-year-olds, the nature of the structure of the component tasks is an interesting psychological problem (Resnick, 1967; Resnick & Wang, 1969).

A persistent question that is raised concerns how much of education can be analyzed into hierarchical structures. At this stage of development of instructional design techniques, the answer to the question is very much an open experimental matter. The technique has hardly been explored. Three things should be pointed out, however. First, it should be recognized that hierarchies or structures that might be developed for the more complex behaviors need not be unique. That is, it may well be that several such hierarchies exist, each of which is "valid" with different kinds of learners, but none of which taken singly is valid for all learners. Second, the analysis of learning objectives into component and prerequisite behaviors does not guarantee an immediately complete and viable structure and sequence. As is pointed out below, such hierarchies stand very much as hypotheses subject to empirical investigation. Third, regardless of the precision and specificity with which learning sequences are identified, in actual practice
there is always a functioning sequence. If one is "teaching" a complex behavior, he must begin somewhere and proceed through some sequence of steps. He, thus, has at least an implicit or intuitive structure and sequence within which he operates. The point here is that techniques such as employed by Gagné and by Resnick, for example, provide one means of making explicit the behaviors to be learned and the sequence in which these behaviors might be acquired. It would appear that as these behavioral analysis techniques are improved, much more of the content and process of school subject matter can be analyzed for the purpose of instruction.

**Hierarchy Validation**

Once analyzed, the hierarchical analysis stands as an hypothesis of ordering that requires data to test its validity. If tests are developed for each of the component tasks described, then data are obtained by which patterns of responding to the subordinate tasks can be ascertained. Indices, somewhat like those obtained in a Guttman-type scale analysis, can be computed to determine the sequential dependencies in the hierarchy (Resnick and Wang, 1969). In contrast to a typical simplex structure, a hierarchical analysis usually presents an intricate tree structure for which new measures of branching and ordering need to be devised. Validation of a hierarchy also can be carried out experimentally by controlled transfer experiments which determine the facilitation in the acquisition of higher ordered tasks as a function of the attainment of lower ones. The empirical tryout of the hypotheses represented by a task hierarchy seems to be an important endeavor for
Instructional design. Suggestions about how determinations of hierarchy validity might be made have been discussed in preliminary papers by Gagné (1968), Resnick (1967), and Resnick and Wang (1969). One example is a study by Cox and Graham (1966) using elementary arithmetic tasks. They investigated a task ordering used for instruction, showed how an initially hypothesized ordering might be improved and suggested a revised order that might be more useful to consider in designing the curriculum.

What kinds of information do such structures provide for the design of instruction? The basic implication is that no objective is taught to the learner until he has, in one way or another, met the prerequisites for that objective. However, the prerequisite learnings can be attained in a variety of ways. They can be learned one at a time or they can be learned many at once in large leaps. The instructional process would seem to be facilitated by continuous identification of the furthest skill along the hierarchy that a student can perform at any moment; or if a student is unsuccessful at a particular objective, by determining the most immediate subobjective at which he is successful. The hierarchies as they are derived indicate only the relation of subordination or sequential performance capability. They do not necessarily specify instructional procedures, i.e., how tasks should be learned or what tasks should be taught at the same time. Each analysis says what behaviors are to be observed and tested for, even though it may take a significant amount of instruction to get from one component task to another. As a result, essential information is provided with respect to assessing performance, since the instructor or instructional
device is told what observations are relevant to determining the status of learned performance. A hierarchical analysis provides a good map on which the attainment, in performance terms, of an individual student may be located. The uses of such hierarchies in designing a testing program for a particular instructional system are discussed below.

Placement, Diagnosis, and Assignment to Instructional Treatment

The model of adaptive, individualized instruction outlined previously points to the necessity for specifying foreseeable instructional outcomes and for designing sequences of instructional subgoals that are compatible with the structure of the subject matter and that facilitate attainment of these outcomes. These specified sequences and hierarchies can be considered as a kind of "curricular lattice" through which the progress of individual students can be assessed in their attainment of the instructional goals. If adaptive instruction is at all effective, both the rate and manner of progress through the curriculum sequence will vary from individual to individual. The purpose of this section is to examine the particular measurement requirements involved.

Initial Placement Testing

To facilitate discussion, schematic representations of two types of hierarchical sequences are illustrated in Figure 4. Briefly, the lettered boxes in these illustrations represent instructionally relevant

Insert Figure 4 about here
behaviors that are prerequisite to each other. Thus, in the linear sequence, "A" is prerequisite to "B," "B" is prerequisite to "C," etc. In this sequence, "D" represents the terminal instructional outcome for this segment of the instructional sequence. The boxes in the "tree-structure" sequence have a similar relationship, with the exception that parallel columns of boxes are considered to be sequentially independent of each other from a learning sequence point of view. Thus, behaviors "A" and "B" are both considered prerequisite to "D," but "A" and "B" are not prerequisite to each other. Similarly, "D," "E," and "F" are all prerequisite to "G" (the terminal instructional outcome for this sequence), but the temporal sequence of instruction is not specified. Thus, "E" may be learned before "D," "F" learned before "D," etc., but "C" must be learned before "E."

With respect to the individualization of instruction, such a hierarchical specification provides a map on which an individual student may be located before actual instruction begins (i.e., before providing the learning experiences so that the learner may acquire the next sequence of behaviors). Thus, given that little is known about an individual learner who is to acquire the terminal curriculum objective of the sequence, the first decision that must be made about him answers the question, "Where in this sequence of learning experiences should this individual begin his study?" The problem is to locate or place the student with respect to his position in the learning sequence. This first decision, or placement decision, specifies the initial requirements for a testing program designed to facilitate the adaptation of instruction to the individual learner. At this point, the information required of
measuring instruments with respect to a given segment of the instruc-
tional sequence is primarily achievement information. These tests
provide information concerning the knowledge and skills already
possessed by the individual before he begins an instructional sequence.
The term "placement test" in this discussion will be reserved for the
type of test that provides this kind of information—namely, long-term
achievement information that is specifically obtained to facilitate the
initial placement decision. It should be noted that the use of the terms
"placement" and "placement decision" is somewhat different from the use
of those terms in Chapter 15 [Ed.: cross-reference to Cronbach’s chapter].
Although here and in Chapter 15 (pp. ) the concern is with making
decisions about all examinees (i.e., there is clearly no screening-out
or selection decision), the discrepancy between the two uses of the terms
follows from the notion of treatment allocation. That is, at this point
in the instructional decision-making process, one is assuming that all
of the students being measured by the "placement test" need to be located
at some point in the given curriculum sequence and that the decision has
not been made concerning the teaching technique (i.e., the instructional
treatment) to which an individual is to be assigned in order that he may
acquire the next sequential behavior. This latter decision is called
a "diagnostic decision" in the discussion below (pp.36-42), and it would
seem that some of the statistical characteristics of those tests described
in Chapter 15 [Ed.: cross-reference to Cronbach pp. 148 ff.] are more
applicable to these latter (diagnostic) instruments. If one either is
experimenting with an instructional sequence, or has several viable
sequences leading to the same terminal instructional goal to which an
individual may be allocated, then such procedures as outlined in Chapter 15 are important for examining test validities. As an example, consider the two versions of the instructional sequence illustrated at the top of Figure 5. Suppose both were viable sequences for different kinds of students. Suppose one had a predictor test, administered it to a group of students, and assigned the students one of the two sequences at random. Then if the regression functions of the outcome measure on the predictor variable appeared as in (i) of Figure 5, one would have some evidence to conclude that Sequence I is a better sequence overall regardless of scores on the predictor test. On the other hand, if the regression functions appeared as in (ii) of Figure 5, one would assign Sequence I to all those who had \( Z > Z_i \) on the predictor test, and Sequence I rearranged to all others. However, one would still need to locate a pupil within the particular sequence allocated in order to maximally adapt instruction to individual needs. In this chapter, it is this latter type of decision that will be called a "placement decision."

Achievement information obtained in this way is specific to a particular curriculum sequence, to each prerequisite instructional objective within a given sequence, and to a learner's performance in relation to the given sequence and its prerequisites. Thus, tests designed to provide information for placement decisions in an adaptive instructional system must be constructed with a particular curriculum map in mind. It appears impossible to employ a test based on a vaguely
defined domain of content to provide the information that is required to make an adaptive placement decision of the type considered here. Further, to be useful in placing an individual learner, these tests must yield more than a single, global score reflecting achievement over the entire domain of instruction. Information must be provided concerning the specific knowledge and skills already mastered, partially learned, or not yet mastered by the individual learner. Such placement tests also must provide information about an individual learner's performance which is referenced to the curriculum sequence with which he is faced. This means that the information provided by these placement tests must be accessible to the placement decision-maker in a criterion-referenced form, rather than in a norm-referenced form. For example, in a given group, Johnny's score on a test designed to measure a particular instructional objective may be at the 99th percentile; yet he may well have to be given instruction on the objective. This is so because percentile ranks and, in general, norm-derived scores, are referenced to the group and not referenced to a curriculum sequence as defined here.

It is probable that in situations where little is known about an individual learner's performance and where the curriculum sequence consists of a large number of instructional objectives, a single placement test cannot provide reliable and efficiently obtained information. In certain instructional systems which have attempted adaptive individualization of instruction, an entire curriculum area (such as, elementary mathematics) is structured and sequenced, and placement testing is sequentially performed. For example, Cox and Boston (1967), reporting on the testing procedures employed with Individually Prescribed Instruction
(Glaser, 1967; Lindvall & Bolvin, 1967), demonstrate the use of a sequential testing procedure. In this situation, elementary school mathematics is sequenced in terms of units of instruction. Within each unit is a sequence of instructional objectives that are to be mastered by an individual learner. Initial placement is accomplished in a two-stage testing procedure. A student new to the system is given a test over a broad range of the curriculum sequence, and scores on the test are referenced to specific units within the sequence. The first decision that is made concerns unit placement; at the second stage of testing, placement is made within the unit sequence, to a specific instructional objective. Stage one, broad-range placement to a unit, need occur only once at the beginning of a course of study. When the student completes an instructional unit, he is given a stage-two placement test for the next sequential unit; thus, he is placed within each successive segment of the curriculum sequence. A similar procedure is reported by Rahmlow (1969) with respect to a series of programmed instruction units in mathematics.

Some of the statistical characteristics and decision rules that are applicable to these placement tests are discussed in detail in the section of this chapter dealing with criterion-referenced tests (pp. 56ff). The test characteristics necessary for this type of placement test, if they are to be efficient measuring instruments, depend heavily on the validity of the proposed curriculum sequence. For example, if there were no extant sequence, it would be necessary to test an examinee on every objective (node or "box") in the curriculum. If there is a viable sequence, however, the situation improves considerably. One could then
devise a sequential testing procedure (see pp. 52-55 concerning branch-testing procedures) in which only some nodes are tested, and passing items on those nodes would indicate that earlier nodes in the sequence would be passed by the examinee as well (because of the hierarchical dependencies which exist).

Such a procedure was employed by Ferguson (1969) in designing a computer-assisted placement test for a unit of instruction in the IPI arithmetic curriculum. The hierarchies with which he worked are presented in Figure 6. Figure 6 represents two sequences of instructional objectives, for a total of 18 instructional objectives in all. (As shown in Table 1, objective number 3 is the same in both sequences.) Each one of the 18 instructional objectives defined a relatively homogeneous domain or universe of test items or test tasks. The problem was to locate an individual at a single "box" or objective in each sequence in such a manner that if he were tested on all those objectives below that location he would demonstrate mastery on the items, and if he were tested on all those objectives above that location he would demonstrate lack of mastery on these items. Ferguson found that the most efficient testing procedure was to begin testing with items of "medium difficulty," for example, items sampled from the universe defined by Objective 8 in Figure 6. If the pupil demonstrated mastery of this objective he was branched to items dealing with an objective that was more difficult, in this case an objective mid-way between the initial objective tested,
Objective 8, and the terminal or most difficult objective. (In Figure 6, Objective 11 satisfies this condition.) If an examinee failed to demonstrate mastery of Objective 8 he was branched to an easier set of items. (In Figure 6 this would be Objective 6). Testing proceeded until a decision was made about each objective, but each objective was not specifically tested since branching to more difficult objectives implied that easier (or lower) objectives have been mastered without formal testing. When the hierarchy is viable, this latter assumption can be substantiated on the basis of empirical results (Ferguson, 1969).

Assignment to Instructional Alternatives

The specification of the structure and sequence of instructional goals and subgoals is a necessary but not a sufficient condition for the adaptation of instruction to the individual. Hierarchical curriculum sequences, as described here, specify neither the rate nor the manner of progress of the individual learner through the sequence, but do indicate what observations to make in assessing learning. Further information is required to determine to which of the available instructional alternatives (i.e., methods or kinds of instruction) different students should be assigned. In terms of instructional content, the placement of learners at various points in the curriculum sequence according to their placement profile provides certain information about the content of instruction or about how instruction should proceed. However, as has been indicated, this procedure is not sufficient with respect to the process or mode of instruction. In terms of decisions to be made, the information required is that which answers the question, "Given that this student has
been located at a particular point in the curriculum sequence, what is
the instructional alternative which will best adapt to his individual
requirements and thus maximize his attainment of the next instructionally
relevant objective?" Such decisions are in a real sense diagnostic
decisions, in that diagnosis implies both content and nature of the
learning "treatment." In this sense, tests designed to provide this
kind of information may be called diagnostic tests. It is probably
true that a single test of the conventional type now published and used
in the schools will not be able to provide all the data relevant to the
instructional technique assignment decisions required in an adaptive
instructional system.

On the basis of placement and diagnostic information, assignment
decisions are made about instructional alternatives. That is, a student
is assigned, guided to, or allowed to select a means of instruction. A
fundamental question concerns the nature of the instructional alterna-
tives available. What are they? Where do they come from? How are they
developed? On what basis do different instructional treatments differ
so as to be adaptive to individual requirements? In presently available
conventional educational environments, adaptation takes place on the
basis of class grouping and perhaps special work with individual students
where this is possible. Certain adaptive mechanisms are left up to the
student so that some students have to work harder or spend more time on
their homework than others. If a school permits a more individualized
setting, then other opportunities for providing different instructional
alternatives can be made available. Instructional alternatives can be
adaptive to the student's present level of achievement and such aspects
as his mastery of prerequisites, his retention of previous learning, the speed at which he learns including the amount of practice he requires, and his ability to learn in structured or less structured situations. Adaptation to treatments differing in these respects, which are shown to be related to measured aspects of entering behavior, might be able to provide a significant beginning for effective adaptation to individual differences. However, in designing instructional alternatives, it is difficult to know how to use other variables which come out of learning theory (such as requirements for reinforcement, distribution of practice, use of mediation and coding mechanisms, and stimulus and modality variables, e.g., verbal, spatial, auditory, and visual presentation), and more needs to be known about their interaction with individual differences. A study by Rosner and others (1969), for example, indicated that there might be relatively high incidence of clinically significant perceptual-motor dysfunction among both special education and regular classroom pupils. Such individual differences should be examined to determine their relationships to educational outcomes (e.g., early reading) and their importance for designing instruction and instructional materials. Another example might be found in the work by Bormuth (1968). Here the reading difficulty [as determined by the cloze readability scale (1969)] of a passage was examined in relationship to the amount of new information a subject acquired from reading the passage. Preliminary results indicated that passages that were "slightly difficult" for the subject resulted in more acquisition of new information than either "too easy," "just right," or "too difficult" passages. If such findings bear up under cross-validation (both over populations of subjects and curriculum areas),
then this might indicate that written instructional materials, say in social studies, need to be adjusted on an individual basis in order to be maximally effective, i.e., adaptive. Several versions of a text, for example, might be needed. Measures of both the text's readability and the pupil's reading level would have to be taken. Textbook assignment would be differential over students, even though they all would cover the same material. Periodic reassignment of texts to coincide with pupil growth in reading ability would be necessary.

If one assumes that measures of entering behavior can be obtained and that instructional treatments are available, then at our present state of knowledge, empirical work must take place to determine those measures most efficient for assigning individuals to classes of instructional alternatives. The task is to determine those measures with the highest discriminating potential for allocating between instructional alternatives. Such measures should have sharply different regression slopes for different instructional alternatives to be most useful [Ed.: cross-reference to Cronbach's chapter pp. 148 ff.]. As a result of initial placement and diagnostic decisions, the group of students involved is reduced to subsets, allocable to the various available instructional treatments. These initial decisions will be corrected by further assignments as learning proceeds so that the allocation procedure becomes a multistage decision process that defines an individualized instructional path.
In this connection, it is to be pointed out that the usual employment of aptitude test batteries has been to predict scholastic success where the instructional system is relatively nonadaptive. The aptitudes generally measured in education are very much the product of the kind of educational environment in which the aptitude tests have been validated. The basic assumption underlying nonadaptive instruction is that all pupils cannot learn a given instructional task to a specified degree of mastery. Adaptive instruction, on the other hand, seeks to design instruction which assures that a given level of mastery is attained by most students. Such models as that proposed by Carroll (1963) and discussed by Bloom (1969) indicate that aptitude takes on a different meaning in adaptive instruction. Other models of adaptive individualized instruction have also been proposed, for example, the IPI project (Lindvall & Bolvin, 1967) and project PLAN (Flanagan, 1967, 1969).

Adaptive instruction demands a different approach to the prediction of success. If the decision to be made is what kind of instruction to provide the learner, then little information is obtained from the usual kind of aptitude measurement. The behaviors that need to be measured are those which are predictive of immediate instructional success within a particular instructional technique. It can be postulated that if the criteria for aptitude test validation had been immediate learning success rather than some long-range performance criteria, the nature of today's generally accepted aptitude batteries would be quite different. This postulation seems likely since factorial studies of the changing composition of abilities over the course of
learning (Fleishman, 1965, 1967) show that different abilities are involved at the beginning and end of the course of learning. While it may be useful to forecast over the long range, an adaptive instructional model also requires measures which are closely related to more immediate learning criteria, that is, success in initial instructional steps. Current types of measured aptitude may be limited in that they are operationally designed to predict over the long period, given reasonably nonadaptive forms of educational treatment. Evidence for this lack of utility of general psychometric measures with respect to instructional decisions comes from the line of studies dealing with correlations between psychometric variables and learning measures (see earlier section on page 9). The identification of the kinds of "aptitude" variables that can be used to place individuals or to recommend to individuals certain kinds of learning experiences is a vast new area in the field of measurement related to instructional decision making.

As has been indicated, aptitude measures are not the only consideration when individuals are allocated to alternate learning experiences to accomplish the same instructional goals. Another aspect of diagnosis includes the analysis of the errors in student responses. One example of a situation in which errors are analyzed and directly related to instructional treatment is found in a series of tests developed by Nesbit (1966). In arithmetic operations involving the addition and subtraction of fractions, children are first given a relatively broad-range test spanning the topic. Those children who err on any of the items are administered a second test. Their errors on the second test are analyzed and the teacher is provided with both a list of the types
of error committed by each child and a description of the specific instructional activities designed to overcome this error. Thus, not only performance omissions (i.e., lack of mastery on the domain of instructional relevant tasks) are identified, but also performance characteristics (i.e., such as error-type identification) and individualized treatment (i.e., learning activities structured around new tasks to be learned and the child's cause of present difficulty) are provided. Testing activities of this sort are to be encouraged if adaptive instruction is to be realized.

Continuous Monitoring and Assessment of Instructional Outcomes

Under the procedures that seem appropriate for the adaptive instruction model, the student, as he proceeds with his course of instruction, has his performance monitored and assessed at established test and decision points. Achievement measures are obtained similar to those used to assess initial placement; in addition, the opportunity is available for assessment to be made of the student's learning characteristics. (Suggestions for the latter have been mentioned above: learning rate, need for practice, ability to retain previous learning, situations in which he seems to learn best, etc.) This achievement and learning style information is updated as the student progresses and provides the primary information for the decision making required to guide student learning. As this continuous measurement is in effect over a period of time, it would incorporate and supercede initial achievement and aptitude information. If appropriately and subtly done, teaching, instruction and testing would fade into one another. Testing information would be used
for the student, teacher, or automaton to make decisions about future instruction, and to a large extent the evaluative, "course grade" function of testing would be deemphasized.

Achievement measurement in this context is necessarily criterion-referenced measurement. The information obtained from a test tells whether a learning criterion has been achieved, and if it has not, further tells in what respect criterion performance has not been attained. Various levels of criterion mastery are set as the student progresses. Generally, some level of mastery is set by the requirements of the subject matter, the student population, etc. Implicit in the instructional model are defined criteria of competence. The basic task for instruction is to provide the methods that will enable most students in a particular course to attain mastery.

Of unique interest in instructional measurement, as instruction proceeds, are the measurements of learning aptitudes and learning styles that can be made. In today's education, assessments of these kinds are, to a large extent, made by observation and judgment of the teacher—when the teacher has the opportunity to observe, is a good observer, and has the appropriate flexibility to implement the results of these judgments. Probably, these observations and judgments can be significantly improved by providing the teacher with observational instruments and by training the teacher in their use. The significant problem in this context is to develop measures of learning characteristics that are useful in practical instruction. As the student learns, it should be possible to devise learning experiences in which measures are
obtained that provide information to the student and the teacher about the student's learning "style." This is an area in which there has been much lip service and which is done intuitively at the present time. The development of appropriate measurement procedures, which might be called learning process psychometrics, seems to be of critical importance (Cronbach, 1967).

As the student learns, then, information is obtained about how he learns and what he learns; instructional assignments, self-made or teacher-made, take place; and assessment is made of a student's performance at particular decision points. There is a three-way relationship between measures of learning, instructional alternatives, and criteria for assessing performance. Since measures of learning and instructional alternatives are evaluated in terms of how well they assist in helping the student attain educational goals, then the criterion measures become quite critical. Depending upon the measures used, some instructional outcomes will be maximized and others minimized; some kinds of student performance may be minimized inadvertently unless they are expressed and explicitly assessed. In this regard, it seems almost inescapable that we develop more fully criterion-referenced measures, measures that reflect a pupil's performance in relation to standards of attainment derived from a behavioral analysis of the curriculum area under consideration. In addition, serious attempts must be made to measure what has been heretofore so difficult: Such aspects as transfer of knowledge to new situations, problem solving, and self-direction—those aspects of learning and knowledge that are basic to an individual's capability for continuous growth and development.
Two further points are appropriate here. First, information about learning relevant to an adaptive model should come primarily from the interaction effects generally neglected in studies of learning. As Cronbach and Gleser (1965) have pointed out, the learning experimentalist assumes a fixed population and hunts for the treatment with the highest average and least variability. The correlational psychologist has, by and large, assumed a fixed treatment and hunted for aptitude which maximizes the slope of the function relating outcome to measured aptitude. The present instructional model assumes that there are strong interactions between individual measurements and treatment variables; and unless one treatment is clearly the best for everyone, as may rarely be the case, treatments or instructional alternatives should be differentiated in a way to maximize their interaction with performance criteria. If this assumption is correct, then individual performance measures that have high interactions with learning variables and their associated instructional alternatives are of greater importance than measures that do not show these interactions. This forces us to examine the slope of the regression function in learning experiments, so that this interaction can be evaluated. [Ed.: cross-reference to Cronbach's Chapter]. Intensive experimental research is required to determine the extent to which instructional treatments need to be qualified by individual-difference interactions. The search for such interactions has been a major effort in the field of medical diagnosis and treatment and seems to be so in education (Lubin, 1961).
Second, the continuous pattern of assessment and instructional prescription, and assessment and instructional prescription again, can be represented as a multistage decision process where decisions are made sequentially and decisions made early in the process affect decisions made subsequently. The task of instruction is to prescribe the most effective sequences. Problems of this kind in other fields, such as electrical engineering, economics, and operations research, have been tackled by mathematical procedures applied to optimization problems. Essentially, optimization procedures involve a method of making decisions by choosing a quantitative measure of effectiveness and determining the best solution according to this criterion with appropriate constraints. A quantitative model is then developed into which values can be placed to indicate the outcome that is produced when various values are introduced.

An article by Groen and Atkinson (1966) has pointed out the kind of model that may help for this kind of analysis. There is a multistage process that can be considered as a discrete N-stage process; at any given time, the state of the system, i.e., the learner, can be characterized. This state, which is probably multivariate and described by a state vector, is followed by a decision that also may be multivariate; the state is transformed into the new updated state. The process consists of N successive states where at each of the N-1 stages a decision is made. The last stage, the end of a lesson unit, is a terminal stage where no decision is made other than whether the terminal criteria have been attained. The optimization problem in this process is finding a decision procedure for determining which instructional alternatives to present at
each stage, given the instructional alternatives available, the set of possible student responses to the previous lesson unit, and specification of the criteria to be optimized for the terminal stage. This decision procedure defines an instructional strategy and is determined by the functional relationship between (a) the long- and short-range history of the student and (b) student performance at each stage and at the terminal stage. Figure 7 illustrates this type of N-stage instructional process as Groen and Atkinson see its application in computer-assisted instruction. A more general flow diagram is presented in Figure 8. This figure illustrates the instructional stages for the Individually Prescribed Instruction Project. To be made useful for the type of analysis described above, the procedure illustrated by Figure 8 would probably need to be broken down into finer stages.

Groen and Atkinson point out that one way to find an optimal strategy is to enumerate every path of the decision tree generated by the multistage process, but that this can be improved upon by the use of adequate learning models which can reduce the number of possible paths that can be considered. In order to reduce these paths still further, dynamic programming procedures (Bellman, 1957; Bellman & Dreyfus, 1962), might be useful for discovering optimal strategies and hence for providing a set of techniques for reducing the portion of the tree that must be searched. This technique involves the maximization or optimization of the utility of a sequence of N decisions (or stages of instruction).
This is accomplished by employing a mathematical function that depends on the maximized utility of the \((N-1)\)th decision in the sequence. The utility of a sequence may be defined, for example, in terms of a score on a test that is administered at the completion of the \(N\)th stage of instruction. Thus, at each of the stages in the sequence of instruction, the learner is presented with the types of instruction that will maximize criterion performance. The kind of instruction presented at each \(j\)th stage of the sequence is determined as a function of the maximized utility of the instructional decision made at the \((j-1)\)th stage. This is an interesting approach for instructional theory and psychometrics to consider, although some initial experimentation has not been overwhelmingly successful and, perhaps, discouraging (Groen & Atkinson, 1966).

In order to carry out such an approach, two fundamental efforts are required: First, quantitative knowledge of how the system variables interact must be obtained, and second, agreed-upon measures of system effectiveness must be established. Upon the completion of these steps requiring, respectively, knowledge and value judgment, optimization procedures can be carried out. It has been shown that relative to the total effort needed to achieve a rational decision, the optimization procedure itself often requires little work when these first two steps are properly done (Wilde & Beightler, 1967). Thus, two ever-present tasks must still be confronted: (a) knowledge and description of the instructional process and (b) the development of valid performance measures.
Management of Test-Provided Information

It is apparent from the preceding discussion in this chapter that the type of information required from a comprehensive testing program in an adaptive system of individualized instruction must be easily generated and readily obtainable by the student and the instructor. This means that a measuring, information-providing system must be designed and embedded as a component of the overall instructional system. Once embedded into the system, instruction and testing become less distinct and mutually supporting.

The information that is generated as a pupil progresses through a curriculum sequence must be processed and analyzed in such a manner that decisions that are to be made with it are facilitated. Thus, testing programs designed to provide the information required to make the four kinds of adaptive decisions—initial placement, individual diagnosis, individual monitoring, and outcome assessment—must also make provisions for reporting results in a usable form to students and instructors. It would seem further that the burden of designing and constructing such tests, of processing response data, and of providing preliminary analysis of test data must be handled by someone other than the classroom teacher. If instructional outcomes and available sequences are specified in advance, there appears to be no reason why tests and other information-generating instruments cannot be predesigned and made available to the student and the instructor as needed. That is, tests can be predesigned and coded to particular segments of the curriculum sequence in much the same manner as texts and other instructional
materials are predesigned. Since the model for individualized instruction considered here (see pp. 17-20) provides for the capacity of the system to update and improve itself as more is learned about its operation, tests and other instructional materials can be updated and reintroduced without disrupting the instructional system. The instructor, then, can be freed of his duties as "materials producer" and can better perform his role as instructional decision-maker and individual adaptor.

The individualization of instruction increases the amount of information required by a multiplicative factor equal to the number of individuals being instructed. Traditionally, group-based information has been the primary source of data used in classroom decision making. When all students are working on the same task, the task (e.g., page number, chapter, etc.) is the only bit of information which is needed to characterize the group. On the other hand, when every individual is allowed to progress at his own rate and to work on different tasks, then one needs distinct information about each student (Cooley, 1970). The kind of information required also varies in the two situations. In the group teaching situation, the information emphasis is on what is taught at any particular point in time. When instruction is adaptive, the information emphasis shifts to what was learned by each pupil.

With the increased amount and kind of information that is required for adaptive instruction, it seems almost inevitable that a computer system integrated with the measurement and instructional system in order to manage the individualized school. Such a management system
has as its goals to increase the effectiveness of the adaptive instructional model and to maximize teacher productivity in operating in the system. Systems for computer-managed instruction have been described by Bratten (1968), Brudner (1968), and Flanagan (1969). One such computer management system is being developed in connection with an individualized elementary school and is described in detail elsewhere (Cooley & Glaser, 1970). In this system, the instructor can interrogate the computer to obtain a variety of information relevant to making instructional decisions. For example, in curriculum sequences blocked off as units, the instructor is able to obtain a listing of all the performance data available for a particular student who has been working in that unit. This would include test data specific to the unit which was collected prior to instruction (placement data); within-unit performance data and test data (monitoring data); and posttest data over the unit after instruction has been completed (evaluative data). Teacher analysis of these data is used to diagnose and prescribe further work for the student. Another example of information that the instructor can obtain from the computer is a listing of the class members showing where in the curriculum sequence each student is working and how long he has been working at that lesson unit. In this manner, the instructor is able to monitor class progress, and to identify quickly students who are working at a particular point in a sequence for an inordinate length of time; such students may need assignment to new instructional materials, small group instruction, personal tutoring, or other modifications of their instructional environment.
Branch-Testing

In recent years, the advance of instructional technology and the introduction of the computer as an instructional device has spurred serious interest among test constructors in real-time alteration of the manner in which tests are administered and scored—that is, on-the-spot adaptation of the sequences of items, number of items, or manner of presentation of items while testing is in progress. In particular, interest has been generated for a procedure known as branch-testing or tailored-testing. In this testing procedure, the item(s) to which an examinee is to respond next is determined by his responses on the preceding item(s). This procedure permits the possibility that each examinee can be administered a different set of items that are best suited to measuring his characteristics. Thus, tests can be considered "tailored" to the individual. Rules for determining which items to administer next are termed branching rules.

It would seem that tests that are administered in this branching or tailoring mode have great applicability to the four general types of testing problems encountered in the instructional model described above. One application of branching previously mentioned concerns placement testing (Cox and Boston, 1967; Ferguson, 1969; Rahmlow, 1969). Another application was mentioned in connection with diagnostic testing (Nesbit, 1966). In this section, the topic of branch-testing is considered somewhat more broadly to examine the flavor of this type of testing procedure and its possible instructional applications. In another section of the chapter (pp. 33-30), the possibility of using sequential analysis techniques (Wald, 1947) with certain types of test items is discussed.
Most studies dealing with the effectiveness of the branch-testing procedure have been concerned with the measurement of mental ability, that is, the location of an examinee on a continuum of a hypothetical variable or trait (examples of such studies include Bayroff & Seeley, 1967 using the AFQT; Angoff & Huddleston, 1958 using the CEEB; and Cleary, Linn, & Rock, 1968 using the SCAT and STEP). The various strategies of types of branching that have been reported can be subdivided into two broad classes (Cleary, Linn, & Rock, 1968): (1) those procedures which employ two distinct test-sections that route an examinee and measure him, respectively; and (2) those that measure and route examinees simultaneously (i.e., without distinct test-sections to route and measure separately). Within each of these classes, various techniques are employed to construct the routing and/or measuring test, thus giving rise to several branching strategies.

Although these various strategies have been enumerated and described in the literature, little work has been done concerning the instructional implication and possibilities of using branch-testing. In a paper entitled "Some Theory for Tailored Testing," Lord (1970) speaks directly to this point.

It should be clear that there are important differences between testing for instructional purposes and testing for measurement purposes. The virtue of an instructional test lies ultimately in its effectiveness in changing the examinee. At the end, we would like him to be able to answer every test item correctly. A measurement instrument, on the other hand, should not alter the trait being measured. Moreover, ...measurement is most effective when the examinee knows the answers to only about half of the test items. The discussion here [i.e., the test theory of tailored testing] will be concerned exclusively with measurement problems and not at all with instructional testing (page 2).
Lord's paper shows that from the measurement point of view, gains from tailored testing are little except for low ability and high ability examinees. However, as Green (1968) has indicated in commenting on Lord's paper, branching (particularly under computer control) may have advantages: possible substantial savings in testing time; branching from broad areas of the achievement domain to narrow areas for in-depth analysis; measuring more complex behavior; measuring response latencies; sequencing responses; and sequencing items on the basis of what the measure shows—to name a few. Of particular relevance, when an instructional system is considered, is the point Green makes that considerations of measurement per se are wasteful in the overall decision-making process. Failing to consider the interrelationship between measurement and decision-making neglects the importance of deciding what additional data need to be collected before adequate decisions can be made. The integration of measurement into the decision process has been discussed by Cronbach & Gleser (1965), in the context of selection and placement. It has, however, barely been explored with respect to instruction and with assistance from computers.

Branching strategies for instruction are best based on rules determined by a combination of psychological theory and subject matter organization. For example, in a procedure suggested by Gagné (1969) for assessing the learning of principles, one can distinguish between a principle and concepts that make up the principle. A two-stage testing procedure is employed in which the first item set measures whether or not an individual possesses the concepts. If the individual is successful on these items, he is branched to another set which tests whether or
not he has learned the principle. If one tested only the principle and the student's response was inadequate, it would not be known whether the learner (a) did not learn either the principle or the concepts or (b) learned the concepts but not the principle. Another possibility concerns tasks involving use of two or more principles. The two-stage measurement procedure would be able to discriminate between examinees who (a) knew one principle and not the other, (b) knew the second principle but not the first, (c) knew none of the principles, (d) knew all the principles but were unable to put them together, and (e) knew all the principles and could put them together correctly to solve the task.

A further conception of branch testing can include the notion of measuring the process by which a learner solves a test (e.g., Newell & Forehand, 1968). That is, the examinee is given the task and must interact with and interrogate the computer to determine courses of action or to solicit further information necessary to solve the problem or complete the task. These procedures are not new conceptions in testing (see Glaser, Damrin & Gardner, 1954; McGuire, 1968) but the feasibility of such procedures for measurement seem much greater with computer technology. Moreover, significant advances in measurement in an adaptive instructional system will come about not in the notion of increased precision of measuring the same things we currently measure, but as a result of measurement procedures based upon analyses of subject-matter task structure and the behavioral processes involved in performing these tasks.
Tests that measure instructional outcomes and that are used for making instructional decisions have special characteristics—characteristics that are different from the mental test model that has been successfully applied in aptitude testing work. That there is a pressing need for the development of achievement or performance measurement theory and technique has been pointed out (Ebel, 1962; Cronbach, 1963; Flanagan, 1951; Glaser, 1963) and although preliminary work has begun, no substantial literature is extant. In this section, some considerations in the development of performance tests are discussed by way of stimulating further the work that is required. Of particular significance are the following: (1) the generation of items from statements of educational objectives; (2) interpretation of a test score in terms of test content and performance criteria, as well as in terms of norms referenced to the scores of other examinees; and (3) interpretation of test scores so that they have meaning beyond the performance sample actually assessed and so that test scores can be generalized to the performance domain which the test subset represents.

At the heart of the issue concerning the two types of tests discussed in this section is the matter of deriving meaning from test scores. The score or number assigned to the individual as a result of a measurement procedure is basically inert and must be related semantically to the behavior of the individual who is measured (Lord & Novick, 1968). There are many semantic interpretations that are
possible in educational measurement, but for the most part, educational test authors have concentrated on interpreting the test score of an individual primarily by relating it to the test scores of other individuals. Such interpretations, which have been called norm-referenced interpretations throughout this chapter, have serious limitations when they are employed with achievement tests that are used in instructional systems seeking to be adaptive to the individual. These limitations were discussed in an earlier section. A complete discussion of why such interpretations have come to be so prevalent in educational measurement is beyond the scope of this chapter, but it can be pointed out that the concentration of psychological test theory on trait variability and on the relative differences between individuals; the reluctance of educators to specify precisely their desired goals in terms of observable behavior; the reliance of measurement specialists on the mental test model; and the desire of test constructors to build tests that are applicable to many different instructional systems for a variety of purposes, have contributed in no small part to the development and use of these norm-referenced interpretations.

The type of semantic interpretation of test scores that is required by the system of adaptive individualized instruction described in this chapter may be termed a criterion-referenced interpretation. A criterion-referenced test is one that is deliberately constructed to yield measurements that are directly interpretable in terms of specified performance standards. Performance standards are generally specified by defining a class or domain of tasks that should be performed
by the individual. Measurements are taken on representative samples of tasks drawn from this domain and such measurements are referenced directly to this domain for each individual measured.

Criterion-referenced tests are not designed only to facilitate individual difference comparisons such as the relative standing of an examinee in a norm group or population, nor are they designed to facilitate interpretations about an examinee's relative standing with respect to a hypothetical variable such as reading ability. Rather, they are specifically constructed to support generalizations about an individual's performance relative to a specified domain of tasks. (In the instructional context, such a domain of tasks may be termed a "domain of instructionally relevant tasks." The insertion of the qualifiers "instructionally relevant" serves to delimit the domain to those tasks, the learning of which is the goal of instruction. The term "tasks" includes both content and process.)

When the term "criterion-referenced test" is used (e.g., by Glaser and Klaus, 1962; Glaser, 1963; Glaser and Cox, 1968; Lindvall and Nitko, 1969), it has a somewhat different meaning from the two more prevalent uses of the terms criterion or criterion tests in educational and psychological measurement literature. One of these usages involves the notion that scores on an achievement measuring instrument (X) correlate with scores derived from a second measurement situation (Y), this second situation being, for example, scores on another achievement test or performance ratings such as grades. With this usage, the Y-scores are often termed criterion scores and the degree to which
the achievement test approximates, or relates to, the criterion is often expressed by the product-moment correlation, $r_{XY}$. Since the achievement test scores have the potential for correlating with a variety of other measures, relationships to multiple criteria are often reported. A second prevalent interpretation of the term criterion in achievement measurement concerns the imposition of an acceptable score magnitude as an index of attainment. The phrases "working to criterion level" and "mastery is indicated by obtaining a score equivalent to 80 per cent of the items correct" are indicative of this type of interpretation of criterion. Often both of these uses of the term criterion are applied to a single measuring instrument: A test may serve to define the criterion to be measured, and students may be selected according to some cut-off score on it.

**Norm-Referenced Tests vs. Criterion-Referenced Tests**

As Popham and Husek (1969) indicate, the distinction between a norm-referenced test and a criterion-referenced test is not easily made by the inspection of a particular instrument. The distinction is found by examining (a) the purpose for which the test was constructed, (b) the manner in which it was constructed, (c) the specificity of the information yielded about the domain of instructionally relevant tasks, (d) the generalizability of test performance information to the domain, and (e) the use to be made of the obtained test information.

Since criterion-referenced tests are specifically designed to provide information that is directly interpretable in terms of specified
performance standards, this means that performance standards must be established prior to test construction and that the purpose of testing is to assess an individual's status with respect to these standards. Tests constructed for this purpose yield measurements for an individual that can be interpreted without referencing these measurements to other individuals, i.e., a norm-group. This distinction is a key one in determining whether or not a test is criterion-referenced or norm-referenced. Much the same point was made earlier in this volume in a discussion concerning absolute and differential interpretations [Ed.: cross-reference to Cronbach's chapter pp. 11-12].

One source of confusion between the type of test discussed here and the typical achievement test of traditional usage resides in the notion of defining task domains and sampling from them in order to obtain test items. Arguments are often put forth that any achievement test defines a criterion in the sense that it is representative of desired outcomes and that one can determine the particular skills (tasks) an individual can perform by simply examining his responses to the items on the test. The problem is, of course, that in practice desired outcomes have seldom been specified in performance terms prior to test construction. Further, the items that finally appear on a test have typically been subjected to another rigorous sifting procedure designed to maximize the test constructor's conception of what the final distribution of test scores should be like and how the items of the test should function statistically. Ease of administration and scoring are often other determinants of what the final test task will be. As Lindquist (1968) has noted, many valuable test tasks have been
sacrificed through the machine scoreability requirements of current test practices. These and other other test construction practices often lead to tests composed of tasks that tend to distort interpretations about the capabilities of the examinee with respect to a clearly defined domain of performance standards.

The distinction between norm-referenced and criterion-referenced tests can often be determined by examining the specificity of the information that can be obtained by the test in relation to the domain of relevant tasks. Logical transition from the test to the domain and back again from the domain should be readily accomplished for criterion-referenced tests, so that there is little difficulty in identifying with some degree of confidence the class of tasks that can be performed. This means that the task domain measured by criterion-referenced tests must be defined in terms of observable behavior and that the test is a representative sample of the performance domain from which competence is inferred.

Thus, the attainment of "reading ability" can only be inferred to have occurred. The basis for this inference is observable performance on the specified domain of tasks into which "reading ability" has been analyzed, such as, reading aloud, identifying an object described in a text, rephrasing sentences, carrying out written instruction, reacting emotionally to described events, and so on. Criterion-referenced tests seek to provide information regarding whether such kinds of performance can or cannot be demonstrated by an individual learner and not how much "reading ability" an examinee possesses along
a hypothetical ability dimension. What is implied is some analysis of
task structure in which each task description includes criteria of
performance. This means that within a particular instructional context
a test constructor is seldom free to choose at will the type of task
he is to include in his test. This has been already delimited by
definition of the domain of relevant tasks that describe the outcomes
of learning. It also means that a scoring system must be devised that
will preserve information about which tasks an individual can perform.
Scores such as percentile ranks, stanines, and grade-equivalents preserve
norm-group information but lose the specificity of criterion information
(Lindvall and Nitko, 1969).

A criterion-referenced test must also be generalizable to the
task domain that the specific test tasks represent. One does not have
to go very far in a curriculum sequence before the tasks that the
learner is to perform become very large. To take a simple example, in
an elementary arithmetic sequence, column addition appears relatively
early. An instructionally relevant domain might consist of correct
performance on all 3-, 4-, and 5-addend problems with the restriction
that each addend be a single-digit integer from 0 through 9. The
relevant domain of tasks consists of 111,000 addition problems. The
measurement problem for criterion-referenced test constructors is how
to build a test of reasonable length so that generalizations can be
made about which specific problem types an individual learner can or
cannot perform. Norm-referenced test constructors do not have such a
problem since judicious selection of items will result in variable
scores which spread out individuals, thus allowing one to say, "Johnny can do more than Suzy." The question of what Johnny can or cannot do is left unanswered. Examination of an individual's item responses provides only a tenuous basis for inference when norm-referenced tests are used (Lindquist and Hieronymus, 1964). Yet, if instruction is to be adaptive to the individual learner, this information must be obtained. Is it specific number combinations which trouble Johnny? Is it problems which involve partial sums of a certain magnitude? Is it failure to apply the associative principle to simplify the calculation? These and many more such questions need to be answered in order to guide the instructional process.

The use to which achievement test information is put is another determinant of whether criterion-referenced or norm-referenced tests are needed. Both kinds of tests are used to make decisions about individuals, but the nature of the decisions determines the information required. In situations where there is a constraint on the number of individuals who can be admitted and in which some degree of selectivity is necessary, then comparisons among individuals are necessary and, hence, norm-referenced information is used. On the other hand, in educational situations where the requirement is to obtain information about the competencies possessed by a single individual before instruction can be provided, then criterion-referenced information is needed. Generally, in existing instructional systems that are relatively non-adaptive, admission decisions are made on a group basis and use norm-referenced data. As the feasibility of adaptive, individualized
instruction increases, knowledge of an individual learner's position in the group becomes less important than knowledge of the competencies that the individual does or does not possess. Hence, it is likely that the requirements of educational measurement will be for criterion-referenced information in addition to norm-referenced information.

**Item Construction**

The major problem involved in constructing items for criterion-referenced tests is the design of test tasks that are clearly members of the relevant domain. In their ideal form, the tasks to be performed are representative samples of tasks that are the objectives of instruction at a particular stage in the instructional sequence. Two points need to be considered here. The first is the place of ultimate vs. immediate instructional objectives and their relation to instructionally relevant tasks. The second is the generation of test items from descriptions of instructional objectives.

**Ultimate and immediate objectives.** The distinction between and discussion of ultimate and immediate educational objectives were thoughtfully done by Lindquist (1951) in the previous edition of this volume. Such a distinction and its consequences for educational measurement are especially important to note. Educational practice generally assumes that the knowledge and capabilities with which the student leaves the classroom are related to the educational goals envisioned by the teacher. This assumption implies that the long-range goals that the students are to attain in the future are known and that
the behavior with which they leave a particular course actually contributes to the attainment of these goals. What is closer to reality is that the long-term relationship is not very clear between what the student is taught and the way he is eventually required to behave in society or in his job. In contrast to the ultimate goals of education, the immediate objectives consist of the terminal behavior that a student displays at the end of a specific instructional situation. It should be noted that immediate objectives are not defined as the materials of instruction nor as the particular set of test items that have been used in the instructional situation. For example, at the end of a course in spelling one might reasonably expect a student to be able to spell certain classes of words from dictation. During the course, certain of these words may have been used as examples or as practice exercises. The instructor is interested in the student's performance with respect to the class or domain of words as an immediate objective of instruction and not the particular words used in instruction. Thus, to assess a student's performance with respect to the domain, one may also need to consider the relationship between the items in the domain and the preceding instruction (Bormuth, personal communication).

It is this immediate behavior that is the only tangible evidence on which the teacher can operate and by which both the teacher and the student can determine that adequate instruction is being carried out. However, as Lindquist points out, immediate objectives are ephemeral things: Specific content changes with reorganization of subject matter and methods of teaching; and different instructors in the same subject
want to develop generalized understandings in their students, but each may use quite different subject-matter areas, examples, and materials. Nevertheless, specific end-of-course behaviors are learned by students and tested for by instructors, both operating under the assumption that these behaviors facilitate the attainment of ultimate objectives (although many would not wish to judge the effectiveness of an educational system on the basis of attainment of immediate objectives). The immediate objectives, however, do determine the nature of an instructional institution, the way students and instructors act, and the way in which the success of the teachers, students, and institution is evaluated. In this sense, the present discussion is limited to measurement of those behaviors that are under the control of the educational institution and that the student learns or is expected to learn.

The generation of test tasks. The job of the test constructor is considerably simplified if instructional goals and subgoals are initially specified in terms of relevant tasks that the learner can be expected to perform. Those tasks that are relevant to specific stages in the curriculum sequence, such as one of the "boxes" in Figure 4, form the basis for the tasks to be included in criterion-referenced tests. In recent years, the trend in curriculum design has been to state instructional goals and subgoals in terms of behavioral objectives. Statements of behavioral objectives then must be translated into specific test tasks that, when successfully completed by the individual learner, form the basis for the inference that the behavior has been acquired by the learner. As instructional sequences become complex,
this domain of instructionally relevant tasks becomes quite large but, as Hively (1966b) has indicated, they can often be grouped into classes in such a manner that the general form of a class of tasks can be specified.

Recent developments in the analysis of behavior are helpful in analyzing performance into component tasks. For example, learning hierarchy analysis provides one means of distinguishing between components and more complex behavior. Something like Gagné’s (1969) suggestion for a two-stage testing operation is required to measure the presence or absence of the complex behavior and then the presence or absence of the underlying prerequisites or components. The essential point is that adequate measurement must provide unambiguous information about the kinds of behaviors that learners can and cannot perform so that instruction can appropriately proceed. Other examples are Hively's (1966a) analysis and Gibson’s (1965) analytical experiments of elementary reading behavior that begin to examine the specific components of reading behavior so that the task domain can be identified for teaching and testing purposes. Another interesting approach has been presented by Gane and Woofenden (1968) using a repetitive mechanical task. Their approach is to express performance in terms of an algorithm or flow chart so that not only are the component tasks specified, but also the sequence of performance is presented. As detailed analyses of school subject matters become increasingly prevalent, the test constructor will be able to judge more easily whether a test task is properly a member of the domain of instructionally relevant tasks or is only possibly related to it.
Specification of the domain of instructionally relevant tasks necessitates more than simply giving examples of the desired tasks. It has been suggested that what is needed is a general "item form" accompanied by a list of task generation rules (Hively, 1966b; Hively, Patterson & Page, 1968). An illustration of such "item forms" is reproduced in Figures 9 and 10. Figure 9 presents examples of "item forms" for subtraction tasks in arithmetic skills. A title at the left of the table roughly describes a component task of the subtraction domain. A sample item is given in the next column as it would appear on a test. A general form, together with generation rules, given in the next two columns, defines the set of test items that represent the test task. Specifically, the general form and the rules for generating a set of test items has been called by Hively an "item form." A collection of item forms constitutes a domain or universe on which tests and test items may be drawn. Such a procedure as this delimits and clearly specifies the domain of tasks to be learned and the test constructor can then produce test tasks which clearly represent this domain. Judgments can be made relatively easily concerning the "content validity" of the test. Consider the item form in Figure 10 concerned with a specific ability in algebra performance. In this case an item requiring the solution of the inequality \( 18 > 12 - 2|y + 3| \), is not a member of the domain specified by Figure 10 since there is no application of Postulate 2 to \(-2|y + 3|\). A similar approach to defining item
tasks has been presented by Osburn (1968). Osburn's presentation attempts to define a general item type and then to further analyze the general type into more specific item forms so that a hierarchical arrangement of test tasks is generated. His suggestion includes the specification of verbal replacement sets as well as the numerical type depicted by Hively's example. Osburn's example of an item form and a verbal replacement set for one of the variable elements of the item form is reproduced in Figure 11. It would seem that provisions for verbal replacement sets such as these might remove much of the "sterility" that might be encountered by a fixed verbal format, while at the same time maintaining a clear link to a general class of items to be included in a particular test.

Bormuth, in a book entitled *On Achievement Test Item Theory* (in press) develops the idea that tests that are made using current test construction procedures cannot unequivocally be claimed to represent the properties of instruction nor to be objectively reproduceable. He writes:

The really critical point is that, in the final analysis, a test item is defined as a property of the test writer and not as a property of the instruction. Hence, a score on an achievement test which is made by the procedures currently in use must be interpreted as the students' responses to the test writer's responses to the instruction. Since we have little knowledge of the factors which determine the test writer's behaviors, we must regard the relationship of the student's score to the instruction as being essentially undefinable. Hence, it seems that what is required is a fundamental change in the conception of a test item, of how it is defined, and of how responses to it are described.
The solution Bormuth offers is to suggest that linguistic analysis can be used to make explicit the methods by which items are derived from statements of instructional objectives. Transformational rules (analogous to linguistic transformations) are used to specify definitions of types of items that could be formed. Like the notion of item forms, a reasonable degree of objectivity and replicability is introduced into item construction procedures.

This brief discussion on item construction has indicated some recent developments for consideration by achievement test constructors concerned with creating test tasks that reliably represent instructional objectives. It is apparent, of course, that these techniques could be applied to tests that are other than criterion-referenced. However, further development and the application of such techniques seem essential to the construction of criterion-referenced tests and for the development of achievement testing theory.

**Test Construction**

When the domain of instructionally relevant tasks has been analyzed and described, specific test tasks must be selected for inclusion on the final form of the test. Item selection and analysis techniques have, of course, been designed with this in mind. The requirements for norm-referenced or group-based item parameters are well known and are treated extensively in the literature. However, as a study by Cox and Vargas (1966) has indicated, traditional item selection techniques are not uniformly applicable for the design of criterion-referenced tests. The issues of item and test parameters are not clear.
For example, many of the item and test statistics employed with norm-referenced tests are dependent on the observed variance of the total test scores. Criterion-referenced tests, on the other hand, when employed in instructional situations may display little variance in total test scores. For example, instruction in many arithmetic skills, by its very nature, does not seek to "spread-out" the examinees, but seeks to reach criterion levels of general competence. If a test were administered prior to instructional treatment and again after instructional treatment, examinee scores on the posttest would show an increase in mean performance and a decrease in performance variation as each student attained skill mastery. In theory, adaptive instruction seeks to assure that all individuals in the population show certain levels of mastery in the instructional domain. Thus, on those instructional tasks where mastery criteria have been established, if posttest items show great variation in difficulty in the population that has been instructed, and items on the posttest are instructionally relevant tasks, then instruction has been inadequate.

For criterion-referenced tests, the empirical estimation of reliability is not clear. As Popham and Husek (1969) indicate, estimates of internal consistency and test-retest coefficients are often inappropriate because of their dependency on total-test score variability. Perfect performance after instruction for all individuals instructed reduces variance-based estimates to zero. Thus, these estimation techniques may be inappropriate when applied in situations that reflect adaptative instruction. Tests used in these circumstances
could be both internally consistent and stable, yet estimates of these indices that are dependent on score variability may not reflect this.

On the assumption that test tasks are samples from the domain of relevant tasks, the problem of ascertaining an individual's status in a task domain might be conceptualized as an item-sampling problem. That is, tasks are sampled and examined in relation to a single individual. The purpose of the test is to determine the proportion of the tasks in the domain that he can perform. Techniques developed for acceptance sampling and sequential testing (for example, see Lindgren and McElrath, 1966 for an elementary discussion) might be investigated for use in this context. For example, if $\phi$ represents the "true" proportion of incorrectly performed tasks in the domain for an examinee under consideration, the probability function related to accepting the individual as a "master" of the domain (given $\phi$) can be specified and, for a fixed observed cut-off score, probabilities of accepting the individual's test-demonstrated performance as evidence for sufficient mastery of the domain can be computed for each true value of $\phi$. One could determine risk in the testing situation for both the examinee and the instructor by specifying in advance the proportion of mastery of the domain required before decisions concerning the continuation or termination of instruction are made. That is, specify criterion error proportions $\phi_1$ and $\phi_2$ such that if the examinee's error proportion $\phi \leq \phi_1$ he has had sufficient instruction relative to the domain, and if $\phi \geq \phi_2$ more (perhaps different) instruction is indicated. The instructor's "risk" would be allowing a learner to terminate instruction on
this particular domain and get on with new instruction. Examinee "risk" would be forcing the student to continue instruction in the domain when he has already mastered it. The results of some preliminary investigations have been presented by Kriewall and Hirsch (1969) in connection with instruction in elementary mathematics.

In situations where the test length, i.e., the number of test items, can vary from person to person, it may be possible to employ the sequential likelihood-ratio test (Wald, 1947). The procedure allows specification of error rates in advance of testing for given "hypotheses" about the proportion of instructionally relevant tasks (test items) that can be successfully completed by the examinee at a given point in time. A discussion of this technique is found in many elementary statistical texts. In achievement testing applications, this procedure would take on the following character: A student needs to be evaluated on a given, relatively large, domain of tasks. The problem is to determine whether the proportion of correctly performed tasks is sufficient to terminate instruction with respect to this domain and to allow him to advance to instruction on a new domain of tasks. If the proportion of correctly performed tasks is not sufficient for mastery, instruction with respect to the domain is to be continued.

The following proportions are specified in advance of testing.

$\phi_1$ = the minimum acceptable proportion of tasks mastered in the domain. This proportion is considered the minimum criterion achievement level for mastery of the domain.

$\phi_2$ = an alternative proportion of domain tasks mastered below which the criterion achievement level is not obtained (i.e., the maximum proportion correct that will still result in a non-mastery decision).
In the testing situation, $\phi_1$ functions as the null hypothesis to be tested against the alternative $\phi_2$. Type I and Type II error rates are then specified for classifying the examinee as having mastery or non-mastery. A Type I error occurs when it is decided that a student needs instruction with respect to the domain, when in fact his true proportion of successfully performed tasks is sufficient for mastery. A Type II error is committed when the student is allowed to terminate instruction, when in fact the true proportion of the tasks he can perform is insufficient for mastery. Acceptance and rejection criteria are then established consistent with the Type I and Type II error rates specified. An examinee continues taking the test until a mastery or non-mastery decision can be made. The acceptance and rejection criteria change after each item is attempted and scored; that is, after each item a decision is made to stop testing and declare mastery, continue testing, or to stop testing and declare non-mastery. This procedure was used successfully by Ferguson (1969) in his work on branch-testing. Items were generated by a computer and presented to the examinee via a teletype terminal. This preliminary study indicated that the sequential sampling technique was feasible. It reduced testing time considerably and yielded reliable mastery decisions with respect to the domains sampled.

These techniques seem interesting but certainly need to be explored further, both theoretically and empirically, before they can be recommended as being useful in the instructional context. They have been discussed briefly here primarily to stimulate further inquiry.
Formative Evaluation

The sixth element of the instructional model considered in this chapter states that the system collects information in order to improve itself and that inherent in the system's design is its capability for doing this. Information feedback for this purpose is an essential aspect of increasing rationality in decision-making relevant to the design of educational programs. Of particular significance in this regard is the recent emphasis on "formative" evaluation (Cronbach, 1963; Lindvall, Cox & Bolvin, 1970; Scriven, 1967). Formative evaluation refers to the data provided during the development and design stages of instructional procedures and materials; these data provide the information used for subsequent redesign of instructional techniques. Information provided to the student or to the teacher only for the conduct of ongoing instruction is not formative in this sense, although the term "formative evaluation" has been used to include both kinds of information (e.g., Bloom, 1969a). Formative evaluation, however, can be included in the intermediate stages of development as well as in later stages of continuous improvement and revision. Throughout, formative evaluation focuses on the specific outcomes of various aspects of instruction so that information is provided about the intended or unintended results of these techniques. In its best sense, formative evaluation precludes the one-shot trial of an innovation on the basis of which a decision is made to accept or reject a new instructional program.
This type of formative evaluation is like the high degree of telemetering instrumentation required for the design of new hardware systems. In the early stages of design, a great deal of instrumentation is devoted to measuring and assessing the characteristics of the various functions that the system carries out and their outcomes. As the system's components become more reliable and information is obtained about their effects, less and less excess measurement for evaluation is necessary. At this point, the information required is only that used for the carrying out of normal operations and for possible eventual improvement. As an example, consider an instructional system, such as IPI, in which one aspect of adaptation to individual differences is the writing of a tailored or individual lesson plan for each student for each skill he is to learn. Such a tailored plan is called a prescription. In the initial and intermediate stages of design and development, it is necessary to collect and analyze teacher prescriptions in order to determine if they are indeed individualized and adaptive to students (Bolvin, 1967). This information is then fed back to system developers (research and development personnel) and to teachers as operators of the system. If it is discovered that prescriptions are not individualized, decisions need to be made concerning whether the system or the operators are the cause. That is, do teachers fail to consider relevant student data and existing alternative instructional treatments, or does the system fail to provide the necessary data and alternative instructional procedures? The relationships between the prescriptive component and other components need to be examined as well. For example, does the testing and measurement component provide the necessary data relevant
to adaptive prescriptions? Such considerations are system evaluations which are formative in nature and serve as a basis for future redesign and development. They also serve to temper examination of only ultimate outcomes such as pupil achievement and pupil progress rates.

The formative evaluation implied by the sixth element of the proposed model requires: (a) a planned and specially designed instructional program, (b) goals that are considered as desirable outcomes of the program, and (c) methods for determining the degree to which the planned program achieves the desired goals. Evaluation studies are generated by concern with the discrepancies among stated, measured, and attained goals; with the discrepancies among the stated means for achieving goals and the actual implemented means; and with an analysis of why implemented means have not resulted in expressed goals. Formative evaluation studies attempt to find out why a program or aspects of a program are or are not effective. The answers require detailed analysis of such factors as the attributes of the program itself (e.g., teaching procedures, instructional materials, testing instruments, classroom management practices), the population of students involved, the situational and community context in which it takes place, and the different effects produced by the program (e.g., cognitive, attitudinal, affective, unintended, and positive or negative side effects). Evaluation can take place along many dimensions and in terms of multiple decision criteria such as learning outcomes, costs, necessity for teacher retraining, community acceptance, etc. The information obtained is feedback to the system and serves to redefine or improve it.
Principles and practices involved in evaluation studies have recently been discussed in detail by many writers: by Suchman (1967) with respect to public service and social action programs in general; by Tyler, Gagné and Scriven with respect to curriculum (1967); by an NSSE yearbook with respect to education in general (Tyler, 1969); by Lindvall, Cox and Bolvin (1970) for individualized educational programs in particular; and others. Campbell and Stanley (1963) describe various aspects of the internal validity of educational experiments. Such considerations are important for formative evaluation procedures carried out to yield information relevant to redesign and development since they relate directly to the interpretation of the effects of the instructional procedure. Bracht and Glass (1968) have discussed the external validity of educational studies, "external" being defined as the extent to which an experiment can be generalized to different subjects, settings, and experimenters. These authors present a detailed examination of the threats to external validity that cause a study to be specific to a limited population or a particular set of environmental factors.

Without going into specific procedures and techniques of evaluation studies, certain general aspects especially appropriate to learning and instruction can be mentioned in this chapter.

**Long- and Short-Range Objectives**

As has been said previously, a significant problem in the evaluation of instructional systems concerns the relationship between means, immediate instructional objectives, and long-range goals. A program
may be unsuccessful for at least two reasons: Either because it was unsuccessful in developing techniques that produced the desired end-of-course goals or because although it was successful in putting a program into operation and in attaining immediate objectives, these objectives were not related to ultimate expressed goals. Seldom is an instructional enterprise in a position to study the relationship between immediate and ultimate objectives. Programs are usually evaluated in terms of the immediate criteria of school accomplishment or possibly accomplishment in the next higher level of education. Concern for some evaluation of long-range goals has been indicated in Project TALENT (Flanagan, 1964) and the National Assessment Study (Frymier, 1967; Tyler, 1966). For the most part, however, formative evaluation studies concentrate on essentially immediate objectives assuming a relationship between immediate and ultimate goals.

Pre-Innovation Baseline Data

The problem of control groups and comparative studies has been extensively discussed in the literature of educational research (e.g., Campbell and Stanley, 1963). Establishing controls in the light of the many interacting factors that influence school settings and populations is a major difficulty in the conduct of evaluation studies. In recent years, particularly in special education, techniques suggested by the work of Skinner have been used with individual children in which the learner is used as his own control. These techniques have been described by Wolf and Risley (1969) and in the context of basic scientific research in behavior by Sidman (1960). It is of interest to consider
these techniques in the context of formative evaluation. An essential aspect of the design used in these studies is the establishment of baselines. The use of baseline logic proceeds by asking the question "Does the instructional treatment substantially affect the baseline rate of the learner's behavior?" The question implies that a change occurs and that sufficient information is obtained to attribute the change to the instructional procedure. For this purpose, measures of relevant aspects of the learner's behavior are obtained prior to the introduction of new instructional techniques. The new techniques are then introduced and change is observed in relation to the previously obtained baseline measures. Assuming that measurement of baseline aspects had been in effect long enough to indicate that the measures were reasonably stable and that the changes after the instructional treatment were significant, it still might be difficult to attribute the change to the specifics of the new instructional procedures. To pin down cause and effect, some form of control comparisons is desirable, and possible designs, in educational settings, that provide sufficient information for making an estimate of change have been suggested by Wolf and Risley (1969). Related also is the discussion by Campbell & Stanley (1963) of the time series experiment and the equivalent time samples design.

The import of employing such techniques as these is that evaluation studies generally have not reported pre-innovation baseline data, and the detailed assessment of the students, teachers, and school environment prior to the introduction of new instructional techniques seems fundamental to effective evaluation.
The Independent Variable

The formative evaluation implied by the sixth element of the model assesses the effect of practices derived from elements one through five. The practices are introduced for the attainment of expressed objectives. Not only must the degree to which objectives are attained be ascertained, but also the effectiveness with which the practices are carried out must be determined. Appropriate values of the dependent variable, i.e., attainment of objectives, it is assumed, will result from effective implementation of the independent variable, i.e., the practices developed to implement the first five elements of the model. However, in most educational studies, more attention is paid to assessing outcomes rather than the adequacies of implementation. Certainly, the latter is a prior requirement. In order to accomplish this, it is necessary for the designers of an instructional program to provide specific criteria that indicate just how the program should function and how specific features of the program should look when the program is in actual operation. A listing of the criteria for the satisfactory functioning of these items provides a checklist for evaluating the degree to which adequate implementation has taken place.

Determining the effectiveness of the independent variable is one major requirement of the instructional model described in this chapter. Assessments of the operation of the program are needed in order to provide information for redesigning and improving its implementation. The other major aspect is whether or not adequate implementation can indeed accomplish program objectives. In reality, in the day-to-day development of instructional programs, the distinction
between these two aspects is not clear. As one assesses whether teaching, materials, equipment, and general school practices are operating appropriately, information is also obtained about how they affect instructional objectives. One usually does not wait to get near-perfect implementation and then proceed to measure instructional outcomes. In the stages of formative evaluation, both aspects proceed together. It is only after some degree of stability is attained and a program has been developed that it seems reasonable to move into a second phase of development. In this second stage, every effort is made to ensure that the implementation criteria are met for the most part, and when they are, goals of the program can be evaluated more definitely. An example of the specification of items in the operation of an instructional program has been described by Lindvall, Cox, and Bolvin (1970) for the program on Individually Prescribed Instruction. Such a specification is geared to evaluating the program's implementation. Basic program operations have been broken down into the following classes: characteristics of instructional objectives, testing procedures, the prescribing of instruction, instructional materials and devices, teacher activities, student activities, and classroom management procedures. Figure 12 shows each of these classes of operations in outline form. The operations listed are those that need to be observed and assessed, and for which criteria must be stated, at a particular stage of development of the program, so as to indicate adequate or inadequate implementation.
Such a list of specifications provides the basis for the development of telemetering procedures that are used by instructional developers to monitor the implementation of the independent variables and to determine the internal validity of the results of the instructional techniques.

Particular comment should be made on instructional materials and devices that appear to be a new element for evaluation in present-day instructional programs. Some general principles involved have been described by Lumsdaine (1965) and by Mechner (1965). An examination of the product development process and the training of personnel in the field (Popham, 1967), and examples of its effectiveness have been documented (Flanagan, 1966; Mechner, 1967). The evaluation of materials and devices has many facets that need to be examined, such as: the sequencing and content of instruction, format and packaging, the ability of the student to follow directions for use, the student's ability to manipulate and work with materials and devices of a particular design, and the way in which the teacher employs these techniques. Procedures are being developed for product design and evaluation along a number of lines. For example, with respect to computer-assisted instruction, Bunderson (1970) has described components of a prescriptive model for designing CAI programs. An interesting technique for evaluating material in programmed instructional texts has been described by Holland (1967); and the evaluation hierarchies in specific subject matters have been described by Gagné (1970) and by Resnick and Wang (1969).
In much the same manner as test designers obtain data on test characteristics in order to improve test functioning, data on instructional techniques need to be obtained. Just as the design-trial-redesign cycle has been used in the development of programmed instructional materials, formative evaluation proceeds for educational systems in general. It seems likely that techniques employed for instruction will eventually, where applicable, be developed with the same degree of analysis and documentation as is now done for well received test batteries. The history of evaluation in the testing movement is clear: As tests came to be increasingly used and abused, professional societies stepped in to issue statements of standards for quality control, and schools of education provided courses in tests and measurements for users. At the present time, test producers provide manuals documenting the development and specific utility of the tests under particular conditions and with particular populations. Vis-à-vis the present technology of test construction, design and evaluation with respect to instruction will have to develop its own theories and practices growing out of a convergence of the fields of individual differences, learning, and performance analysis. Some departure will be required in the standard rules of test development and use (Cronbach, 1963).

Sustaining Mechanisms

At the later stages of formative evaluation or following an encouraging evaluation study, a significant concern often is whether or not the effects of the experimental instructional technique will hold up as a continuing state of affairs. One aspect of this is the so-
called "Hawthorne effect." In the classic Hawthorne study (Roethlisberger & Dickson, 1939), an evaluation of a program designed to increase worker productivity found that the specific operational independent variable such as changes in illumination, rest periods, and hours of work were spuriously effective; that is, productivity tended to increase no matter what change was made. The investigators concluded that the actual independent variable causing change was interest and concern on the part of the management. A well executed evaluation study should be able to detect such effects. Factors that result in only the temporary maintenance of effects may be extremely subtle and may not be immediately apparent. The maintenance of effects requires environmental support for the new program. Frequently, when teachers are trained in new curricula and techniques which they bring to their classrooms, conditions are provided in which the new program can proceed, but eventually conventional forces of the environment resume their potency and the innovation is stifled. An example of this is the series of events that followed the introduction of programmed texts into conventional school settings. A study by Carlson (1965) described some of the effects of the lack of a supporting environment for this new instructional technique. One of the unanticipated consequences he described was a restriction of individual differences in learning rate. Although an important anticipated consequence of programmed instruction was that students could be able to learn at their own rates, there were forces operating which minimized the differences in individual rates of achievement. As the program progressed, and as individual students began to vary widely in levels of achievement and rates of progress,
the teacher "corrected" for this by either consciously or unconsciously pacing the students. The output of the fast students was restricted so that the same troublesome point could be explained to a number of students at one time, and the slow students were allowed to have access to programs outside of class time while average and fast students were not allowed extra-class access. This had the net effect of minimizing the range of student progress. In addition, "enrichment materials" were supplied to the fast students which also contributed to a condition of minimum spread. In this and other respects, when programmed instruction materials were introduced into a school for further evaluation, sustaining mechanisms were not provided that would permit the impact of this new instructional technique to result in its anticipated consequences.

Adaptation to Individual Differences

The key issue in instructional systems that attempt to individualize instruction is evaluation of the effectiveness of techniques designed for adapting instruction to individual differences. The instructional model employed as an organizing basis for this chapter attempts to present a set of general requirements for individualizing instruction. However, the success of any model for individualization is limited by certain constraints. If the operational plan is carried out satisfactorily, then the limitations become ones of technical capability and the extent of knowledge about human behavior. This revolves about several basic issues: the extent to which, in any particular subject matter, learning hierarchies or other orderly structures can
be identified and validated; the extent to which individual differences in background and learning characteristics that interact with instructional variables can be identified and measured; and the extent to which alternative instructional techniques and educational experiences can be developed that are adaptive to these measured individual characteristics. These issues are significant areas for basic research in the areas of human performance analysis, the measurement of individual differences, and the functional relationship between these differences and the details of the learning process. The tasks of formative evaluation are to assess technological developments based upon what fundamental knowledge is available, to force improved application, and to provide questions for basic research. The extent to which systems of individualized education are successful in adapting to the nuances of individual differences is a function of this knowledge. The criterion against which systems for individualized instruction need to be evaluated is the extent to which they optimize the use of different measures of behavior and different alternatives for learning in order to provide different instructional paths. It is possible to overdifferentiate and underdifferentiate in adapting to individual differences, and evaluation might indicate that only a relatively few number of paths are more effective in attaining educational goals than a conventional system which teaches to the average student. As more knowledge is obtained, the number of paths available for different individuals will be determined by our knowledge of the relationships between learning, the analysis of learned performance, and measures of individual differences.
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Footnotes

1. The preparation of this chapter, which will appear in R. L. Thorndike (Ed.), *Educational Measurement*, was supported by the Personnel and Training Branch, Psychological Sciences Division, Office of Naval Research and by the Learning Research and Development Center supported as a research and development center by funds from the United States Office of Education, Department of Health, Education and Welfare.

2. The correlation coefficient has been the chief "measure" of the predictive validity of a test in the past. [Ed.: cross-reference to Cronbach's chapter if this point is discussed there.]

3. The term "mastery" means that an examinee makes a sufficient number of correct responses on the sample of test items presented to him in order to support the generalization (from this sample of items to the domain or universe of items implied by an instructional objective) that he has attained the desired, pre-specified degree of proficiency with respect to the domain. In certain situations, this can be considered as a simple or compound hypothesis testing situation.

4. Note that "item difficulty" has a meaning in this context only in references to sequence or hierarchy which is employed. It is not used in the same way as in classical measurement theory (see Lord & Novick, 1968, pp. 328-329), although such uses coincide when a group of individuals who are heterogeneous with respect to the sequence are tested.

5. As indicated in Chapter 15, these decisions are terms placement decisions. The distinction between the use of these terms in that chapter and in this one have been pointed out (pp. 30-32).
### TABLE 1
OBJECTIVES FOR COMPUTER-ASSISTED BRANCHED TESTING FOR ADDITION-SUBTRACTION

<table>
<thead>
<tr>
<th>SUBTRACTION</th>
<th>BEHAVIOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Solves subtraction problems related to single-digit combinations by multiples of ten.</td>
</tr>
<tr>
<td>2</td>
<td>Solves subtraction problems with no borrowing. Three- and four-digit combinations.</td>
</tr>
<tr>
<td>3</td>
<td>Solves subtraction problems from memory for two-digit sums less than or equal to twenty.</td>
</tr>
<tr>
<td>4</td>
<td>Subtracts two-digit numbers with borrowing from the tens' place.</td>
</tr>
<tr>
<td>5</td>
<td>Subtracts three-digit numbers with borrowing from the tens' or hundreds' place.</td>
</tr>
<tr>
<td>6</td>
<td>Subtracts three-digit numbers with borrowing from the tens' and hundreds' place.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ADDITION</th>
<th>BEHAVIOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Solves addition problems from memory for sums less than or equal to twenty.</td>
</tr>
<tr>
<td>2</td>
<td>Solves subtraction problems from memory for sums less than or equal to nine.</td>
</tr>
<tr>
<td>3</td>
<td>Solves subtraction problems from memory for two-digit sums less than or equal to twenty.</td>
</tr>
<tr>
<td>4</td>
<td>Solves addition problems related to single-digit combinations by multiples of ten.</td>
</tr>
<tr>
<td>5</td>
<td>Finds the missing addend for problems with three single-digit addends.</td>
</tr>
<tr>
<td>6</td>
<td>Does column addition with no carrying. Two addends with three- and four-digit combinations.</td>
</tr>
<tr>
<td>7</td>
<td>Does column addition with no carrying. Three- or four-digit numbers with three to five addends.</td>
</tr>
<tr>
<td>8</td>
<td>Adds two-digit numbers with carrying to the tens' or hundreds' place. Two addends.</td>
</tr>
<tr>
<td>9</td>
<td>Finds the sums for column addition using three to five single-digit addends.</td>
</tr>
<tr>
<td>10</td>
<td>Adds two-digit numbers with carrying to the tens' or hundreds' place. Three or four addends.</td>
</tr>
<tr>
<td>11</td>
<td>Adds two-digit numbers with carrying to the tens' and hundreds' place. Two to four addends.</td>
</tr>
<tr>
<td>12</td>
<td>Adds three-digit numbers with carrying to the tens' or hundreds' place. Two to four addends.</td>
</tr>
<tr>
<td>13</td>
<td>Adds three-digit numbers with carrying to the tens' and hundreds' place. Two to four addends.</td>
</tr>
</tbody>
</table>
FIGURE CAPTIONS

Figure 1. Curriculum hierarchy on the addition of integers.
(Reprinted from Gagné, Mayor, Garstens, and Paradise, 1962)

Figure 2. Curriculum hierarchy for counting a collection of movable objects. (Resnick, personal communication)

Figure 3. Curriculum hierarchy for placing an object in a two-dimensional matrix. (Resnick, personal communication)

Figure 4. Two possible hierarchies of sequence of instruction.

Figure 5. Illustration of alternative instructional sequences and some regression functions that may be useful in deciding a predictor test's value in making decisions concerning sequence allocation.

Figure 6. Hierarchies of objectives for an arithmetic unit in addition and subtraction. (Adapted from Ferguson, 1969)

Figure 7. Flow diagram for an instructional system. (Groen & Atkinson, 1966)

Figure 8. Instructional process flowchart for the IPI procedure.
(Adapted from Lindvall, Cox, and Bolvin, 1970)

Figure 9. Examples of item forms from the subtraction universe.
(Reprinted from Hively, Patterson, and Page, 1968)

Figure 10. Illustrated of Hively's task format and task generation rules.
(From Hively, 1966b)

Figure 11. An example of a verbal replacement set for a variable element in an item form. (Adapted from Osburn, 1968)

Figure 12. Basic operational elements in development and evaluation of a system for IPI. (Adapted from Lindvall, Cox, and Bolvin, 1970)
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Figure 7. Flow diagram for an instructional system.
Figure 8. Instructional process flowchart for the IPI procedure.
<table>
<thead>
<tr>
<th>Description</th>
<th>Rule</th>
<th>Sample Item</th>
<th>Generation Rule(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic fact:</td>
<td>13</td>
<td>A</td>
<td>1. A = a; B = b</td>
</tr>
<tr>
<td>minuend 10.</td>
<td>- 6</td>
<td>-B</td>
<td>2. (a&lt;b) ε U</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3. {H, V}</td>
</tr>
<tr>
<td>Simple borrow:</td>
<td>53</td>
<td>A</td>
<td>1. A = a₁a₂; B = b</td>
</tr>
<tr>
<td>one-digit subtrahend.</td>
<td>- 7</td>
<td>-B</td>
<td>2. a₁ ε U - {1}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3. (b &gt; a₂) ε U₀</td>
</tr>
<tr>
<td>Borrow across 0.</td>
<td>403</td>
<td>A</td>
<td>1. N ε {3, 4}</td>
</tr>
<tr>
<td></td>
<td>-138</td>
<td>-B</td>
<td>2. A = a₁a₂ . . . ; B = b₁b₂. . .</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3. (a₁ &gt; b₁), (a₂ &lt; b₂), (a₁ ≥ b₁) ε U₀</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4. b₂ ε U₀</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5. a₂ = 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6. P{1, 2, 3} {4}</td>
</tr>
<tr>
<td>Equation:</td>
<td>42</td>
<td>A = 25</td>
<td>1. A = a₁a₂; B = b₁b₂</td>
</tr>
<tr>
<td>missing</td>
<td></td>
<td>B</td>
<td>2. a₁ ε U</td>
</tr>
<tr>
<td>subtrahend.</td>
<td></td>
<td></td>
<td>3. a₁, b₁, b₂ ε U₀</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4. Check: O &lt; B &lt; A</td>
</tr>
</tbody>
</table>

*Explanation of notation:*
- Capital letters A, B, . . . represent numerals.
- Small letters (with or without subscripts) a, b, a₁, b₁, etc., represent digits.
- x ∈ { . . . } : Choose at random a replacement for x from the given set.
- a, b, c, ε { . . . } : All of a, b, c are chosen from the given set with replacement.
- Nₐ: Number of digits in numeral A.
- N: Number of digits in each numeral in the problem.
- a₁, a₂, . . . ∈ { . . . } : Generate all the a₁ necessary. In general " . . . " means continue the pattern established.
- (a < b) ∈ { . . . } : Choose two numbers at random without replacement; let a be the smaller.
- {H, V}: Choose a horizontal or vertical format.
- P{A, B, . . .}: Choose a permutation of the elements in the set. (If the set consists of subscripts, permute those subscripted elements.)
- Set operations are used as normally defined. Note that A - B = A - B. Ordered pairs are also used as usual.
- Check: If a check is not fulfilled regenerate all elements involved in the check statement (and any elements dependent upon them).

*Special sets:*
- U = {1, 2, . . . , 9}
- U₀ = {0, 1, . . . , 9}

---

*Figure 9. Examples of item forms from the subtraction universe.*
Purpose: To test the ability to solve an equality necessitating application of Theorem A, Postulate B, and Postulate C. The solution set is to be non-empty and bounded by integers.

Task Format: \[ a - b \mid c + (-1)^{f}d \mid \geq e \]

Generation Rules:

1. \( c \in \{x, y, z\} \)
2. \( b \in \{2, 3, 4, 5\} \)
3. \( f \in \{0, 1\} \)
4. \( \hat{a} \in \{1, 2, 3, ..., 9\} \)
5. \( g \in \{kb \mid k \in \{1, 2, ..., 5\} \text{ and } kb \neq b\} \)
6. \( e \in \{1, 2, 3, ..., 20\} \)
7. \( a = g + e \)

Explanation of Generation Rules

1. \( c \) is the variable of the inequality; \( x, y, \) or \( z \) may be used.
2. \( b, \) the coefficient of the absolute value term, can vary from 2 to 5.
3. \((-1)^{f}\) allows the sign of the constant within the absolute value term to vary.
4. The constant \( d \) can vary from 1 to 9.
5. \( g \) is a multiple of \( b, \) up to 5\( b, \) and not equal to \( b. \)
6. \( e \) is any natural number from 1 to 20.
7. \( a = g + e. \) In solving the problem, one will arrive at the step \( a - e > b\mid c + (-1)^{f}d\mid. \) Since \( a - e = g, \) and \( g \) is a multiple of \( b, \) a cancellation step is required next. It is this pattern that must remain constant across the form.

---

1. **Theorem 1.** If \( a \) is a real number and \( a > 0, \) then \( |x| < a \) if and only if \(-a < x < a. \) [Use \( \leq, \) where \( x \) is of the form \((y + b)\).]

2. **Postulate 1.** If \( a, b, c \) are real numbers such that \( a < b, \) then \( a + c < b + c. \) [Applied where \( c \) is a constant and also where \( c \) is the absolute value term.]

3. **Postulate 2.** If \( a, b, c \) are real numbers such that \( a < b \) and \( 0 < c, \) then \( ac < bc. \)

---

Figure 10. Illustrated of Hively's task format and task generation rules.
**Item Form**

Given \((ND: \mu, \sigma)\) and \((\text{Region } ND: \mu, \sigma)\). If one sample point \((P)\) is randomly selected from \((ND: \mu, \sigma)\), what is the probability that \((P)\) is in \((\text{Region } ND: \mu, \sigma)\)?

**Possible Replacement Set for \((ND: \mu, \sigma)\).**

1. A fair penny is tossed \((N)\) times and the number of heads is recorded.
2. John’s true score on a certain test is \((T)\) and the standard error of the test is \((SE)\).
3. An urn contains \((P)\) white balls and \((Q)\) red balls. \((N)\) balls are randomly selected with replacement and the number of white balls is noted.
4. The Wechsler Adult Intelligence Scale is standardized over the general population to mean of 100 and a standard deviation of 15.
5. A rat presses a bar an average of \((P)\) times per minute when a light is on, and \((Q)\) times per minute when the light is off. Under both conditions the distribution of bar presses is approximately normal with a standard deviation of \((SD)\).
6. Sam takes a test consisting of \((R)\) \((K)\)-alternative multiple choice items and guesses on all items.
7. A certain batch of ball bearings is known to contain 20 per cent defectives. \((N)\) ball bearings are shipped to a customer.
8. A certain test contains \((R)\) items that are all of equal difficulty, \(P = (X)\), for a population of 9th grade students.
9. A white die is rolled \((N)\) times and the number of times the \((Y)\)-face turns up is noted.
10. A certain firm produces packaged butter. Quality control has shown that the average weight per package is 16.5 ounces with a standard deviation of .5 ounces.

*Before this item form can be used to generate items, suitable numerical replacement sets need to be defined.*

Figure 11. An example of a verbal replacement set for a variable element in an item form.
INSTRUCTIONAL OBJECTIVES that:
(a) can be used by lesson writers, test developers, and teachers without ambiguity.
(b) are in prerequisite order as evidenced by pupil mastery and progression.
(c) permit lesson writers to develop sequences of lessons that have no missing steps nor overlapping steps and with which pupils can make progress.
(d) are such that persons can agree as to what the pupil is to be taught and on what he is to be tested.
(e) are inclusive enough so that no important gaps in abilities taught are discovered.

THE TESTING PROGRAM:
(a) is used to place pupils at correct points in the instructional continua.
(b) provides valid diagnosis of pupil needs.
(c) provides a valid assessment of mastery of objectives and of units.
(d) is administered so that the pupil is taking CET's and unit tests at proper times.
(e) provides data that are found useful by the teachers for developing valid prescriptions.
(f) provides data that are meaningful to the student.

INSTRUCTIONAL PRESCRIPTIONS:
(a) are based upon proper use of test results and specified prescription writing procedures.
(b) provide learning experiences that are a challenge but permit regular progress.
(c) vary from pupil to pupil depending upon individual differences.
(d) permit pupil to proceed at his best rate.
(e) are interpreted and used correctly by the pupil.
(f) are modified as required.

THE INSTRUCTIONAL MATERIALS AND DEVICES:
(a) are easily identified with the proper objective.
(b) have demonstrated instructional effectiveness.
(c) are used by pupils largely in individual independent study.
(d) are used by pupils in individualized packages.
(e) keep the pupil actively involved.
(f) require a minimum of direct teacher help to pupils.
(g) are shown to teach more effectively as they are revised.

THE TEACHER CLASSROOM ACTIVITIES are such that:
(a) there is little delay in the pupil's getting help when he needs it.
(b) teacher assistance to pupils is largely on an individual basis.
(c) the teacher will spend some class time in examining pupil work and in developing prescriptions.
(d) positive reinforcement of desirable behavior is employed.
(e) teachers give the students considerable freedom.
(f) little time is spent on lectures (etc.) to the group, and individual or small group tutoring is employed.

PUPIL CLASSROOM ACTIVITIES are such that:
(a) pupils work largely on an individual and independent basis.
(b) pupils are studying with a minimum of wasted time.
(c) pupils secure needed materials in an efficient manner.
(d) pupils help each other on occasion.

CLASSROOM MANAGEMENT PROCEDURES are such that:
(a) teacher aides score papers and record results in an efficient manner.
(b) pupils score some work pages.
(c) pupils procure own lesson materials.
(d) pupils decide when to have lessons scored.

Figure 12. Basic operational elements in development and evaluation of a system for IPI.
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The authors initially consider three general classes of instruction models found in current educational practice. One particular model of instruction—a general model for individualization and adapting instruction to individual differences—is described, and its testing and measurement implications are discussed. Central to this approach is the specification of desired instructional goals in terms of organizable domains of human performance criteria as well as adaptation of instruction on an individual basis so that these desired goals are attained by a maximum number of students. The description of the instructional model is followed by considerations relevant to the analysis of performance domains, individual assignment to instructional alternatives, and necessity for measuring what is learned by means of criterion-referenced tests. The last section of this chapter briefly discusses the important topic of evaluating and improving an instructional system and its components.
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