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General Purpose Sampling in the Domain of Higher Education

John A. Creager
American Council on Education

The domain of higher education in the United States exhibits an ever-changing pattern of diversity. This diversity may be seen in administrative and fiscal policies, modes of corporate control, types of programs and services offered, and characteristics of faculties and student bodies. The ever-changing pattern is evidenced in the formation and dissolution of interinstitutional groupings, in the establishment of new institutions, and in the occasional demise of an old one. In such a kaleidoscopic domain, nationwide studies of the higher educational system are expensive and difficult to perform, even with the excellent cooperation given by most institutions. Survey sampling methods provide the most feasible approach, and have become more feasible as data on the full population of institutions have become more readily available. Even in cases where the information is sought from survey units other than institutions (e.g., students or faculty members), such units are appropriately sampled within institutions for both technical and logistic reasons.

The purpose of this paper is to summarize the rationale used, and the experience acquired, in sampling for the Cooperative Institutional Research Program of the American Council on Education. Such information may prove useful to others planning research of general significance to higher education. Although the particular experience acquired in this program would have to be adapted to fit the specific requirements
of another program, we can usefully exemplify the principles of applying
sampling theory to a practical survey problem, in which cost and logistics
must be considered.

The general nature and purposes of the Cooperative Institutional
Research Program have been described by Astin, Panos, and Creager (1966).
Each year of the program, initial contact is made with freshmen entering
participating institutions; this contact results in extensive data
which is used to determine national norms on entering freshmen (1967a,
1967b, 1967c, 1968), and which also serves as input data to implement a
longitudinal research design. The students are followed up by mail
contact at later points in their academic careers to provide data for
studying the impact of the college environment on the students.
Because the program is now in its third year of full-scale operation,
our experience with the annual survey of entering freshmen includes not
only those sampling problems encountered in a given year but also those
that arise from temporal changes in the domain of higher education.

**General Principles and Purposes of Survey Sampling**

The primary goal of a sampling design is to ensure that statistics
from the sample either are, or can be adjusted to be, representative
of the corresponding parameters of a defined population. Probably the
most thorough discussion of survey sampling designs and their appli-
cations is that by Hansen, Hurwitz, and Madow (1953). A simpler treat-
ment of the main issues may be found in Peatman (1947). The choice of
the population and of data to be acquired depend on the purposes of the
survey: i.e., upon what kinds of information are required about what kinds of units. The development and implementation of an appropriate survey design depend on such considerations as costs, logistic requirements, protection against operating hazards, the kinds of data to be collected, and the amount of relevant information available about the domain. These considerations demand a complex, mixed-strategy design in a survey in which the data are used both to determine norms and to serve as input to a longitudinal research program. The Cooperative Institutional Research Program uses a design which involves the sampling of entering freshmen within institutions, differentially and disproportionately stratified within several subpopulations of the institutional population.

In order to design and execute a sampling procedure, it is necessary to define the population to be sampled and to choose the control variables. The choice of control variables depends on the nature, amount, and reliability of information that is available about them. Since these variables are used to control sampling bias, their importance cannot be underestimated. Until recently, the constraints imposed by cost and logistic considerations were so great as to render such an undertaking as the Cooperative Institutional Research Program as impractical as a complete census of all freshmen. Increased availability of relevant information has changed this. That institutions and students can be studied in a systematic and scientific way, with the flexibility and generality required if such studies are to be useful to the academic community, was shown by Astin (1965b). That the necessary cooperation of institutions in implementing a sample survey of students can be
obtained and that normative information relative to a defined portion of the student population can be derived was shown by Astin and Panos (1966) in their discussion of the pilot study of freshmen entering 65 institutions in 1965. Subsequent experience with three full-scale surveys of more than 300 institutions has provided ample confirmation that sample surveys in the domain of higher education can be executed according to scientifically acceptable standards.

The remainder of the discussion deals with several major issues involved in the sampling design required for an extensive, multipurpose survey designed to obtain a heterogeneous data file. These issues include: (1) the definition of the domain and population to be sampled; (2) the development of actual sampling designs; (3) the weighting procedures used to adjust for disproportionate sampling; (4) the estimation, source, and control of errors; and (5) sampling of the total data file for special purposes.

Definition of the Domain and Population to be Sampled

It is useful to think of the domain of higher education in terms of the institutions providing educational facilities beyond the secondary school level. The "domain," then, consists of all the inputs, outcomes, and intervening events that constitute higher educational processes. Any given survey will necessarily be restricted to certain defined aspects of the domain; these, in turn, determine the population to be sampled and the kinds of data to be acquired. Some examples of populations are institutions, faculty members, students, administrators,
and hierarchically ordered subtypes and combinations of these "sampling units."

The development of the sampling design starts with an enumeration of the eligible population. The complete population of institutions of higher education comprises multiversities, universities, colleges, various kinds of professional schools, junior colleges, and even nonaccredited institutions. A nearly complete listing of the full population is provided by the Higher Education General Information Survey (HEGIS) of the United States Office of Education.¹ This survey includes not only accredited institutions but also those which, though not formally accredited, have their credits accepted by at least three accredited institutions. The number and nature of the institutions not included in HEGIS are not known exactly, but there is reason to believe that some technical institutes and some newly founded institutions are excluded. Although HEGIS lists approximately 100 predominantly Negro institutions, McGrath gives a count of 123 in 1963-64 (1965); a few of these, however, have since closed, merged, or undergone a shift in the racial proportions of the student body. It is reasonable to presume that a definition of the institutional population based on the HEGIS list will be nearly complete, except for a few very small institutions that represent a negligible portion of within-institution sampling units.

¹ See Education Directory, Part 3, published each year by the USOE. For more detailed data on each institution, the Reference File and the Opening Fall Enrollment File are especially useful. The Office of Research, American Council on Education, takes this opportunity to express appreciation to the National Center for Educational Statistics for making these files available.
Considerations of costs and logistics may impose further restrictions in the definition of the "eligible" population. In the Cooperative Institutional Research Program, we have imposed two such restrictions: (1) that the institution be functioning at the time of the survey; this restriction eliminates the occasional one which becomes defunct or merges during the planning period, and (2) that the institution have the equivalent of a "freshman" (first college level) class with at least 30 members. This restriction eliminates institutions that require one or more years of undergraduate college-level work for admission to their "first class" and very small institutions, which may grow sufficiently to become part of the "eligible" population in subsequent years of the program. Because available data on opening fall enrollments were not broken down into freshmen vs. other "first-time students" during the first two years of the program, some seminaries and professional schools which have no freshmen were included in the definition of the "eligible" population. Improved reporting procedures have made possible a cleaner definition of the population and a better estimation of the weights required to estimate population parameters.

Temporal changes in the institutional population pose some problems for ongoing programs and longitudinal studies. Even those studies in which a single sample is obtained at a particular point in time may soon become obsolete in a rapidly evolving domain. In defining the institutional population, minor problems occur as a result of occasional mergers and of the establishment or dissolution of institutions. Of somewhat greater concern are the problems encountered in counting and
classifying members of multiversity and state-wide systems and branch campuses of universities. Our general practice has been to follow the U. S. Office of Education's treatment of these problems, counting as separate institutions those for which separate enrollment data records are available and using USOE's classification codes. It should also be noted that some branch campuses of universities have two-year programs, some of them terminal and some of them intended to prepare students for completion of baccalaureate work on the main campus.

Some temporal changes occurring in the domain of higher education concern administrative and fiscal matters. Still others have definite functional implications with respect to the educational process itself and to what happens to students. USOE's continuing efforts to keep abreast of these matters have made it possible to avoid the serious bias in survey design and execution that would result from miscounting or misclassifying institutions. Since large numbers of students may be involved, continuous vigilance is required to ensure appropriate stratification in sampling and in the definition of normative groups for which summary data are computed and reported. Comparability of results across normative groups and across years is enhanced either by adhering closely to a well-defined and widely understood system such as that generated by the U. S. Office of Education or by carefully documenting any departures felt to be required by the purposes and design of a particular survey.
Development of Actual Sampling Designs

In any sampling design, the major control of sampling error is achieved by stratifying the population of institutions along dimensions that are known to represent important functional characteristics of the institutions. Random selection of institutions within different levels of these dimensions thus increases the representativeness of the sample. Although the choice of dimensions is ideally determined by their relevance to control of error, the alternatives are necessarily limited by the information available.

The Cooperative Institutional Research Program uses a mixed strategy in sampling starting with the definition of three subpopulations: universities, four-year colleges, and two-year institutions. This initial division of the population is indicated because these groups of institutions differ widely on a variety of important administrative and educational variables (e.g., size, composition of student bodies, curricula, and college environments). The U. S. Office of Education classification of institutions into these three categories is given in Opening Fall Enrollment in Higher Education, 1967.

The next step in the development of the sampling design consists of stratification on relevant variables within these population divisions, followed by disproportionate random sampling of institutions within the cells defined by the stratification. In the Cooperative Institutional Research Program, the research design involves a wide range of student variables for which no single institutional sampling control variable would be optimal for stratification. For academic
variables such as ability and achievement and for variables highly
related to ability (e.g., parents' education, election to high school
honor society), some measure of the institution's selectivity--i.e.,
the intellectual level of its student body--is appropriate. For
demographic, personality, and other nonacademic variables, the wide
variation in the kinds of students who go to different kinds of colleges
(and thus influence and partially define the "college environment")
make other institutional characteristics (e.g., size, affluence, mode
of control) suitable candidates for control variables. It is a basic
principle of stratification that multivariate control quickly reaches
a point of diminishing returns in the amount of control of sampling
errors for the cost and logistic considerations involved. If there
are too many stratification cells, some cells will almost certainly
contain too few institutions. On the other hand, insufficient strati-
fication will yield too few, and too heterogeneous cells, with the
result that within-cell sampling ratios must be increased to achieve
a given level of error control. Just where the balance is to be struck
between these extremes is a function of the survey designer's judgment
and the resources at his disposal.

Two sampling designs have been used in the Cooperative Institu-
tional Research Program. For the freshman surveys in 1966 and 1967,
the three subpopulations were subdivided into a total of 29 cells.
In the case of universities and of four-year colleges, the cell struc-
ture was based on affluence; in the case of two-year institutions, it
was based on size and mode of control. A discussion of the rationale
for this approach and of the availability of information on affluence
Figure I. Stratification Design for 1968 Survey of Entering Freshmen*

SEL and AFLL refer, respectively, to selectivity and affluence as defined in the text.
and size of institution appears in the initial research report from the Program, published by the American Council on Education (1966). 2

In the third year of the Program, several considerations led to a restratification of the institutional population into 35 cells. This restratification is shown in Figure I. The institutional population has grown rapidly during the last three years, especially the subpopulation of two-year institutions. Not only have new institutions been formed, but also the coverage of existing institutions has improved. A few former two-year institutions have become four-year institutions. More information is available about the various campuses of multi-campus systems. The rapid growth is demonstrated by the increase in numbers of institutions eligible for the survey in each of the three years: 1,968 institutions in 1966; 2,187 in 1967; and 2,303 in 1968.

Past experience in preparing normative information for 24 groups of institutions suggested that sampling errors could be better controlled, especially in the more critical groups, by introducing further breakouts of the four-year institutions (the largest subpopulation). If error

---

2 Institutional size (total full-time enrollment) and affluence (per student expenditures for educational and general purposes) account for most of the variation among four-year institutions with respect to selectivity, financial characteristics, level of faculty training, and curriculum (Astin, 1962). Affluence and size are also highly related to the college environment (Astin, 1963, 1965a; Astin and Holland, 1961) and to the characteristics of the entering students (Astin, 1965b). Affluence is more strongly related to these other factors than is size. In the case of the two-year institutions, for which affluence data were not then available, the decision to use mode of control and size as stratification variables was based on the research of Richards, Rand, and Rand (1965).
control in the norms groups were the only consideration, a sampling
design could be based solely on the norms groups, defined in terms of
institutional types. To do so, however, would not allow adequate
control of selectivity and affluence. Therefore, both kinds of controls
were used in the restratification.

Another development bearing on the decision to restratify is that
up-to-date selectivity scores are now available for about two-thirds
of the institutions and recent affluence data are available for most
accredited institutions including the two-year institutions (Gleazer,
1968; Singletary, 1968). Correlational analyses of relationships
among potential stratification control variables, institutional type
variables, and variables on which survey data are being obtained
have provided further information about the relevance of the stratifi-
cation control variables used in the survey design.

The primary division of institutions into subpopulations of
universities, four-year colleges, and two-year colleges (used in the
1966 and 1967 programs) has been retained. This classification intro-
duces an indirect control on size and some sampling control over about
half of the institutional types represented by the various norms groups.
The predominantly Negro institutions were separated from these subpop-

---

3 The selectivity score for each institution is the median stan-
dard score on the National Merit Scholarship Qualifying Test taken by
those high school juniors in the spring of 1966 who gave the institution
as their first college choice (Nichols, 1966). In computing the medians,
an adjustment was made for those institutions where the entering enroll-
ments are less than the number of students choosing the college. Both
the raw and normalized selectivity scores correlate .91 with the mean
SAT Verbal plus Mathematical scores of students actually enrolled by 200
College Board schools in the fall of 1966 (CEEB, 1967).
ulations to form an additional, relatively small subpopulation, in order to ensure better representation and control of this especially interesting group of institutions. Because the predominantly Negro institutions are relatively homogeneous with respect to selectivity and affluence, only two cells, public and private, were formed.

The universities were divided into four cells defined by the distribution of selectivity scores. A residual cell, which contains 130 institutions for which selectivity scores are not available, comprises mainly satellite campuses of public universities, including urban four-year centers, a few two-year campuses, and former state teachers' colleges, often located in small towns. Since affluence scores were available for only ten of them, no suitable basis has been found for further stratification of this heterogeneous "university affiliate" group. The related main campuses appear in the appropriate cells defined by their selectivity scores.

The two-year colleges were first divided into two major subgroups, those with and those without selectivity scores. Those without such scores were stratified on affluence, when data on expenditures were available. This procedure leaves an appreciably large group of schools--most of them relatively new and as yet nonaccredited--for which we have neither selectivity nor affluence scores. The only further breakout made of this group is public versus private.

The large number of four-year institutions permits stratification on mode of control, which also defines some of the norms groups. Therefore this subpopulation was first subdivided into Public, Private-Nonsectarian, Roman Catholic, and All Other Sectarian groups. Within
these subdivisions, there is further stratification based on selectivity scores, with a residual cell in each subdivision for those institutions for which selectivity data were not available. The residual cell in the Private-Nonsectarian group is rather large, but no feasible basis for further subdivision has been found. It should be noted that no stratification control is introduced for the sex composition of the student body, because the production of cell weights and of normative data is done separately by sex.

Within each of the major subpopulations and their subdivisions, alternative cutting points on the selectivity and affluence distributions were examined for possible improvement of cell definition. Selectivity distributions are quite different in the various subdivisions; therefore, the cutting points used to define cells vary from one subdivision to another.

The effectiveness of control variables in reducing sampling error depends on the correlation between the characteristics of the primary sampling unit (institution) and items of information to be collected about the ultimate sampling units (students). The results of two correlational studies were used in designing the stratification procedures for the Cooperative Institutional Research Program.

In the first study, Creager and Astin (1968) examined the interrelationships among 70 variables describing 244 four-year colleges and universities that had participated in an earlier study (Astin, 1965b). Some of these variables proved to be useful in providing direct, indirect, or supplementary controls of sampling errors. For example, the categorical administrative variables are related to size and to those environ-
mental characteristics appearing on a factor determined primarily by size of institution. Selectivity and affluence appear primarily on one large bipolar group factor cutting across factors relating to freshman input, the college environment, and college image.

The second study, specifically designed to guide the restrati-

fication, was based on data from 91 four-year institutions in the 1967 survey. In a series of regression analyses, eight of the typological variables, along with selectivity and affluence scores, were correlated with student responses to selected items from the Student Information Form. The results presented in Table 1 confirm the appropriateness of the selectivity score as the primary stratification variable. Selectivity was the most frequent primary predictor: correlations in the .70's are typical with ability and achievement criteria such as high school grades and election to an honor society; correlations in the .40's and .50's are typical with father's occupation, level of family income, student's level of aspiration, and career choice. Selectivity is also moderately related to a wide range of demographic and activity items. These correlations are substantially increased in multiple regression by adding affluence and typological categories. Item types having only a slight relationship with selectivity often have a close relationship with either affluence or the typological variables.

In summary, the restratification improves control of sampling, at little additional cost and logistic effort. It applies a more effective control variable (selectivity), supplemented by highly relevant variables such as affluence and certain U. S. Office of Education type variables used in earlier sampling designs. The more extensive use of
the USOE type variable also provides better control for the sampling of the norms groups defined in terms of these variables. The stratification design can be simplified in studies that involve only certain subdivisions of the population of institutions, a narrower range of types of data, or fewer and more heterogeneous norms groups.

The actual sampling of institutions within cells of the stratification design must anticipate the differential degree of participation by institutions and by students within institutions. The sampling must also anticipate differential loss of data resulting from screening procedures introduced to maintain quality control of the survey data. These hazards can be foreseen in kind—but not exactly in amount—prior to the actual survey. Considerations of costs and logistics, weighed against the desire to minimize sampling errors, led to our decision to obtain a sample of approximately 15 percent of all qualified institutions and as near as possible to 100 percent of the freshmen entering the participating institutions. In view of the possibility that some institutions invited to participate will decline to do so—usually because of difficulties related to scheduling and administering the survey under reasonably uniform conditions—our original planning allowed for 80 percent acceptance from the invited institutions. Each year of the program, the acceptance rate has exceeded this expectation: 82 percent (1966), 88 percent (1967) and 94 percent (1968). That the rate has not only remained high but has even increased may be attributed to two operating policies: useful summary information from the surveys is fed back rapidly, and participating institutions are reinvited. Nonparticipation because of diffi-
Table 1

Correlations of Selectivity with Student Responses to Selected Items from the Student Information Form

<table>
<thead>
<tr>
<th>Student Information Form Item</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High School Grade Point Average</strong></td>
<td></td>
</tr>
<tr>
<td>A or A+</td>
<td>.68</td>
</tr>
<tr>
<td>A−</td>
<td>.74</td>
</tr>
<tr>
<td>B+</td>
<td>.58</td>
</tr>
<tr>
<td>B</td>
<td>-.17</td>
</tr>
<tr>
<td>B−</td>
<td>-.48</td>
</tr>
<tr>
<td>C+</td>
<td>-.70</td>
</tr>
<tr>
<td>C</td>
<td>-.65</td>
</tr>
<tr>
<td><strong>Father's Education</strong></td>
<td></td>
</tr>
<tr>
<td>Grammar School</td>
<td>-.46</td>
</tr>
<tr>
<td>Some High School</td>
<td>-.66</td>
</tr>
<tr>
<td>High School Graduate</td>
<td>-.38</td>
</tr>
<tr>
<td>Some College</td>
<td>.34</td>
</tr>
<tr>
<td>College Graduate</td>
<td>.61</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>.52</td>
</tr>
<tr>
<td><strong>Father's Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Doctor</td>
<td>.55</td>
</tr>
<tr>
<td>Lawyer</td>
<td>.46</td>
</tr>
<tr>
<td>Business</td>
<td>.46</td>
</tr>
<tr>
<td>Engineer</td>
<td>.44</td>
</tr>
<tr>
<td>Farmer</td>
<td>-.32</td>
</tr>
<tr>
<td>Skilled Laborer</td>
<td>-.44</td>
</tr>
<tr>
<td>Semi-skilled Laborer</td>
<td>-.55</td>
</tr>
<tr>
<td>Unskilled Laborer</td>
<td>-.54</td>
</tr>
<tr>
<td><strong>Annual Family Income</strong></td>
<td></td>
</tr>
<tr>
<td>Less than $4000</td>
<td>-.47</td>
</tr>
<tr>
<td>4000 - 5999</td>
<td>-.65</td>
</tr>
<tr>
<td>6000 - 7999</td>
<td>-.44</td>
</tr>
<tr>
<td>8000 - 9999</td>
<td>-.22</td>
</tr>
<tr>
<td>10,000 - 14,999</td>
<td>.27</td>
</tr>
<tr>
<td>15,000 - 19,999</td>
<td>.61</td>
</tr>
<tr>
<td>20,000 - 24,999</td>
<td>.62</td>
</tr>
<tr>
<td>25,000 - 29,999</td>
<td>.54</td>
</tr>
<tr>
<td>30,000 and above</td>
<td>.54</td>
</tr>
<tr>
<td>Elected High School Class President</td>
<td>.51</td>
</tr>
<tr>
<td>Won a Varsity Letter</td>
<td>.16</td>
</tr>
<tr>
<td>Elected to an Honor Society</td>
<td>.74</td>
</tr>
</tbody>
</table>

a Each respondent variable consists of the percentage of students in the institution responding to the item category.
culties in scheduling the survey is not systematically related to the kind of data being obtained and, given the high participation rate, it is unlikely to bias the surveys seriously.

There is, however, another kind of nonparticipation that requires attention in planning and executing a survey: that is, failure to obtain 100 percent of the ultimate sampling units (i.e., the entering freshmen) within each participating institution, can be a source of bias. To guard against this hazard, the institution provides information regarding both the extent of coverage of the freshman class and the quality and conditions of administration. This information is used to judge whether data from a participating institution should be retained as is in the survey, should be retained after adjustment for small random deviations from 100 percent coverage, or should be eliminated entirely with adjustment of the remaining data from the other institutions by appropriate weighting procedures.

A strictly representative stratified random sample would contain a fixed proportion of the institutions in each stratification cell. This procedure was deliberately modified in order to guard against errors resulting from nonparticipation, to reduce the cost per individual student, to protect against accumulating sampling errors in some of the more heterogeneous categories, and to reduce the risk of compounding errors in the aggregate student data. Thus, universities were deliberately oversampled, since the peculiarities of just a few large institutions could introduce an appreciable bias into the student norms. Although including a greater proportion of large institutions increases some of the logistic problems, the risk of peculiarity effects is
diversified over more institutions, with the data from any one institution receiving relatively less weight in the aggregate pooling operations. Institutions in the extreme categories of affluence and selectivity were also oversampled to reduce sampling error arising from the open-ended nature of these categories. Finally, two-year institutions were initially oversampled, since experience indicates that otherwise a sufficient number of participants could not be obtained.

**Weighting Procedures to Adjust for Disproportionate Sampling**

The data as received from entering freshmen on the Student Information Form constitute a biased sample of the responses of entering freshmen in the defined population: Institutions in the various cells are disproportionately sampled at the time that invitations are sent out; some institutions cannot participate; some participating institutions are unable to obtain a satisfactory sample of their entering freshmen, either because the sample is too small or biased, or because the Student Information Form was administered in such a manner as to cast doubts on the quality of the response data. The first step is to eliminate such questionable data from the survey sample. Fortunately institutional representatives have proved to be not only highly conscientious about quality of administration, but also quite frank about the difficulties they experience. To determine whether the data from a given institution are suitable for inclusion in the normative sample, their reports are carefully studied by the staff.
Student response data retained for inclusion in the survey sample are then weighted, separately for each sex, to make the data reasonably representative of the defined population of entering freshmen. The weights are the product of two factors: one factor corrects for disproportionate representation of institutions and the differential enrollments in the institutions in each stratification cell; the other factor corrects for nonparticipation of students at each institution. The resultant weights are applied to the individual student's data, thus generating normative tabulations for the population of entering freshmen. The weights are also applied to the student response data in the various studies being performed in the longitudinal research program.

In order to obtain the first factor in the student response weights, the entering freshmen enrollments are cumulated across all population institutions in each cell and again for all sample institutions in each cell. The value of the factor, computed separately for each sex, is the ratio of the cell population enrollment to the cell sample enrollment. This major factor in adjusting student response data would be sufficient only if all students in the sample institutions had participated. Therefore, this first factor, based on enrollments in the stratification cells, must be multiplied for each institution by the second factor: the ratio of the freshman enrollment to the number of satisfactory questionnaires returned by
that institution. Application of the student response weight resulting from the product of the two factors is especially important in cross-tabulations and other basic item and composite statistics purporting to be representative of the population of entering freshmen.

When the ultimate sampling unit is the institution and the data either are about institutions or consist of properly weighted averages of student data, institutional weights must be applied to estimate parameters for the population of institutions. Each institutional record is weighted by the ratio of the number of population institutions to the number of sample institutions in the corresponding stratification cell. This procedure permits the stratification design and data files to be used for institutional research as well as for research about students.

Estimation, Source, and Control of Errors

Just how well do the sampling designs function? The statistician

4Since we usually eliminate those samples which deviate markedly from 100 percent coverage of the freshman class (e.g., 80 percent), this factor is usually very close to 1.00. In the first two years of the program, this second factor was computed for each institutional sample as a whole, without any control for differential participation by sex within the institution. In the third year of the program, we introduced the practice of computing these factors differentially by sex for each institution. It should be noted that the first factor is constant for each college in a given cell of the sampling design, whereas the second factor may vary from one institution to another within a cell.

5Institutional decks containing cell numbers, selectivity and affluence scores, are available from the Office of Research, American Council on Education. A general FORTRAN program for generating institutional weights for an arbitrary sample is also available.
refines this question and asks about the "precision" of the sample estimates of population parameters. By "precision" he means how closely the estimates from the sample agree with the value of the population parameter being estimated. In a situation such as the one confronted in the Cooperative Institutional Research Program, this question elaborates into separate questions about the precision of every statistic for each subpopulation or norms group under scrutiny. The complexity of the design and of its implementation make any attempt at formal calculation of precision quite formidable. In a practical situation, however, one need be less concerned with such formal calculations, than with establishing a general picture of the confidence that can be placed in the results as a basis for practical decisions. More specifically, one must establish plausible outer limits for errors of random sampling, judge whether these limits are acceptable, and consider the sources and effects of nonrandom errors from the same practical viewpoint.

Fortunately, the task of dealing with the consequences of random errors can be simplified by considering only categorical percentages (e.g., percent of students choosing a particular item response category). All other statistics can be derived from, and expressed as, combinations (joint and conditional) of what are essentially expressions of item response probabilities. It is also simpler to consider the population of over one million freshmen entering population institutions in a given year as an infinite population, rather than as a finite one, and to ignore the theoretical reduction of standard errors implied by the stratification procedures. These simplifications result in minor
overestimation of the standard errors of categorical percentages. The total normative sample is based on approximately 200,000 respondents. On this basis, the standard error of a categorical percentage of 50 percent as the population parameter is about 0.1 percent. The standard error is theoretically smaller for percentages markedly different from 50 percent. It is larger within the norms groups, based on various subsamples representing subpopulations in the domain. For the smallest norms groups, the standard error may rise to nearly 2 percent.

The chief source of error in stratified sampling is the failure to obtain a truly random sample within each stratification cell. Even though quality control screening and weighting procedures are employed, one must be constantly alert in order to identify and control nonrandom bias. In the absence of knowledge of the true population parameters, it is impossible to ascertain how well such strategy and logistics actually protect against various hazards. However, certain checks indicate that our normative data are well within acceptable limits; these include: (1) consistency in patterns of differences in categorical percentages across norms groups and program years; (2) plausibility of percentages and of distributions defined by an ordered set of categories; and (3) general agreement between our estimates of institutional and student counts and other published data.

To date we have been unable to discover any findings which were wildly out of line, even though one might expect a few simply as a result of random sampling errors and the computation of tens of thousands of categorical percentages. The few small inconsistencies that we have found may be regarded as within two standard errors under random
sampling. It may be argued that no practical decision involving either students or institutions is likely to be affected if a reported categorical percentage used in the decision making is, for example, 25.6 percent instead of 27.4 percent, or vice versa. Some caution may be indicated where such figures are converted into frequencies for estimating loads and facility requirements in some program planning, but even here one is unlikely to obtain more accurate estimates. In the absence of definite information to the contrary, it is reasonable to believe in the scientific integrity of the surveys and of the normative data they produce. Nevertheless, we are open to practical suggestions for evaluating and improving the surveys of entering freshmen.

**Sampling of the Total Data File for Special Purposes**

In a given program year, the total data file for approximately 300,000 students is processed by computer to create special files for research purposes. These special files include:

1. A 200K (200,000 cases) master file of the students in the normative sample.

2. A 60K random sample file of the normative sample for follow-up studies in the longitudinal research program.

3. A self-weighted 10K file of normative sample students for distributional and correlational analyses.

The 200K master file, which is unweighted, is the basic source file for the creation of additional special files as required in the longitudinal research program. The 60K file is created to reduce the costs of data processing and mail follow-up, costs which might be pro-
hibitive if longitudinal studies were done on the full 200K group. Additional weighting procedures will doubtless be required to correct the follow-up data for appreciable nonresponse to the follow-up surveys, but such procedures may be suitably postponed until that point in the research program.

The decision to select a self-weighted 10K sample for distributional and correlational analyses circumvents the repeated weighting of student response data for each particular study. To form this file, a random sample of students is taken from within each survey sample institution. The number of students sampled is determined, separately for each sex, from the numbers of students in each institution, the size of the total sample to be selected (10K), and the student response weight used in arriving at national norms for entering freshmen. Both the 1966 and 1967 self-weighted samples have been checked against the corresponding national norms. The distribution of deviations in the categorical percentages in the self-weighted sample from those in the national norms is consistent in each year with chance expectations. It is therefore possible to generalize cross-tabulations, distribution parameters, and results of correlational analyses performed on the 10K sample to the defined population of entering freshmen; the result is considerable reduction of processing costs with only a slight loss of precision.  

---

6 The precision can be roughly estimated by treating the 10K file as a random sample of an infinite population. On this basis, the standard error of a categorical percentage is about 0.5 percent for a population parameter of 50 percent.
Epilogue

Large-scale national surveys in the domain of higher education are no longer merely a theoretical possibility. They can be performed with scientific integrity within the constraints of costs, logistics, and technical resources. Any of these constraints, if sufficiently severe, preclude large-scale surveys, but they are no longer insurmountable. It should be noted that no amount of care in the design and execution of the research program or in its procedures for sampling will compensate for poor item sampling or other badly designed features of the survey instrument. Here too constraints which limit the resolving power of the survey instrument may exist. For example, limits of testing time and processing costs require that the range of information obtained from a self-administering questionnaire be maximized. With a volume of 300,000 respondents per year, the hand scoring, tabulating, and punching of item responses may prove formidable tasks, but any marked reduction in this volume would seriously limit the precision and analytical flexibility of the data. The availability of modern optical scanning and document reading equipment, which directly outputs the information onto computer tapes, solves this problem, provided that the system used is itself flexible and accurate and that quality control checks are incorporated at every step of the processing.  

7 The survey data in the Cooperative Institutional Research Program have been processed by National Computer Systems, Inc. of Minneapolis, Minn.
Educational research workers have, then, the capability of performing such large-scale surveys. The design of surveys on a more moderate scale may be improved within the constraints faced by the individual researcher, who must adapt the design considerations discussed in this paper to his own particular needs. In most cases, he will be dealing with a simpler situation, sampling only certain subpopulations of institutions, collecting data about institutions rather than about students, or collecting a narrower range of data (perhaps in greater depth). He may have more or less money, staff resources, data processing capability, and cooperation from his sampling units. All of these factors, as well as the scientific considerations emphasized here, will inform his decisions about survey design. It is to be hoped that he will make available information about his experiences, not only to document the quality of his own work, but also to permit colleagues to benefit from his thought and experience.
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