This study was designed to explore the practicality, flexibility, reliability, and sensitivity of the Criterion Group Method of measuring the effectiveness and efficiency of indexing, a method using a criterion group to set the standard for "ideal" indexing. These major variables were examined: (1) size of document sample, (2) size of Criterion Group, (3) instructions to indexers and use of a vocabulary guide, (4) three methods of editing raw indicia to make terms comparable, and (5) two methods of weighting indexers' scores. Scores earned by a set of eight professional indexers, by individual authors of the test documents and, in some cases, scores for title sets or medical students' indexing were compared within selected treatments to measure the extent to which the detectability of differences was achieved by each treatment. A two-way analysis of variance was used to relate reliability of test scores to document sample size and criterion group size. From the results of these studies of the methodologic variables, it was concluded that the criterion group method of evaluating indexing can be a practical yardstick for a wide variety of managerial, research, and educational uses. Appendixes include the rationale of the method, a literature review, information on materials employed and subjects participating in study trials, and details on manual and computer implementation. (Author/JB)
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SUMMARY

The criterion group method tests the effectiveness and efficiency of test indexing sets, using a criterion group to set the standard for "ideal" indexing. The criterion group for a particular application is chosen by the test administrator, consistent with his own concept of who represents this "ideal". Matching test sets of indexing terms with the criterion set yields as many degrees of match as there are members of the criterion group (referred to as consensus number).

This study was designed to explore the practicality, flexibility, reliability, and sensitivity of the method. To do this, it examines the major variables: (1) size of the document sample, (2) size of the criterion group, (3) effect of various instructions to indexers and use of a vocabulary guide, (4) effects of three methods of editing raw indicia to make terms comparable, and (5) two alternative methods of weighting indexers' scores.

Scores earned by a set of eight professional indexers, by individual authors of the test documents, and in some cases scores for title sets or medical, students' indexing, were compared within selected treatments to measure the extent to which the detectability of differences was achieved by each treatment. A two-way analysis of variance was used to relate reliability of test scores to document sample size and criterion group size.

Results with regard to practicality show that "indicative" tests (allowing confidence limits of ± 10 points) at the 80% level of confidence can be made with document samples as small as 10 and criterion groups as small as 4; 95% confidence requires comparable values of 20 documents and 9 criterion group members. It is possible to conduct tests with only a few "mechanical" instructions to indexers, no vocabulary guide, no editing and no weighting during scoring other than use of the consensus number even though from the standpoint of sensitivity, the method can detect differences in scores due to editing method, instructions to indexers, use of a vocabulary guide, or weighting method, should such detection be desirable. The method is flexible in that it has been shown to leave as options variables such as method of instructing indexers, method of editing and method of weighting. Reliability is primarily dependent on the size of document sample and criterion group, as is demonstrated graphically in the paper. Face validity, or intuitive feel for the meaning of test results, is enhanced by the fact that differences in scores can be equated with differences in the internationally known measure of "recall", and score divided by the number of terms in the indexing set yields a result somewhat analogous to "precision". Percent maximal score can also be easier to envision as reflecting effectiveness of text indexing sets on a 0-100 scale, with differences of from 6-8 points representing significance, when signed-rank tests are applied.
INTRODUCTION

AIM OF STUDY

Several years ago, for a special research application, we developed a method for measuring the "quality" or "effectiveness", of indexing. At that time we felt this method could be adapted for a wide range of managerial, educational, and research applications and, since it had several important advantages over other methods, it might fill the critical need for a practical yardstick to evaluate indexing and subject cataloging. However, there were a number of questions to be answered before one could be certain that the method met the demanding requirements for such a yardstick. The present study was undertaken to explore these questions.

METHODOLOGIC DESIDERATA

For a truly general method, applicable to many types of indexing and subject cataloging and suitable for serving a wide range of purposes, certain methodologic characteristics would seem to be either essential or highly desirable. First, the method should have "face" validity in the eyes of those who will use the resulting measurements; and since individuals have varying concepts of what constitutes "ideal" indexing, the method should allow one the option of choosing a criterion concept that reflects his own values rather than begging the question of what the "right" concept is by building it into the method. Second, the method should be practical, in terms of time and effort required; for routine or everyday use by small and large services as well as for one-time studies aimed at obtaining "definitive" measurements. Third, if the measurements obtained are to serve as a basis for decisions, one should know how much confidence they merit—that is, their reliability, or reproducibility, should be statistically determinable—and this reliability should be adequate to warrant basing important decisions on the measurements. Fourth, the method should be flexible in that it can accommodate different types of indexing—for example, "keyword" indexing with no restrictions on allowable terms, subject headings controlled by an authority.

* The development of this method was described in: Schultz, Claire K., Schultz, Wallace L., and Orr, Richard H., "Comparative indexing: terms supplied by biomedical authors and document titles." American Documentation 16, 4, (October 1965), pp. 299-312.

# The rationale underlying the development of the method is given in Appendix A.
LIST WITH OR WITHOUT HIERARCHICAL STRUCTURE, INDEXING DONE BY PEOPLE OR BY MACHINE, ETC. FIFTH, IT SHOULD BE SENSITIVE ENOUGH TO DETECT DIFFERENCES IN THE RELATIVE MERIT OF INDEXING PRODUCED BY THE ALTERNATIVE PROCEDURES OR AGENTS THOSE USING THE METHOD MAY WISH TO ASSESS. COLLECTIVELY, THESE FIVE GENERAL DESIDERATA--FACE VALIDITY, PRACTICABILITY, RELIABILITY, FLEXIBILITY, AND SENSITIVITY--REPRESENT A STRINGENT SET OF REQUIREMENTS A TRULY GENERAL METHOD SHOULD MEET. IN ANY PARTICULAR APPLICATION, OF COURSE, THERE MUST ALWAYS BE TRADE-OFFS BETWEEN VALIDITY AND PRACTICABILITY, AND BETWEEN RELIABILITY AND PRACTICALITY; HOWEVER, IT SHOULD BE POSSIBLE TO ACHIEVE COMPROMISES THAT ARE ACCEPTABLE. THIS STUDY AIMS AT EXPLORING THE METHODOLOGIC VARIABLES THAT GOVERN THE TRADE-OFFS REQUIRED AND INFLUENCE THE METHOD'S FLEXIBILITY AND SENSITIVITY.

ORGANIZATION OF REPORT

IN THE SUCCEEDING SECTIONS OF THIS REPORT, WE WILL DESCRIBE THE BASIC OPERATIONS REQUIRED TO APPLY THE GENERAL METHOD; GIVE THE RESULTS OF TRIALS AND ANALYSES DESIGNED TO EXPLORE CRITICAL METHODOLOGIC VARIABLES, DISCUSS THE IMPLICATIONS OF THESE FINDINGS AS THEY RELATE TO THE DESIDERATA SET FORTH ABOVE, AND OFFER SOME CONCLUSIONS REGARDING THE METHOD'S POTENTIAL RANGE OF APPLICATIONS. FOR CLARITY OF PRESENTATION, ALL SUBSIDIARY DETAIL WILL BE RELEGATED TO THE APPENDICES.
ESSENTIALS OF METHOD

In the simplest terms, the criterion-group method can be described as follows: For each document in the test corpus a set of terms characterizing that document is first established by merging all terms chosen by the members of a criterion group, each of whom makes his choices independently. This indexing set is then considered the standard (criterion set) against which other sets of indicia (test sets) for the same document are tested. In this method the terms in the sets to be tested are not scored on a black-or-white scale—that is, they are not simply rated as "matching" or "not matching" the terms in the criterion set; our scale allows for as many shades of gray as there are members of the criterion group. Conducting a test requires six basic operations.

SELECTING THE DOCUMENT SAMPLE

In any specific application of the method, the documents for which indexing is to be evaluated should be a representative sample of the document universe of interest. This sample may be selected from this universe by any of the usual sampling procedures based on random selection. When the sample to be used is large, a simple random sampling procedure can be used; however, for small samples, a stratified random sample may be preferable. For this operation the most important variable is the size of the sample, which should be large enough to provide the reliability needed for the particular purpose. On the other hand, since the number of documents is a major factor in determining the effort and expense of running a test, this number should be no larger than necessary.

SELECTING AND INSTRUCTING THE CRITERION GROUP

What type of individuals should constitute the criterion group depends upon one's concept of "ideal" or "standard" indexing and the purpose to be served. In our original study* the aim was to test how well author-supplied indicia matched the language of potential users; therefore, a group of the author's peers served as the criterion group. However, it might be considered appropriate

FOR THE CRITERION GROUP TO CONSIST OF "EXPERT" INDEXERS SELECTED
ON SOME BASIS FOR THE QUALITY OF THEIR WORK. IDEALLY, FROM WHATSOEVER
UNIVERSE THE CRITERION GROUP IS DRAWN, THE SELECTION PROCEDURE
SHOULD INSURE THAT THE GROUP IS REPRESENTATIVE OF THAT UNIVERSE;
BUT PRACTICAL CONSTRAINTS MAY REQUIRE ONE TO SETTLE FOR SELECTING
MEMBERS OF THE GROUP BY NON-RANDOM PROCEDURES. OTHER THINGS BEING
EQUAL, THE LARGER THE GROUP THE MORE LIKELY IT WILL BE REPRESENT-
TATIVE; AND A UNIVERSE THAT IS RELATIVELY HOMOGENEOUS CAN BE
ADEQUATELY REPRESENTED BY A SMALLER CRITERION GROUP THAN A UNIVERSE
THAT IS HETEROGENEOUS. THE SIZE OF THE CRITERION GROUP, LIKE THE SIZE
OF THE DOCUMENT SAMPLE, AFFECTS THE COST OF USING THE METHOD; THEREFORE,
THIS VARIABLE IS ALSO AN IMPORTANT DETERMINANT OF PRACTICALITY.

ANOTHER VARIABLE IN THIS OPERATION IS HOW THE GROUP IS INSTRU-
TED TO CARRY OUT ITS TASK, INCLUDING WHETHER THEY ARE GIVEN ANY SORT
OF A TERMINOLOGY "GUIDE" EXPLICITLY OR IMPLICITLY INTENDED TO STRUC-
TURE THEIR RESPONSES.

INSTRUCTING TEST INDEXERS

IN ANY APPLICATION WHERE AN INDIVIDUAL, A GROUP OF INDIVIDUALS, OR
A MACHINE INDEXES DOCUMENTS FOR THE SPECIFIC PURPOSE OF TESTING
THE RESULTING INDICIA, INSTRUCTIONS OR RULES ON HOW TO CARRY OUT THE
TASK WILL HAVE TO BE GIVEN. THESE INSTRUCTIONS MAY OR MAY NOT BE
EQUIVALENT TO THOSE GIVEN THE CRITERION GROUP. IN APPLICATIONS
WHERE THE INDEXING TO BE TESTED HAS BEEN PRODUCED AS PART OF AN ON-
GOING SERVICE, THIS VARIABLE DOES NOT REPRESENT A TEST "OPTION".
AGAIN, IF ONE DESIRES TO GENERALIZE FROM THE FINDINGS REGARDING
THE QUALITY OF THE TESTED INDEXING TO SOME LARGER UNIVERSE, THE QUES-
TION OF REPRESENTATIVENESS ARISES; THEN, THE METHOD OF SELECTION AND
SIZE OF THE GROUP REQUIRE CAREFUL CONSIDERATION.

ESTABLISHING CRITERION AND TEST SETS

IF EITHER THE CRITERION GROUP OR THE TEST INDEXERS ARE ALLOWED
TO USE FREE LANGUAGE*, A DECISION IS REQUIRED ON WHETHER THEIR OUT-
PUT SHOULD BE EDITED OR STANDARDIZED BEFORE CRITERION AND TEST SETS
ARE COMPARED; AND IF STANDARDIZING IS DONE, WHAT RULES SHOULD BE
FOLLOWED. WITHOUT STANDARDIZATION, SYNONYMS AND TRIVIAL VARIATIONS--
FOR EXAMPLE, SINGULAR AND PLURAL FORMS OF THE SAME TERM--WILL BE

* OR IF MACHINE INDEXING IS TO BE TESTED
COUNTED AS DIFFERENT TERMS. HOWEVER, ANY EDITING INCREASES THE COST OF A TEST; AND ALL HUMAN EDITING IS PRONE TO INCONSISTENCIES AND BIASES THAT MAY AFFECT THE RELIABILITY AND THE VALIDITY OF TEST RESULTS.

WEIGHTING THE CRITERION SETS

In this method, some scheme is required for weighting the terms used for indexing a document to reflect the consensus that exists among the criterion group with respect to appropriate indexing terms for that document. Many schemes could be employed, but perhaps the simplest is to weight each term in the criterion set by the number of criterion group members who used it to characterize the document and to give any term not used by at least one member of the criterion group (that is, any term not in the criterion set) a weight of zero to indicate its "undesirability." Alternative schemes can be devised that will increase or decrease the effect of consensus and will change the "penalty" for using terms that are not in the criterion set. (See Appendix D for details on weighting and an example of an alternative scheme.)

SCORING THE TEST SETS

The weights thus established are employed to score each test set by adding the weights for each term in the set. The "raw score" for a test set is then standardized by expressing it as a percentage of the highest score possible for that set, or the "variable score," which is determined by the sum of the weights for all terms in the criterion set. Thus if a test set scores 0%, it means that no term in the set was used by any member of the criterion group; and a score of 100% means that the test set contains all the terms used by the criterion group collectively.

When the criterion group consists of potential users, the percent maximal score is analogous to Cleverdon's "recall" measure; and if desired, a supplementary figure of merit analogous to his "precision" measure may also be calculated by taking into consideration the frequency with which terms not in the criterion sets (non-scoring or "zero terms") appear in the test sets. *(See Appendix D for details on scoring.)*

* The relation of measures derived by this method to other measures of indexing performance are suggested in Appendix A. A full discussion of these relations is outside the scope of this report.*
IN THIS OPERATION, ONE MAY WISH TO GIVE SOME CREDIT FOR TEST SET TERMS THAT, ALTHOUGH NOT IDENTICAL TO TERMS IN THE CRITERION SET, ARE SUBSUMED BY CRITERION SET TERMS IN A GIVEN INDEXING VOCABULARY. THE METHOD ALLOWS THE OPTION OF DEALING WITH SUCH MISMATCHES BY "CONFOUNDING" OR "GENERIC POSTING" BEFORE SCORING THE TERM SETS. * THIS COMPLICATES SCORING AND HENCE INCREASES THE COST OF A TEST; BUT IT MAY BE APPROPRIATE IN SOME APPLICATIONS.

* ALTERNATIVELY, GENERIC-SPECIFIC TRANSFORMATIONS AS WELL AS STANDARDIZATION OF SYNONYMS MAY BE DONE IN THE EDITING OPERATION.
FINDINGS ON METHODOLOGIC VARIABLES

This study focused on six of the methodologic variables selected from those identified above. These six variables were selected because, for a priori reasons, we felt they could be major determinants of the method's practicality, flexibility, reliability, and sensitivity, and because they could be investigated without establishing a new document corpus. To explore the effects of these variables, we carried out special analyses of the data obtained in the original application of the method and also conducted trials to obtain new data bearing on these variables. The major findings are summarized and discussed below. Details on the materials, subjects, and manual and computer procedures referred to are given in the Appendices.

VARIABLE 1 -- Size of Document Sample

An indication of how the reliability of test scores depends on the size of the document sample used for a test is provided by the standard deviation of the % maximal scores for individual documents from the mean score for all documents in the test sample. We found that the sample standard deviation is moderately affected by other methodologic variables. Assessing the effects of each variable on reliability singly and in combination with other variables was not feasible; however, the effects of the technique used for editing term sets (variable 4) and of the scheme employed for weighting before scoring (variable 5) were explored and will be discussed later in connection with these variables. For the studies reported in this section and in the section devoted to criterion group size (variable 2), the editing technique and weighting scheme remained constant.*

When sets of terms produced by 8 professional indexers for each document were scored against the set of terms supplied by the criterion group of 12 collectively, the standard deviation of scores for term sets averaged over the 8 indexers from the grand mean for a sample of 128 documents was 17 points (% of maximal score). In a sample of 32 documents, the corresponding standard deviations for scores of term sets produced by individual indexers ranged from 16 to 20. For term sets supplied by authors, the standard deviation of individual term set scores from the mean for 256 documents was 17 points. Figure 1 gives the confidence limits for mean scores based on different sample sizes when the observed sample standard deviation of 17 points is taken as an estimate of the standard deviation for the document population from which the samples were drawn.

* Computer editing and weighting scheme #1 were employed throughout.
Figure 1

INFLUENCE OF DOCUMENT SAMPLE SIZE UPON
CONFIDENCE LIMITS OF MEAN SCORES
(HOLDING CRITERION GROUP SIZE FIXED AT 12 MEMBERS).

Figure 2

INFLUENCE OF CRITERION GROUP SIZE UPON
CONFIDENCE LIMITS OF MEAN SCORES
(HOLDING DOCUMENT SAMPLE SIZE FIXED AT 32)
THE RANDOM VARIATION IN SCORES ATTRIBUTABLE TO DOCUMENTS WILL, OF COURSE, DEPEND UPON THE HETEROGENEITY OF THE DOCUMENT POPULATION FROM WHICH THE SAMPLE WAS DRAWN; AND SINCE THE PRESENT STUDIES WERE LIMITED TO OUR DOCUMENT CORPUS, ONE CANNOT SAY THE OBSERVED SAMPLE VARIATION IS A GOOD ESTIMATE OF THE VARIATION THAT WILL BE ENCOUNTERED IN APPLICATIONS OF THE METHOD WITH OTHER DOCUMENT POPULATIONS. HOWEVER, THESE FINDINGS SHOULD PROVIDE AT LEAST A ROUGH IDEA OF THE GENERAL SIZE OF DOCUMENT SAMPLE REQUIRED IN APPLICATIONS WHERE IT IS IMPORTANT TO MEASURE THE EFFECTIVENESS OF A GIVEN INDEXING "TREATMENT" WITHIN SPECIFIED CONFIDENCE LIMITS. IT CAN BE SEEN THAT WHERE THERE IS A NEED FOR RELATIVELY PRECISE MEASUREMENTS, E.G., WITHIN ±5 POINTS AT THE 95% CONFIDENCE LEVEL, SAMPLES OF 50 TO 100 DOCUMENTS WILL PROBABLY SUFFICE UNLESS VARIATION IN THE DOCUMENT POPULATION IS CONSIDERABLY GREATER THAN IN OUR CORPUS. FOR MANY APPLICATIONS, THIS DEGREE OF PRECISION WILL NOT BE NECESSARY AND USEFUL RESULTS CAN BE OBTAINED WITH CONSIDERABLY SMALLER SAMPLES—FOR EXAMPLE, WHERE A ROUGH ESTIMATE (± 10 POINTS WITH 80% CONFIDENCE) CAN BE USEFUL, SAMPLES OF 10 DOCUMENTS MAY SUFFICE.

MANAGERS OF INDEXING SERVICES AND RESEARCHERS ATTEMPTING TO DEVELOP INDEXING "SYSTEMS" OFTEN NEED TESTS TO INDICATE WHETHER TWO INDEXING TREATMENTS GIVE SIGNIFICANTLY AND MATERIALLY DIFFERENT RESULTS. FOR SUCH USES, TESTS WITH SMALL SAMPLES SHOULD PROVIDE AN ADEQUATE BASIS FOR WORKING DECISIONS ON MATTERS WHERE THE COST OF BEING WRONG IS NOT GREAT. THE USE OF SMALL SAMPLE TESTS THAT TAKE ADVANTAGE OF THE REDUCED VARIABILITY ACHIEVED BY EMPLOYING THE SAME SAMPLE TO TEST TWO DIFFERENT TREATMENTS WILL BE ILLUSTRATED LATER.

**VARIABLE 2 -- SIZE OF CRITERION GROUP**

ONE COULD ASSESS THE EFFECT OF THIS VARIABLE DIRECTLY BY SEEING HOW THE SCORES OF A GIVEN INDEXING TREATMENT FOR A GIVEN DOCUMENT SAMPLE CHANGE AS THE NUMBER OF INDIVIDUALS IN THE CRITERION GROUP INCREASES. HOWEVER, WHEN SCORING IS DONE MANUALLY AND THE DOCUMENT SAMPLE IS OF ANY SIZE, THE WORK REQUIRED FOR EACH INCREMENT IN THE SIZE OF THE CRITERION GROUP IMPOSES SEVERE LIMITATIONS ON THIS APPROACH. FOR THIS REASON, IN OUR ORIGINAL PROJECT, WE WERE ONLY ABLE TO ASSESS THIS VARIABLE CRUDELY BY GROUPING SCORES BASED ON HALF OF OUR CRITERION GROUP OF 12 SCIENTISTS WITH SCORES BASED ON THE OTHER HALF. WITH THE DEVELOPMENT OF A COMPUTER PROGRAM FOR SCORING, SYSTEMATIC ASSESSMENT OF THE EFFECT OF CRITERION GROUP SIZE BECAME FEASIBLE; HOWEVER, THE COST OF A DEFINITIVE STUDY WAS STILL MATERIAL SO WE CONSIDERED ALTERNATIVE APPROACHES THAT WOULD BE MORE ECONOMICAL AND ALSO BE USEFUL FOR UNFINISHED STUDY OF THE CHARACTERISTICS OF INDIVIDUAL SCIENTISTS THAT MAY INFLUENCE HOW EFFECTIVE INDEXING IS FOR THEM. ALTHOUGH IN THIS METHOD DEFINITIVE SCORING OF A TEST SET OF INDEXING TERMS IS BASED ON COMPARISONS WITH A "COMPOSITE" CRITERION SET ESTABLISHED BY MERGING THE TERMS USED BY EACH MEMBER OF THE CRITERION GROUP TO DESCRIBE A
Given document, we have demonstrated empirically that the score based on a composite criterion set can be usefully approximated under certain conditions by averaging scores for a test set based on individual criterion sets, consisting of the terms used by each criterion group member individually.* This suggested another approach to assessing the effect of criterion group size utilizing analysis of variance techniques. Details of these analyses would be inappropriate here, but the major findings relating to the effect of criterion group size will be summarized very briefly.

These analyses indicate that an appropriate model for present purposes is one in which the total variance in scores is partitioned into 3 additive components attributable to document variance, criterion group variance, and residual error. When criterion group variance is held constant, this model gives the same estimate for document variance as that obtained by "experimental" or direct, determination of document sample standard deviation reported earlier. When document variance is held constant, the model gives an estimate for criterion group variance centered around 121 points (standard deviation, 11 points). The effect of sampling error attributable to this source on test score reliability is shown in Figure 2 where the confidence limits are calculated from this estimated variance.

On a a priori basis, one would expect criterion group variance to depend upon the heterogeneity of the population the group represents. It has not been feasible to test this hypothesis systematically; however, we have scored author-indexer test sets against another criterion group—the 8 professional indexers. Rather surprisingly, the same estimate of criterion group variance was obtained. These indexers also constitute a relatively heterogeneous group in that their approaches to indexing reflect a variety of different indexing services.

Figure 2 indicates that, when precise estimates of indexing effectiveness are critical, the criterion group will probably have to be sizable if one is to have much confidence that they are adequately representative of some larger population. For our original application of this method, it was important to include

*The conditions under which scoring based on individual criterion sets approximates scoring based on composite criterion sets are complex and have not been completely explored; however, numerous trials have shown that, when weighting scheme #1 is employed the approximation is good at least for term sets supplied by our original criterion group of scientists.
ENOUGH PEOPLE IN THE CRITERION GROUP THAT WE COULD BE REASONABLY CERTAIN ANOTHER SAMPLE FROM THE USER POPULATION THEY REPRESENTED WOULD NOT GIVE MATERIALLY DIFFERENT SCORES FOR THE INDEXING TREATMENTS WE WANTED TO ASSESS. WITHOUT A GUIDE AS TO HOW MANY WOULD BE "ENOUGH", WE THEREFORE MADE THE SAMPLE AS LARGE AS WE COULD WITHIN PRACTICAL CONSTRAINTS. IN ANY APPLICATION WHERE MEMBERS OF THE CRITERION GROUP ARE SUPPOSED TO REPRESENT SOME LARGE POPULATION, HOW LARGE THE GROUP SHOULD BE IS A CRITICAL CONSIDERATION SINCE THIS VARIABLE IS A MAJOR DETERMINANT OF THE OVERALL COST OF EMPLOYING THE METHOD. FOR OTHER APPLICATIONS, HOWEVER, THE REPRESENTATIVENESS OF THE CRITERION GROUP IS IRRELEVANT--FOR EXAMPLE, WHERE ONE CAN IDENTIFY A FEW "EXPERT" INDEXERS AND CONSIDER THEIR "OUTPUT" AS A VALID STANDARD. IF A CRITERION GROUP WERE SELECTED FROM THE "BEST" INDEXERS WORKING FOR A SINGLE SERVICE, IT SEEMS REASONABLE TO PREDICT THAT THEIR VARIANCE WILL BE MATERIALLY SMALLER THAN THAT FOUND IN THE TWO GROUPS WE STUDIED AND THAT A GROUP OF 3 OR 4 WILL PROBABLY BE OPTIMAL. EVEN WHERE THE CRITERION GROUP IS SUPPOSED TO REPRESENT SOME LARGER POPULATIONS, THERE ARE NUMEROUS POTENTIAL APPLICATIONS WHERE HIGH PRECISION IS NOT ESSENTIAL AND A CRITERION GROUP OF LESS THAN 10 MEMBERS WILL PROBABLY SUFFICE--WHERE ONLY ROUGH ESTIMATES ARE REQUIRED OR THE NEED IS FOR A QUICK TEST TO GUIDE THE KIND OF WORKING DECISIONS DISCUSSED IN CONNECTION WITH DOCUMENT SAMPLE SIZE.

**VARIABLE 3--INSTRUCTIONS TO TEST INDEXERS**

WHETHER THE METHOD COULD ACCOMMODATE INDEXING DONE WITHOUT ANY VOCABULARY GUIDE, SUCH AS THE AUTHOR-INDEXING FORM EMPLOYED IN THE ORIGINAL APPLICATION, WAS AN IMPORTANT QUESTION CONCERNING THE METHOD'S FLEXIBILITY; AND WHETHER THE METHOD COULD DETECT DIFFERENCES IN INDEXING PRODUCED BY ASKING INDEXERS TO FOLLOW DIFFERENT RULES HAD A BEARING ON ITS SENSITIVITY. BOTH OF THESE QUESTIONS WERE EXPLORED IN NUMEROUS SMALL-SCALE EXPERIMENTS, IN WHICH DIFFERENT TYPES OF SUBJECTS--INDIVIDUALS WITH AND WITHOUT INDEXING EXPERIENCE, AND WITH AND WITHOUT BIO MEDICAL KNOWLEDGE--WERE ASKED TO INDEX DOCUMENT SAMPLES UNDER TRIAL CONDITIONS. THE KIND OF EVIDENCE THESE EXPERIMENTS PROVIDED RELATING TO THE TWO QUESTIONS CAN BE ILLUSTRATED BY THE RESULTS OF ONE SERIES OF EXPERIMENTS, WHICH IS SUMMARIZED IN TABLE 1. WITH NO GUIDE AND NO EXPLICIT RULES, THE MEAN SCORES FOR GROUP A AND GROUP B ON THE 10 DOCUMENTS IN SUBSAMPLE X (32% VS. 25%) WERE, AS ONE WOULD EXPECT, NOT SIGNIFICANTLY DIFFERENT.* THERE WERE

---

*The signed-rank (Wilcoxon) test was employed to test the significance of the observed difference. Hereafter, all statements concerning the significance of differences are based on the signed-rank test if the same subsample of documents was employed for both indexing "treatments" and the rank test (variously called Wilcoxon T test or the Mann-Whitney U test) was used when the document subsamples differed.
Table I. Trials of Indexing Rules and Aids with Medical Student Subjects

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No Rules</td>
<td>Rule 1</td>
<td>No Rules</td>
</tr>
<tr>
<td></td>
<td>% Max. Score</td>
<td>% Max. Score</td>
<td>% Max. Score</td>
</tr>
<tr>
<td>Group A of Non-Professional Indexers (10 medical students)</td>
<td>32%</td>
<td>46%</td>
<td>--</td>
</tr>
<tr>
<td>Group B of Non-Professional Indexers (9 medical students)</td>
<td>25%</td>
<td>--</td>
<td>28%</td>
</tr>
</tbody>
</table>

All test sets were weighted by Scheme #1. Each of the 3 document subsamples contained 10 documents.

Rule 1 "Please index this sample of documents the way you think their authors would index them."

Rule 2 "After studying the enclosed record of how authors actually indexed the last document sample you were given, please try again to apply Rule 1."

NO PROBLEMS IN STANDARDIZING AND SCORING TEST SETS UNDER SUCH UNSTRUCTURED CONDITIONS, AND THE MEAN SCORE FOR GROUP B REMAINED STABLE WHEN RULE 1 WAS IMPOSED FOR THEIR SECOND SUBSAMPLE (Y)—THIS RULE MAY BE CONSIDERED A CONTROL IN THAT IT WAS NOT EXPECTED TO MAKE A DIFFERENCE. HOWEVER, WHEN RULE 2 WAS IMPOSED FOR THEIR THIRD SUBSAMPLE, A SIGNIFICANT DIFFERENCE (99% CONFIDENCE) IN MEAN SCORES RESULTED. THE IMPLICATIONS OF TRIALS WITH GROUP A ARE LESS CLEAR CUT SINCE, FOR COMPARISONS OF INTEREST IN THE PRESENT CONTEXT, THE VARIABLES ARE CONFOUNDED. THESE TRIALS, IN CONJUNCTION WITH EVIDENCE PROVIDED BY SIMILAR EXPERIMENTS WITH OTHER TYPES OF SUBJECTS, INDICATE THAT THE METHOD IS INDEED FLEXIBLE ENOUGH TO ACCOMMODATE INDEXING DONE WITHOUT A VOCABULARY GUIDE AND THAT IS SENSITIVE ENOUGH TO DETECT THE EFFECT OF INDEXING RULES AND INDEXING AIDS. IN ADDITION, THESE ILLUSTRATE HOW SMALL DOCUMENT SAMPLES MAY SUFFICE FOR SOME APPLICATIONS.

**VARIABLE 4—PROcedures for Editing Criterion and Test Sets.**

THREE DIFFERENT PROCEDURES FOR EDITING WERE ASSESSED FOR THEIR GENERAL EFFECTS ON TEXT SENSITIVITY. THE PROCEDURES WERE AS FOLLOWS:

**No Editing** Completely unedited test sets were compared with and scored against the unedited term sets of the criterion group on a word-by-word basis. This meant that where "nonsubstantive" words, such as "in" and "of", which were present in an unedited criterion set, matched words in a test set scoring credit was given. On the other hand, no scoring credit was given if a test set word failed to match a "substantive" word in the criterion set because of a slight orthographic difference, e.g., a word ending.

**Computer Editing** The computer file of thesaurus rules edited both the criterion sets and test sets to eliminate most "nonsubstantive" words and to standardize word endings.

**Manual Editing** A human editor attempted to apply to criterion and test sets the thesaurus rules incorporated in the computer editing program; however, this was done largely by memory and the editor undoubtedly considered a wider range of contexts than was available to the computer. For example, terms that did not match because of misspelling were credited by the human editor.
INITIAL EXPLORATORY TRIALS WITH SAMPLES OF 8 DOCUMENTS SUGGESTED THAT AS COMPARED TO NO EDITING, BOTH COMPUTER AND MANUAL EDITING INCREASED THE METHOD'S ABILITY TO PICK UP DIFFERENCES IN SCORES GIVEN BY DIFFERENT INDEXING TREATMENTS OF THE SAME DOCUMENTS—FOR EXAMPLE, PROFESSIONAL INDEXERS VS. AUTHOR INDEXERS. HOWEVER, LATER TRIALS CONDUCTED WITH SAMPLES OF 32 DOCUMENTS INDICATED THAT IN THIS REGARD, ANY ADVANTAGE OF THESE PROCEDURES OVER NO EDITING WAS RELATIVELY SMALL. SOME OF THE CRITICAL COMPARISONS IN THE LATER TRIALS ARE SHOWN IN TABLE II.* THE PRINCIPAL EFFECT OF EDITING IS TO INCREASE SCORES FOR ALL INDEXING TREATMENTS AND THIS INCREASE IS SOMewhat MORE MARKED WITH MANUAL EDITING THAN COMPUTER EDITING; HOWEVER, THE DIFFERENCES BETWEEN MEAN SCORES FOR TWO DIFFERENT INDEXING TREATMENTS IS NOT UNIFORMLY INCREASED. IN ADDITION, THE STANDARD DEVIATIONS, WHICH ALSO AFFECT SENSITIVITY, ARE GENERALLY INCREASED BY BOTH COMPUTER AND HUMAN EDITING PROCEDURES. IT IS OF SOME INTEREST TO NOTE THAT THE COMPUTER PROGRAM QUITE SUCCESSFULLY SIMULATED A HUMAN EDITOR; THE MEAN SCORE OF ALL PROFESSIONAL INDEXER TEST SETS OVER 32 DOCUMENTS WAS 34 (STANDARD ERROR, 1.1) WHEN EDITED BY COMPUTER, AS COMPARED TO 36 (STANDARD ERROR, 1.5) WHEN THE SAME TEST SETS WERE MANUALLY EDITED.

ALTHOUGH THE FACT THAT WITHOUT EDITING NON-SUBSTANTIVE WORDS PRESENT IN THE CRITERION SET ARE COUNTED IN SCORING MAY OFFEND ONE'S INTUITIVE SENSE OF TEST VALIDITY, THE FINDINGS SEEM TO INDICATE THAT EDITING MAKES A RELATIVELY SMALL CONTRIBUTION TO TEST SENSITIVITY. BOTH HUMAN AND COMPUTER EDITING IS RELATIVELY COSTLY; THE FORMER SHOULD BE DONE BY EXPERIENCED INDEXERS, AND THE LATTER IS DEFINITELY UNECONOMIC UNLESS LARGE VOLUMES OF TEST SETS ARE TO BE PROCESSED OR A SUITABLE THESAURUS PROGRAM HAS ALREADY BEEN WRITTEN. IF EDITING IS OMITTED, THE REMAINING OPERATIONS CAN BE CARRIED OUT BY CLERICAL PERSONNEL. THIS IS A PRACTICAL CONSIDERATION THAT MAY BE IMPORTANT FOR SOME APPLICATIONS. HAVING THE OPTIONS OF NO EDITING, COMPUTER EDITING, OR HUMAN EDITING INCREASES THE METHOD'S FLEXIBILITY AND RANGE OF POTENTIAL APPLICATIONS.

* EACH OF THE CONTRASTS SHOWN WERE ALREADY KNOWN TO BE SIGNIFICANT FROM LARGE SAMPLE TESTS WITH 128 TO 282 DOCUMENTS BUT THE DIFFERENCES WERE OF AN ORDER THAT MIGHT POSE A "CHALLENGE" FOR SMALL SAMPLE TESTS.
Table II Comparisons to Assess Effect of Editing Procedures On Test Sensitivity

<table>
<thead>
<tr>
<th></th>
<th>None Mean</th>
<th>S.D.</th>
<th>Computer Mean</th>
<th>S.D.</th>
<th>Manual Mean</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Professional Indexers vs. Author Sets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P.I. Author</td>
<td>26</td>
<td>8</td>
<td>34</td>
<td>10</td>
<td>36</td>
<td>9</td>
</tr>
<tr>
<td>Difference</td>
<td>$*$</td>
<td></td>
<td>$*$</td>
<td></td>
<td>$*$</td>
<td></td>
</tr>
</tbody>
</table>

Author vs. Title Sets

<table>
<thead>
<tr>
<th></th>
<th>Author (Not Done)</th>
<th>Title</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Author</td>
<td>(Not Done)</td>
<td>54</td>
<td>16</td>
</tr>
<tr>
<td>Title</td>
<td></td>
<td>34</td>
<td>17</td>
</tr>
<tr>
<td>Difference</td>
<td></td>
<td>$*$</td>
<td></td>
</tr>
</tbody>
</table>

*$ = Significant at 80% level or higher; where there is an asterisk the difference was also significant at the 95% level or higher. All scores are % maximal scores (weighting scheme 1) on the same 32 documents, and the standard deviations in percentage points are given in parentheses below each score. Standard deviations were calculated as described earlier in the section devoted to the effect of document sample size.
Variable 5—Weighting Scheme for Scoring

Trials of two different weighting schemes were conducted primarily to determine whether test sensitivity was affected by this variable. In Scheme 1, terms in test sets are weighted by the frequency with which they were used by the members of the criterion group in describing the given document; whereas, in Scheme 2, which was the one employed in the original application, the square of this frequency is used for weighting. It can be seen that the latter scheme places much greater emphasis on "popular" criterion group responses. Like editing, Scheme 2 has the effect of raising the scores of most test sets and generally increases the standard deviations in comparison with Scheme 1; however it also commonly increases the differences between mean scores for different indexing treatments. The resulting effect on test sensitivity is complex. As one example, with Scheme 1 mean scores for computer-edited professional indexer sets vs. author sets are 34 (s.d., 10) vs. 37 (s.d., 12); whereas, with Scheme 2 the corresponding values are 49 (s.d., 16) vs. 59 (s.d., 18). For this contrast, the advantage of Scheme 2 is apparent, but not marked. On the other hand, for the contrast between manual-edited author sets vs. title sets, Scheme 2 is greatly superior—54 (s.d., 16) vs. 34 (s.d., 17) as compared to 74 (s.d., 16) vs. 35 (s.d., 26). Since weighting by Scheme 2 entails a relatively small increment in effort over what is required with Scheme 1, it may be a useful option in some circumstances.

We considered weighting schemes that would "penalize" overassignment of terms more heavily than either Scheme 1 or Scheme 2; for example, by giving a negative weight to terms in test sets that were not used by any number of the criterion group. However, the schemes considered had numerous technical disadvantages; and since the % maximal score divided by the total number of terms in the test set can serve as a measure of indexing efficiency, as contrasted with effectiveness, this matter has not been pursued further.
**VARIABLE 6—Confounding Before Scoring**

As an exploratory trial of the effect of confounding, i.e., generic posting, all professional indexer and author sets for 32 documents were rescored after adding to each test set any terms shown by the vocabulary guide as generic to terms in the original test set. Scoring credit was then given to such added terms when they matched criterion set terms. Confounding increased the grand mean for the professional indexer sets by 6 points, and the mean for author sets was also increased by 6 points; in both cases, the standard deviation was unchanged. These findings suggest that confounding has little or no effect on test sensitivity, which was the main question prompting the trial. Confounding, however, may have an advantage for certain applications, e.g., in tests in the context of an indexing system that employs hierarchical structure, and where it may be desirable to make more comparable indexing done at different levels of specificity. If an hierarchical organization of indexing terminology has been created prior to scoring, the process can be carried out during either manual or computer scoring at a relatively low cost. Confounding therefore represents a useful option that increases the method's flexibility.

**Conclusions**

From the results of these studies of the methodologic variables, we have concluded that the consensus-group method of evaluating indexing can be a practical yardstick for a wide variety of managerial, research, and educational uses.
APPENDIX A

RATIONALE OF METHOD AND LITERATURE REVIEW

A MODEL OF INFORMATION RETRIEVAL

The following diagram which has been freely adapted from Kyle and Hyslop, represents a simplified model of the chain of processes in an "information retrieval" system. This model can accommodate any system in which documents are indexed prior to the receipt of queries, whether the indexing is done by people, machines, or man-machine combinations.

[Diagram of information retrieval process]

* In the following pages, only one reference is cited on most points; often several other references would be equally appropriate. Selection of the one used as an example was usually fortuitous and is not meant to imply attribution of priority or novelty.

# The operations of coding, filing, and matching are omitted here; the "short-circuit" is symbolized by the dotted line between the topmost boxes.
IN THIS MODEL, INDEXING IS DEPICTED AS A TWO-STEP PROCESS (CIRCLES LABELLED 1 AND 2). THE OPERATIONS PERFORMED DURING THE FIRST STEP, SELECTION, DETERMINE WHICH "ASPECTS" OF THE DOCUMENT WILL BE REPRESENTED IN THE INDEX. (THIS STEP IS ALSO CALLED "CONCEPT ANALYSIS" 9, "DOCUMENT ANALYSIS" 35, "DETECTION" 3, AND VARIOUS OTHER NAMES.) THE OUTPUT OF SELECTION IS A SET OF ENTRY TERMS. (SYNONYMS FOR ENTRY TERMS INCLUDE, AMONG OTHERS, "ENTRY EXPRESSIONS" 23, "DETECTION TERMS" 1, "CLUE WORDS" 19, "INDICATOR WORDS" 12, AND "CANDIDATE TERMS" 40.) IN THE SECOND STEP, THE ENTRY TERMS ARE TRANSLATED INTO A SET OF INDEX TERMS. (THIS TRANSLATION IS COMMONLY REFERRED TO AS "STANDARDIZATION" OR "VOCABULARY CONTROL".) THE DISTINCTION BETWEEN THE TWO STEPS WAS APPLIED DESCRIBED BY KYLE AS THE DIFFERENCE BETWEEN "WHAT TO INDEX" AND "HOW TO INDEX IT". 18

IN SYSTEMS WHERE NO ATTEMPT IS MADE TO CONTROL THE NUMBER OF DIFFERENT TERMS THAT MAY APPEAR IN THE INDEX (FOR EXAMPLE, SYSTEMS USING KWIC INDEXING, OR "PURE" UNITERMS 311, THE TRANSLATION STEP IS, OF COURSE, MISSING; ENTRY TERMS ARE INDEX TERMS. SINCE FEW SYSTEMS REQUIRE INDEXERS TO RECORD ENTRY TERMS ROUTINELY, INDEXING MAY ALSO APPEAR TO BE A ONE-STEP PROCESS IN MANY SYSTEMS WHERE INDEX TERMS ARE CONTROLLED. IN SUCH CASES, HOWEVER, IT IS REASONABLE TO POSTULATE THAT THE TWO STEPS OCCUR IN THE INDEXER'S MIND, EVEN THOUGH THERE IS EVIDENCE TO SUGGEST THAT PROFESSIONAL INDEXERS MAY SOMETIMES THINK DIRECTLY IN CONTROLLED INDEXING LANGUAGE WHEN DECIDING WHICH ASPECTS OF A DOCUMENT SHOULD BE REPRESENTED IN THE INDEX. 24 DESPITE THE FACT THAT IT IS OFTEN DIFFICULT TO SEPARATE CLEANLY THE SELECTION AND TRANSLATION STEPS, THE DISTINCTION IS VERY USEFUL IN ANALYZING THE INDEXING PROCESS BECAUSE SELECTIONPOSES THEORETICAL AND PRACTICAL PROBLEMS OF A DIFFERENT ORDER OF DIFFICULTY THAN THOSE OF TRANSLATION.

THE IMPORTANCE OF THE SELECTION STEP

Cleverdon 8 AND OTHERS 20 HAVE POSTULATED THAT, GIVEN A WELL-DEVELOPED "INDEXING LANGUAGE," * THE TRANSLATION STEP CAN BE REDUCED TO A CLERICAL OR MACHINE-LIKE ROUTINE; WHEREAS, THE SELECTION STEP IS AN INTELLECTUAL TASK. THE FACT THAT TRANSLATION WAS SUCCESSFULLY AUTOMATED IN 1963, 30 AND THAT COMPUTER PROGRAMS TO ACCOMPLISH THE TRANSLATION STEP HAVE SINCE BEEN INTEGRATED INTO SEVERAL OPERATING SERVICES, 22, 33 AS WELL AS BEING DEMONSTRATED (AS CONTRASTED TO SIMULATED) IN EXPERIMENTAL TRIALS, SUCH AS, ARTANDI'S, 1 INDICATED THE VALIDITY OF THE POSITION THAT THE PROBLEMS OF SELECTION ARE OF A DIFFERENT ORDER THAN THOSE OF TRANSLATION.

* AS A MINIMUM, AN INDEXING LANGUAGE INCLUDES A SET, OR VOCABULARY, OF ENTRY TERMS; A SET OF INDEX TERMS; AND RULES FOR TRANSLATING FROM ONE SET TO THE OTHER. INDEXING LANGUAGES MAY HAVE VARIOUS OTHER ELEMENTS, BUT THESE THREE ARE ESSENTIAL.
IN ADDITION TO BEING A MORE CHALLENGINGLY DIFFICULT STEP, THE EFFECTIVENESS WITH WHICH SELECTION IS CARRIED OUT FIXES THE UPPER LIMITS ON THE PERFORMANCE OF THE ENTIRE CHAIN OF PROCESSES IN AN INFORMATION RETRIEVAL SYSTEM. AGAIN, IT WAS CLEVERDON WHO, WHETHER HE WAS THE FIRST TO DO SO OR NOT, CAN BE CREDITED FOR EMPHASIZING THIS IMPORTANT POINT AND MAKING IT CONVINCING. HE POINTED OUT THAT THE MAXIMUM PERFORMANCE ANY GIVEN SYSTEM IS CAPABLE OF, WITH REGARD TO "RECALL" AND "PRECISION" # DEPENDS UPON HOW COMPLETELY AND SPECIFICALLY ALL THE "CONCEPTS" IN THE DOCUMENTS HAVE BEEN INDEXED. 6

SINCE THE COMPLETENESS (OR "EXHAUSTIVITY") AND THE SPECIFICITY OF THE INDEX TERMS FOR A DOCUMENT CAN BE LESS, BUT NO GREATER, THAN THE COMPLETENESS AND SPECIFICITY OF THE ENTRY TERMS SELECTED FOR THAT DOCUMENT, IT FOLLOWS THAT HOW THE SELECTION STEP IS DONE DETERMINES THE HIGHEST LEVEL OF PERFORMANCE A GIVEN SYSTEM CAN PROVIDE -- VARIATIONS IN THE EFFECTIVENESS OF THE TRANSLATION STEP, OF THE INDEXING LANGUAGE ITSELF, AND OF ALL OTHER PROCESSES AND COMPONENTS IN THE SYSTEM CAN ONLY LOWER SYSTEM PERFORMANCE BELOW THIS THEORETICALLY ATTAINABLE LEVEL. IN OTHER WORDS, GOOD SELECTION IS A NECESSARY BUT NOT SUFFICIENT CONDITION FOR GOOD PERFORMANCE.

WE HAVE LEARNED HOW TO USE MACHINES IN OPERATING SYSTEMS TO EXECUTE, TIRELESSLY AND WITHOUT ERROR, THE TRANSLATIONS SPECIFIED BY AN INDEXING LANGUAGE; WE ARE BEGINNING TO LEARN HOW TO DESIGN AND USE INDEXING LANGUAGES SO THAT EITHER RECALL OR PRECISION CAN BE EMPHASIZED, DEPENDING ON WHAT THE REQUESTOR WANTS; AND MARKED PROGRESS HAS BEEN MADE IN IMPROVING CODING AND FILING, THE FINAL PROCESSES ON THE INDEXING SIDE OF THE INFORMATION RETRIEVAL "CHAIN" (SEE FIGURE, PAGE A-1). RELATIVE TO THE THEORETICAL AND PRACTICAL ADVANCES IN ALL THESE AREAS, PROGRESS APPEARS TO HAVE BEEN MUCH SLOWER IN UNDERSTANDING AND IMPROVING THE SELECTION STEP OF INDEXING. ONE CAN ARGUE THAT TODAY, AT THE PRESENT STATE-OF-THE-ART, SELECTION IS THE CRITICAL PROBLEM IN INDEXING, BOTH THEORETICALLY AND PRACTICALLY. FOR THESE REASONS WE WANTED TO DEVELOP AN EVALUATION METHOD THAT FOCUSED SPECIFICALLY ON THE SELECTION STEP AND COULD MEASURE ITS EFFECTIVENESS INDEPENDENT OF THE TRANSLATION STEP.

\[
\text{RECALL} = \frac{\text{NUMBER OF RELEVANT DOCUMENTS RETRIEVED IN RESPONSE TO A QUERY}}{\text{TOTAL NUMBER OF DOCUMENTS IN THE SYSTEM THAT ARE RELEVANT TO THE QUERY}}
\]

\[
\text{PRECISION} = \frac{\text{NUMBER OF RELEVANT DOCUMENTS RETRIEVED IN RESPONSE TO A QUERY}}{\text{TOTAL NUMBER OF DOCUMENTS RETRIEVED}}
\]

CLEVERDON ORIGINALLY CALLED THE LATTER, "RELEVANCE RATIO" BUT LATER ACCEPTED THE SUGGESTION OF OTHERS AND CHANGED IT TO "PRECISION RATIO". 7

A-3
When we were writing up the first use of our method for evaluating indexing, that is, our criterion measure, Cleverdon's "recall" and "precision" ratios still had almost the status of an international standard. At that time we were rather apologetic about introducing a new criterion measure, particularly one that had not yet been validated against the "ultimate" criterion concept, which in its fullest explanation runs something like this: performance of a real system, in a real environment, supplying real documents, from a real collection, in response to real queries, prompted by real problems of real users—with performance rated objectively on the basis of how completely the system retrieves every document in the collection that the user judges as "relevant" to his query, and how completely it relieves the user of the chore of weeding out documents he finds irrelevant. A number of trends that began several years ago have recently accelerated, and the criterion "problem" has changed markedly since our hesitant introduction of a new measure. These trends can be summarized as follows:

1. There is growing recognition of the need for, and legitimacy of, proximate criterion measures.
2. In addition to good retrieval performance, as measured by recall and precision, other system desiderata are receiving more emphasis.
3. The universal appropriateness and general utility of recall and precision as measures of the ultimate criterion concept is being questioned more frequently.
4. The concept of "relevance," which is central to recall and precision measures, is undergoing a rapid and drastic metamorphosis.
5. On the most fundamental level, the implicit assumption behind the old "ultimate" criterion concept is being challenged; this assumption implies that exhaustive search is the function to be served, whereas it is only one of the several functions of IR systems (e.g., alerting, browsing, searching for "enough" documents to make a decision, etc.), and not necessarily the most important one.

* Snyder's distinctions among "criterion concept", "criterion measure", and "criterion value" are useful, and will be observed in the following discussion.
Since the first two trends are especially pertinent to the measures of preferredness to be used in the proposed study, they warrant some discussion.

Although proximate criteria concepts have long been used for day-to-day quality control (e.g., accuracy as judged by indexing supervisors), and as a basis for management decisions (e.g., quality of indexing as judged by experts in IR, or by experts in the subject-matter of the collection), they were considered a kind of second-class measurement after recall and precision gained wide acceptance in the IR community around 1963. More recently, however, based on considerations of experimental design, Snyder has offered convincing arguments for the utility and legitimacy of proximate, or intermediate, criterion concepts and measures. He points out the need to study separately the different components in an IR system using sensitive measures specific for the component being studied. Apparently he is not ready to abandon the old ultimate criterion concept, however, for he added the proviso that any proximate criteria should be validated against retrieval performance, presumably measured in terms of recall and precision. The same needs were expressed in different words by a study conference sponsored by NSF in February 1965, where the consensus was that

"For the time being, in view of the present state of the art, efforts to develop and test evaluation methods and to conduct tests should be concentrated on selected features of document searching systems in systems context, rather than on total systems."

If one still holds to the old ultimate criterion concept, for which the proper measures of system performance are expressed solely in terms of two or more ratios based on the four-way partition created by the two dichotomies, retrieved-not retrieved and relevant-irrelevant (or an n-way partition, if relevance is rated on some scale), all other measures can be only proximate. The validity of such measures must, therefore, depend on their having some dependable relation to the ultimate criterion measure. Ideally, this relation is demonstrated empirically; but in practice it is often assumed to exist, either because there is consensus that it "should" exist or because it follows from an accepted theory. Sooner or later, however, most proximate criterion measures tend to acquire "face" validity and achieve an independent "status" that is accepted in all except the most formal usage. Another way proximate measures become independent of their original reference standard is by being incorporated into a new theory, or by a redefining of concepts central to the old ultimate criterion concept of measure. All of these mechanisms are apparently
AT WORK IN THE IR FIELD TODAY, AND A HOST OF CRITERION MEASURES FOR INDEXING QUALITY ARE ACQUIRING STATUS.

MOST OF THESE "NEW" MEASURES EMPLOY A GROUP OF INDIVIDUALS WHOSE COLLECTIVE RESPONSES ESTABLISH A CRITERION STANDARD AGAINST WHICH ANY "UNKNOWN" SAMPLE OF INDEXING IS MEASURED. THESE MEASURES FALL INTO THE FOLLOWING FOUR CATEGORIES, BASED ON THE TYPES OF INDIVIDUALS THAT COMPOSE THE "CRITERION GROUP". THE FOLLOWING TABLE CLASSIFIES SOME REPRESENTATIVE EXAMPLES OF SUCH MEASURES BUT DOES NOT INCLUDE THEM ALL:

<table>
<thead>
<tr>
<th>Composition of Criterion Group</th>
<th>Size of Group</th>
<th>Name of Criterion Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. EXPERTS (AUTHORITIES, ETC.)</td>
<td>AS FEW AS 1</td>
<td>&quot;ACCURACY&quot; 5</td>
</tr>
<tr>
<td>2. INDEXERS</td>
<td>2 OR MORE</td>
<td>&quot;CONSISTENCY&quot; 25, &quot;PRECISION OF MEANING&quot; 39</td>
</tr>
<tr>
<td>3. AUTHORS</td>
<td>NO. REPRESENTED IN DOCUMENT CORPUS</td>
<td>&quot;RELEVANCE&quot; 14</td>
</tr>
<tr>
<td>4. USERS (SIMULATED QUERIES)</td>
<td>AS FEW AS 1</td>
<td>&quot;RELEVANCE&quot; 9, &quot;REPRESENTATIVENESS&quot; 16, 17, 26</td>
</tr>
</tbody>
</table>

CATEGORY IV INCLUDES ALL MEASURES IN WHICH THE CRITERION GROUP MEMBERS ARE NOT ACTUAL SYSTEM USERS JUDGING THE RELEVANCE OF SYSTEM RESPONSES TO THEIR OWN QUERIES, WHICH WERE GENERATED IN THE COURSE OF THEIR REGULAR WORK. THEREFORE, IT INCLUDES MEASURES IN WHICH THE CRITERION GROUP CONSISTS OF INDIVIDUALS WHO ARE ENTITLED TO, OR MIGHT BE EXPECTED TO, USE THE GIVEN SERVICE (POTENTIAL USERS), E.G., THE QUERISTS IN CLEVERDON'S LAST STUDY, OR INDIVIDUALS FROM A POPULATION CONSIDERED COMPARABLE TO THE SYSTEM'S CLIENTELE (SIMULATED USERS). THE "FACE" VALIDITY OF THESE MEASURES DEPENDS UPON ONE'S OPINION ON HOW CLOSELY THEY APPROACH REALITY.

THE METHODS USED TO CALCULATE CRITERION VALUES, AND THE SIZE OF CRITERION GROUPS, VARY WIDELY WITHIN A GIVEN CATEGORY, AS DOES THE PROBABLE RELIABILITY OF THE VALUES OBTAINED. IN A FEW CASES THESE MEASURES HAVE BEEN EMPIRICALLY VALIDATED AGAINST RETRIEVAL PERFORMANCE IN AN OPERATING SYSTEM. AS AN EXAMPLE, IN ONE SYSTEM, WHERE AN EXPERT'S JUDGEMENT COULD BE TAKEN AS FINAL AND "CORRECT", BRYANT DEMONSTRATED THAT "ACCURACY" VALUES CORRELATED HIGHLY WITH ACTUAL RETRIEVAL PERFORMANCE, AND THAT CONSISTENCY VALUES CORRELATED HIGHLY WITH ACCURACY. 5

* SOME ARE ACTUALLY OLD; BUT THE CONFIDENCE WITH WHICH THEY ARE USED SEEMS NEW.
Another way to develop what might be considered a special type of a proximate criterion measure is to "adapt" the over-all system criterion measure (i.e., the ultimate criterion measure) for assessing separately the performance of some single system component, such as indexing. In a special test system, such as Cleverdon's or the Comparative Systems Laboratory of Western Reserve,\(^\text{27}\) this can be done by actually performing all the operations concerned in information retrieval, keeping everything constant except the component under study.* However, this procedure is very difficult and expensive; and one alternative is to "simulate" the condition of "all other things being equal" by simply short-circuiting part of the chain. This is what Cleverdon did in his last series of studies.\(^\text{9}\) His "searches" were performed by paper-and-pencil simulation on document-term matrices; this simulation, although it was carried out by people in this study was a clerical operation he states could have been automated. An especially interesting example of a short-circuit strategy is an ingenious method Katter has developed to analyze and compare documents or document representations, such as, index terms, abstracts, etc.\(^\text{16}\)

The final step in streamlining the evaluation of indexing, of course, is to replace the qualitative system model with a mathematical formulation that permits quantitative predictions of retrieval performance given numerical values for the variables. Then one can simply "plug in" the criterion value for the component or process one is studying and calculate the absolute value for retrieval performance predicted by the mathematical model or theory. A number of such models have been advanced as appropriate for at least part of a total system (e.g., Salton's\(^\text{26}\) and Bryant's\(^\text{6}\), and some of these have been tested with varying degrees of rigor. This elegant way of evaluating indexing seems very attractive, once the underlying theory has been well tested; but for any of the current models, testing has thus far been limited and/or confined to special cases where some of the variables can be safely ignored.

*Snyder expresses the opinion that, even if one could control all components other than the one being studied, and then see how changes in this one component affect retrieval, the usual criterion measures of over-all system performance would be too crude and insensitive to answer some important questions about factors influencing individual components.\(^\text{35,7}\) Whether this opinion is based on the results of the early Cranfield studies, which seemed to show that the over-all system criterion measure was remarkably insensitive, on the findings of other studies, or on theoretical considerations is not clear.

A-7
THE CRITERION-GROUP METHOD

Our method tests indexing as a subsystem of the information storage and retrieval process. It employs a group to set the standard against which quality is tested, as opposed to a single individual's judgment.

This criterion group can be made up of professional indexers, of author indexers, or of document users. The choice is left to the person using the method, according to his judgment of what constitutes ideal indexing. In its original application, users constituted the criterion group.
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APPENDIX B

MATERIALS EMPLOYED IN STUDY TRIALS

Documents

The documents employed in all trials came from the same corpus, which consisted of 285 brief preliminary reports of research. The source of these documents and the selection of the corpus are described in the following paragraphs, which are adapted from the original report on the criterion group method.

Each year several thousand 10-minute oral papers reporting current biomedical research are given at the annual meeting of the Federation of American Societies for Experimental Biology. This national convention is the largest meeting for biomedical scientists, and the work presented is an excellent cross-section of U.S. biomedical research. The Federation consists of 6 societies, each representing a major, basic biomedical discipline—biochemistry, immunology, nutrition, pathology, pharmacology, and physiology. Only members of these societies may present unsolicited papers at the Federation Meeting; and the speaker must submit to his society a short summary (225 words or less) of what he plans to say. These summaries are published in a special issue of Federation Proceedings that appears just before the annual convention. Although the document submitted is called an "abstract", the term is a misnomer in that the document is not usually produced by abstracting some preexisting document. Authors most commonly prepare the summary before they have written the full text of their oral presentation. When published, such anticipatory abstracts, therefore, represent primary documents—condensed, preliminary reports that may or may not be followed at some later time by the publication of a more detailed report. The corpus for this study was selected by taking every 10th document published in the 1962 meeting issue of Federation Proceedings, volume 21, no. 2, March-April (2,854 documents in all). In this systematic sample, each of the 6 societies is represented by 9-11% of all the documents submitted to it.

Author-indexing form

The authors of papers given at this meeting were required to complete an "author-indexing form" like that illustrated in Figure 1. This is the form referred to as a vocabulary guide throughout this report.
Please study the subject-category list before marking. The list will be used primarily for the arrangement of the abstracts and for the production of the subject index to the abstracts. A secondary use will be for aid in programming.

Place the number "1" in the box at the left of the most specific category which classifies the content of your paper. The terms you supply should preferably be nouns or short phrases) which can be used, besides the subject categories already supplied, for further classifying and indexing abstracts and for the production of the subject index to the abstracts. A secondary use will be for aid in programming.

In the blanks at the end of the subject-category list, please supply four or more additional descriptive terms (words or short phrases) which can be used, besides the subject categories already selected, for further classifying and indexing the content of your paper. The terms you supply should preferably be nouns. Generic names of chemical compounds and drugs should be used, rather than trade names or jargon.

### SUBJECT CATEGORIES

| 001 | Amino Acids | 040 | Coagulation | 084 | Shock | 127 | Site |
| 002 | Metabolism | 041 | Agents, factors | 085 | Blood Vessels | 128 | Drug Metabolism |
| 003 | Nutrition | 042 | Fibrinolysis | 086 | Capillary exchange | 129 | Endocortin |
| 004 | Synthesis | 043 | Platelets | 087 | Venous return | 130 | Adrenal Cortex |
| 005 | Antigen-Antibody | 044 | Erythrocytes | 088 | Wave transmission | 131 | Adrenal Medulla |
| 006 | Cross Reactions | 045 | Destruction | 089 | | 132 | Anterior Pituitary |
| 007 | Haptens | 046 | | | | 133 | ACTH |
| 008 | Immunofluorescence | 047 | Groups | 090 | | 134 | Control of secretion |
| 009 | In Vivo Reactions | 048 | Hematopoiesis | 091 | | 135 | Gonadotropin |
| 010 | Cellular | 049 | Hemoglobin | 092 | | 136 | Somatotropin |
| 011 | Pathogenic | 050 | Leukocytes | 093 | | 137 | TSH |
| 012 | Non-specific Factors | 051 | Leukemia | 094 | | 138 | Brain Hormones |
| 013 | Complement | 052 | Metabolism | 095 | | 139 | Glucagon |
| 014 | Preparin | 053 | Microorganisms | 096 | | 140 | Insulin |
| 015 | Precipitation | 054 | Mitochondria | 097 | | 141 | Diabetes mellitus |
| 016 | Diffusion | 055 | Mitosis | 098 | | 142 | Mode of action |
| 017 | Immunoelectrophoresis | 056 | Morphology | 099 | | 143 | Parathyroid |
| 018 | Quantitation | 057 | Muscle | 100 | | 144 | Posterior Pituitary |
| 019 | Antigens; Antibodies | 058 | Myocardium | 101 | | 145 | Diabetes insipidus |
| 020 | Antibody | 059 | Myeloma | 102 | | 146 | Sex Hormones |
| 021 | Determinants | 060 | Nucleus | 103 | | 147 | Androgens |
| 022 | Microorganisms | 061 | Nuclear | 104 | | 148 | Estrogens |
| 023 | Bacteria | 062 | Nucleotide | 105 | | 149 | Progesogens |
| 024 | Rickettsia | 063 | Osmosis | 106 | | 150 | Thyroid |
| 025 | Polysaccharides | 064 | Osmotic pressure | 107 | | 151 | Iodine metabolism |
| 026 | Proteins | 065 | Osmotic pressure | 108 | | 152 | Regulation |
| 027 | Toxins | 066 | Oxidation | 109 | | 153 | Thyroxine |
| 028 | Transplantation | 067 | Oxidative phosphorylation | 110 | | 154 | Energy Metabolism |
| 029 | Autoantibodies | 068 | Oxidative stress | 111 | | 155 | Environment |
| 030 | Tissue antigens | 069 | Osmotic pressure | 112 | | 156 | Adaptation |
| 031 | Biological Oxidations | 070 | Osmotic pressure | 113 | | 157 | Air Pollution |
| 032 | Cytochrome c | 071 | Osmotic pressure | 114 | | 158 | Altitude |
| 033 | Electron | 072 | Osmotic pressure | 115 | | 159 | Hibernation |
| 034 | Transport | 073 | Osmotic pressure | 116 | | 160 | Hyperthermia; Heat |
| 210 | Synthesis | 203 | Neurochemistry | 320 | | 366 | Hepatitis |
| 211 | Transport | 204 | Pain | 321 | | 367 | Vitamin B |
| 212 | Phospholipids | 205 | Peripheral Nerves | 322 | | 368 | Vitamin B |
| 213 | Metabolism | 206 | Reflexes | 323 | | 369 | Halides |
| 214 | Synthesis | 207 | Retinoic acid | 324 | | 370 | C |
| 215 | Sterols | 208 | Retinol | 325 | | 371 | Fat-Soluble |
| 216 | Metabolism | 209 | Retinoids | 326 | | 372 | Folic Acid |
| 217 | Synthesis | 210 | Retinoids | 327 | | 373 | Unidentified |

### ADDITIONAL DESCRIPTIVE TERMS

The thesaurus employed when criterion and test sets were manually standardized has been published as the "Guide to Current Terminology in Biomedical Research*, which represents an indexing vocabulary of the Federation of American Societies for Experimental Biology. The Guide lists 1,516 different terms consisting of one or more words, and specifies their closest equivalent in the indexing "languages" used by the National Library of Medicine, Defense Documentation Center, and the Division of Research Grants of National Institutes of Health. There is a high degree of "compatibility" among the indexing vocabularies of FASEB, NLM, DDC, and NIH; three-quarters of all the FASEB terms are readily translatable into both NLM and NIH languages.

Criterion group

The criterion sets employed in this study were established by a group of potential users of the indexing for the document corpus -- in this case, members of the professional association from which the documents in this corpus were obtained, the Federation of American Societies of Experimental Biology, as described in Appendix A. The criterion group was a sample of the membership selected to represent the document authors' peers. Two active research workers from each of the six disciplines in the Federation were selected by Dr. Milton Lee, Executive Officer of the Federation, on the basis of their recognized standing in the research community and on the likelihood that they would be willing to participate in the study. To facilitate holding a meeting at Federation Headquarters in Bethesda at which the study could be explained and uniform instructions could be given, the original selection was limited to scientists in the Bethesda area (National Institutes of Health and Naval Medical Research Institute). One of the 12 scientists originally selected had to withdraw; he was replaced by a research worker in a pharmaceutical company, who was also well known in his discipline.

Author-indexers

As described in Appendix A, each of the authors of the documents in the corpus had supplied indexing terms when he submitted his paper. The author sets consisted of these indexing terms. The titles these authors had given the documents supplied the title sets.

Professional indexers

This group consisted of eight professional indexers, all of whom were experienced in working with biomedical documents. With one exception, they were senior personnel from indexing services or from information service departments of pharmaceutical companies. The exception was an indexer who was currently working directly with biomedical scientists in a university setting. This group represents a sample of the universe of such indexers selected largely on the basis of friendship with the present investigators.
Non-professional indexers

The non-professional indexers employed in this study consisted of two groups of second-year medical students from the same school, none of which had any experience in indexing. Ten students comprised Group A; there were nine students in Group B.
APPENDIX D

Procedures for Manual Implementation*

Editing and recording term uses

A term-use matrix, similar to that shown in Table I, was created for each document however, only two test sets - the author and title sets are shown here. In the present study, term usage by the professional indexer group and the non-professional indexer group were similarly recorded. Each term use by each of the 12 members of the criterion group and by the author was indicated by an X; the "presence" of a term in the title was similarly recorded. The two members of each of the six disciplinary pairs making up the criterion group were designated A and B.

Weighting

The criterion set of terms for a document consists of all the different terms used by members of the criterion group to describe that document; thus 285 criterion sets were established, one for each document. For the document illustrated in Table I, the criterion set contained 13 terms. Each term in a criterion set was assigned a weighting factor by one of two schemes - in Scheme #1 the weight was equal to the number of criterion group members who had used it to describe the given document; whereas in Scheme #2, this number was squared. This weighting procedure is illustrated in Table I. Note that the weighting of a term was not affected by whether the author had or had not included it among the indicia he supplied, or by whether it was supplied by the document title. Terms in test sets that had not been used by at least one member of the criterion group we will refer to as "zero terms", since they were given a weight of 0.

Scoring

The raw score for each test set was calculated by adding the weights for all terms in the set. For example, for the author set shown in Table I, the raw score is 20 when the terms are weighted by Scheme #1, and 84 by Scheme #2. Since the number of terms, and the weighting of these terms, varies from one criterion set to another, the constraints on the raw scores also vary. To facilitate comparisons, we converted the raw scores into percentages of the highest score that could be awarded ("maximal score"), i.e., the sum of the weights for all terms in the criterion set. For the document illustrated in Table I, if the author set had contained all of the 13 terms in the criterion set, its raw score would have equaled the maximal score for this document (28 by Scheme #1, 96 by Scheme #2). The actual raw score was 71% of the maximal score when Scheme #1 was employed, and 88% with Scheme #2.

* This material is adapted from the published description of the first application of the method [American Documentation 16, 4, (October, 1965)].
### TABLE D-1

**Illustrative Term-Use Matrix for One Document**

<table>
<thead>
<tr>
<th>Term</th>
<th>Biochemist</th>
<th>Physiologist</th>
<th>Pharmacologist</th>
<th>Pathologist</th>
<th>Immunologist</th>
<th>Nutritionist</th>
<th>Term Weight</th>
<th>Test</th>
<th>Sets</th>
<th>Author</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>#1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemotherapy—Cancer (116)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>7</td>
<td>49</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neoplasms</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>4</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mast cells</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>3</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cell, tissue culture—Neoplasms (112)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemotherapy (114)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benadryl</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Histamine-antihistaminics (195)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bacteria</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cell structure; function (102)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cell, tissue culture (109)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drug action (123)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hosts</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metabolism</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peritoneal fluid</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mice</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*The parenthetical numbers following certain terms refer to the code numbers of the corresponding subject categories listed on the author-indexing form used by both authors and criterion groups; in these cases, the term given here may represent an "expansion" of the term that appeared on the form (see text). Terms not followed by a number are "write-ins."

*This member of the criterion group did not respond to document No. 100.*
APPENDIX E

COMPUTER IMPLEMENTATION

After test indicia have been obtained it is possible to accomplish any or all of the additional processing steps by means of computer programs, such as those constructed for carrying out this study.* For machine processing the first requirement is that the data be made machine-readable, that is, keypunched. The input format used for this study consisted of a document identification, an indexer identification and one indexing "term"—an alphabetic or numeric expression—of any length, up to the capacity of a punched card. The specific keypunching instructions used are given in Table E-1.

If machine-editing is to be done, or even if it is not, the next processing step is to "tag" the keypunched indicia so that every "word" can be identified with its document, indexer, and position within the indexer's total response to the document. The "tagged" units (words) are sorted so they will be properly organized for matching either the thesaurus, if machine standardizing is done, or if editing is to be omitted, the criterion set.#

Standardizing indicia can accomplish any of the following:
(1) Eliminate what are considered "nonsubstantive" words, such as connectives or (2) change word variants such as singular and plural forms, into a "standard" form, or (3) convert what are considered synonymous expressions into a single "standard" expression, or (4) add additional, possibly more generic, words to indicia, such as "carbohydrates" in response to the term "glucose". To perform such transformation on the raw indicia there must first be a set of "rewrite" rules for all anticipated entry terms $ and also a program which matches

* Programs written in FORTRAN IV and PL/I for use on the IBM 360/67 computer. The investigators can make these programs available to interested persons.

# The criterion data will have been given the same treatment as the indicia, prior to any matching of the criterion and indexing sets.

$ Including the trivial rewrite rule that retains some terms in the same form as when encountered in the input. Words not of interest can be omitted from the thesaurus and automatically deleted for reason of non-match, but since this practice deletes "new" words of interest, it is a better practice to actively delete unwanted terms and "save" nonmatching words on a separate list that is put out for human reaction. With this approach it is also possible to decline to make thesaural rewrite rules for certain semantically ambiguous terms and wait until their full contexts are known (at processing time) to instruct the computer how to deal with specific occurrences.
ENTRY TERMS WITH THE THESAURUS, AND THEN CARRIES OUT THE THESAURUS REWRITE RULES AS THEY ARE ENCOUNTERED. THE THESAURUS USED IN THIS STUDY EXAMINES ONE INPUT WORD AT A TIME, BUT IT ALSO EXAMINES CONTEXTS, SO THAT EXPRESSIONS SUCH AS "AMINO ACIDS" OR "CITRIC ACID CYCLE" CAN BE RETAINED AS UNITS. MORE INFORMATION IS GIVEN ABOUT THE RECENTLY DEVELOPED CONTEXT-DEPENDENT STANDARDIZING TECHNIQUE USED IN THIS STUDY IN A SEPARATE PAPER.*

THE FOLLOWING EXAMPLE WILL SERVE TO ILLUSTRATE AN EXAMPLE OF STANDARDIZATION, THE FOLLOWING PHRASE, "AMINO ACIDS IN RUMINANT NUTRITION" WOULD BE EXAMINED ONE WORD AT A TIME, AS EACH WAS ENCOUNTERED IN ITS ALPHABETIC ORDER WHEN PROCESSING A LIST OF ALL INDIVIDUAL WORDS MAKING UP THE INDICIA OF A TEST CORPUS. "ACIDS", ENCOUNTERED FIRST, WOULD BE HELD FOR POTENTIAL "PARTNER WORDS" TO BE ENCOUNTERED IN THE LATER PORTION OF THE ALPHABETIC LIST. "AMINO", ENCOUNTERED NEXT, WOULD, BY MEANS OF ITS SEQUENTIAL "TAG" BE IDENTIFIED AS A "PARTNER" OF ACIDS AND THE REWRITE RULE WOULD CAUSE "AMINO ACIDS" TO BECOME THE STANDARDIZED INDEX TERM. "IN" WOULD BE DELETED FROM THE LIST AS SOON AS ENCOUNTERED; "NUTRITION" WOULD BE HELD FOR POTENTIAL MATCH WITH "PARTNER WORDS". WHEN "RUMINANT" WAS PROCESSED IT WOULD BE IDENTIFIED AS A PARTNER WORD OF "NUTRITION" AND THE REWRITE RULE WOULD TRANSFORM "RUMINANT NUTRITION" INTO THE STANDARDIZED TERM "ANIMAL NUTRITION".


THE PURPOSE OF THE SCORING PROGRAM IS TO PERFORM THE MATCHING OPERATION, FOR ONE DOCUMENT AT A TIME, BETWEEN THE INDEXING SET(S) AND THE CRITERION SET. THE PROGRAM CAN HAVE VARIOUS OPTIONS, AS IS TRUE FOR THE SCORING PROGRAM USED IN THIS STUDY, WHICH INSTRUCT THE PROGRAM TO CALCULATE SCORES FOR A SINGLE TEST SET OR GROUP OF SETS; FOR SINGLE DOCUMENTS OR FOR GROUPS OF DOCUMENTS. ANOTHER KIND OF OPTION INSTRUCTS THE PROGRAM TO CALCULATE STANDARD DEVIATIONS, MAKE "T" TESTS, OR PERFORM OTHER STATISTICAL COMPUTATIONS, AS THE REQUIRED DATA BECOME AVAILABLE DURING PROCESSING. THE PROGRAM CAN BE USED TO PRINTOUT DETAIL ABOUT THE MATCHING PROCESSES.

* GOPNIK, MYRNA AND CLAIRE K. SCHULTZ. METHODS FOR THESAURUS PROCESSING OF CONTEXT-DEPENDENT SEGMENTS IN LANGUAGE. SUBMITTED FOR PUBLICATION.
AND INTERMEDIATE CALCULATIONS IT PERFORMS, OR ONLY SPECIFIED
RESULTS, SUCH AS PERCENT OF MAXIMAL SCORE OR POINTS PER TERM.

IF ALL OF THE COMPUTER PROGRAMS JUST DESCRIBED ARE CONSIDERED
AS A SYSTEM, WITH THE STANDARDIZATION PROCEDURE OPTIONAL, IT CAN
BE SEEN THAT KEYPUNCHED RAW INDICIA CAN BE FED INTO THE COMPUTER,
AND THE SCORED RESULTS OBTAINED, WITHOUT ANY MANUAL PROCESSING
REQUIRED.
TABLE E-I
KEYPUNCHING INSTRUCTIONS FOR INDEXING DATA


1. Physiology  
2. Biochemistry  
3. Pharmacology  
4. Immunology  
5. Nutrition  
6. Pathology

Do not skip a space. In the next columns, enter one indexing term used by that indexer for that document. This will be either a three digit number which has been checked by the indexer on the sheet or a term written in by the indexer on the space provided at the end of the sheet. If the indexing term is a number the finished card will contain nine digits with no spaces between them. If the indexing term is written, then you may use as much of the card as necessary to record it. If the term is from those written in and you have trouble reading the handwriting or are not sure of the spelling, read the document and most often the term in question will appear there. If you cannot find the term in the document and cannot decipher the handwriting, keypunch your best guess and set the card aside to be checked. In some cases a written-in term will consist of more than one word. If this is the case, leave one space between words. Do not include any punctuation, e.g., commas, parentheses. Do include hyphens. If the term is a chemical formula with subscripts, then copy it as if it were all on one line, e.g., CO\text{2} becomes CO\text{2}. Repeat the six digit document-indexer-author number at the beginning of the next card and, following the above format, record the next index term. Greek letters such as \text{\alpha}, can be punched \text{A} followed by a hyphen. Beta can be punched \text{B} followed by a hyphen. Delta can be punched as \text{D} followed by a hyphen. Gamma is written out (\text{GAMMA}) followed by a hyphen.

If a term will exceed column 78 look for a connective earlier in the term where it could be broken into two terms.

Ex: Amino acid metabolism nutrition/of immature embryonic chicks fed methionine
EVALUATION OF INDEXING BY GROUP CONSSENSUS
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ABSTRACT

This method tests the effectiveness of test indexing sets, using a criterion group to set the standard for "ideal" indexing. The criterion group for a particular application is chosen by the test administrator, consistent with his own concept of who represents this "ideal". Matching test sets of indexing terms with the criterion set yields as many degrees of match as there are members of the criterion group (referred to as consensus number). Important variables for the method are: size of document sample, size of criterion group, indexers' instructions, method of editing raw indicia to make them comparable, and method of weighting term sets for scoring.

RESULTS OF TESTING THE METHODOLOGIC VARIABLES FOR THEIR EFFECTS ON RELIABILITY, SENSITIVITY, FLEXIBILITY AND PRACTICABILITY OF THE METHOD SHOW THAT "INDICATIVE TESTS CAN BE MADE AT THE 80% LEVEL OF CONFIDENCE WITH DOCUMENT SAMPLES AS SMALL AS 10 AND CRITERION GROUPS AS SMALL AS 4; 95% CONFIDENCE REQUIRED COMPARABLE VALUES AS LARGE AS 20 DOCUMENTS AND 2 CRITERION GROUP MEMBERS. THE 3 EDITING METHODS TESTED: "NONE", MANUAL, AND COMPUTER, YIELDED DIFFERENT SCORES, BUT EACH PRESERVED DIFFERENCES BETWEEN TEST SETS, SO WAS NOT IMPORTANT TO SENSITIVITY OR RELIABILITY. SCORES CHANGED WITH DIFFERENCES IN INDEXER INSTRUCTIONS OR ADDITION OF A VOCABULARY GUIDE, SO THE METHOD IS SENSITIVE TO SUCH DIFFERENCES BETWEEN TESTS BUT CAN BE CARRIED OUT SUCCESSFULLY WITH ESSENTIALLY NO INDEXER INSTRUCTION AND NO GUIDE. CONSENSUS NUMBER WAS ALMOST AS USEFUL AS CONSENSUS NUMBER SQUARED FOR DETECTING DIFFERENCE IN TEST SETS; BUT THE LATTER WEIGHTING EMPHASIZED "RECALL" VALUE TO SOME EXTENT.