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ABSTRACT 
Ubiquitous learning receives much attention in these few years due to its wide spectrum of applications, such as 
the T-learning application. The learner can use mobile devices to watch the digital TV based course content, and 
thus, the T-learning provides the ubiquitous learning environment. However, in real-world data broadcast 
environments, the mobile learners are unable to continuously watch a digital course for a long time, because the 
power of devices and the user patient constrain available learning time. In this paper, we design an optimal 
watching mode for data broadcast T-learning environment, such that the learner can retrieve as many distinct 
courses as possible within given time. We then optimize the watching mode by using the genetic algorithm in 
order to reduce the computation cost of the optimization. Our experimental results show that genetic 
optimization process indeed reduces the computation cost, and still lead to a near optimal watching mode. 
 
1. INTRODUCTION 
Recent advance in digital communication technologies and wireless communication devices have led to a vast 
and expeditious development in e-learning applications, such as M-learning (mobile learning) (Massey, 1999), 
T-learning (TV-based interactive learning) (Aarreniemi-Jokipelto, 2004; Aarreniemi-Jokipelto, 2005).  The 
learner can use mobile devices (e.g., 3G mobile phones) to watch the digital TV based course content, and thus, 
the T-learning is extended to be an efficient ways to solve the learning system scalability and the bandwidth 
limitations problem in ubiquitous learning environment. Digital TV channels are now based on the wireless data 
broadcast technique (Zheng, 2005), whose advantage is that the server can broadcast information to numerous 
clients (Atzori, 1997). This way of exploiting broadcast to disseminate information is particularly applicable to 
the T-learning system, since in many teaching experiences, many learners need same course content. Thus, the 
T-learning with data broadcast techniques would greatly reduce the bandwidth cost of the e-learning applications. 
In the rest of this paper, we study T-learning under data broadcast environments. 
 
In the T-learning system, the system broadcasts the course content according to the broadcast program. In the 
broadcast program generation, Broadcast Disks algorithm is a well-known and widely discussed approach 
(Acharya, 1995) in the last decade. The main idea is to broadcast the data of the high access probability more 
frequently than those of the low access probability so that users would spend less expected time on average to 
access their required data. 
 
Study on the design of the broadcast program, and its variants are numerous and successful (Hwang, 2001; 
Triantafillou, 2001; Vaidya, 1995). However, they simply assume that users would continuously listen to the 
broadcast for a long enough period to receive the needed information. But, the learner is only allowed to listen to 
the broadcast for limited period due to following two reasons. First, the mobile user is unable to for obtaining a 
period of learning in a real environment. For example, a learner watches the teaching curriculum to learn English 
for a short period before work. Second, a mobile device could be unable to continuously retrieving the digital TV 
for a long time due to the limited battery life of mobile devices (Chen, 2002). Hence, a learner cannot 
continuously watch the digital TV in a T-learning environment. 
 
In the T-learning environment, an efficient watching mode should “wait” for some time slots (i.e., go into doze 
mode) after receiving different hot and distinct courses. Hence, the watching mode of the learner includes two 
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phases: (i) watching time phase, and (ii) rest time phase. The watching time phase uses the active mode for a 
period to watch digital courses, the rest time phase uses the doze mode for a period to stop watched digital 
courses. The watching mode allows learners switch between the doze mode and the active mode to intelligently 
retrieve courses in order to save learning time or avoid increasing the battery consumption in watching digital 
TV. However, determining how long a learner should wait if without the knowledge of the broadcast program 
structure is difficult and complex. On one hand, a learner does not wish to miss a hot course while he/she is in 
the doze mode. On the other hand, the learner is not happy to receive the same hot course in the active periods. 
Therefore, scheduling the precious watching time to receive the hot courses is a critical issue to be resolved. 
 
In this paper, our first contribution is to provide a data retrieval method for broadcast-based T-learning 
environment by employing our recently designed technique, benefit-oriented data broadcasting technique (Lin, 
2008). In such environments, learners can obtain the watching mode with greatest benefit from a broadcast index, 
even when the learner is unaware of the broadcast program structure. In our design, the T-learning system would 
inform the learner the best combination of watching mode (Wt, Rt) according to learner’s the start time (St) and 
the total learning time (T), where Wt is watching time and Rt is rest time. In the case that a learner follow the best 
watching rule to retrieve the broadcast program, the learner can watch the T-learning courses with the most 
beneficial manner. To properly resolve this problem, we will first define the concept of benefit from the learner’s 
viewpoint so as to measure how good a combination (Wt, Rt) is to the learner. The combination (Wt, Rt) with 
greatest benefit is the one that the broadcast server would send to learners. 
 
An intuitive approach to find the optimal (Wt, Rt) pair is to test all possible (Wt, Rt) combinations, where 1 ≤ Wt, 
Rt ≤ T. However, the computation cost for achieving the optimal benefit could be enormously high. Our second 
contribution in this paper is to optimize (Wt, Rt) by using a genetic algorithm (GA) process (Holland, 1975). The 
genetic algorithm has been proven as one of the most applicable solution to the problem of permutations and 
combinations (Davis, 1985; Ozdamar, 1997; Hou, 1994). In this paper, we design a highly efficient genetic 
algorithm that dramatically reduce the computation cost and still lead to a near optimal (Wt, Rt) combination. We 
then conduct a set of experiments to show the performance of the genetic algorithm. Our experimental results 
show that the GA-based optimization indeed obtains a near optimal benefit with low computation cost. 
 
The remaining sections of this paper are organized as follows. Section 2 introduces the system model on the 
T-learning technologies. In Section 3, we describe the parameter and formulate our problem. Section 4 presents 
our proposed genetic algorithm. Then, Section 5 shows the experiment results. Finally, we conclude the paper in 
Section 6. 
 
2. BROADCAST-BASED LEARNING ARCHITECTURE 
Figure 1 depicts the Digital-TV broadcast-based learning architecture for T-learning applications. The 
Digital-TV broadcast system includes five components: (1) broadcast content generator, (2) broadcast program 
generator, (3) watching mode indicator generator, (4) course broadcast, (5) course retrieval, which are presented 
in details as follows. 
 

 
Figure 1. Broadcast-based learning architecture. 

 
The broadcast content generator is used to generate broadcast contents to satisfy user demands, as shown in 
Figure 1(a). In real-world, a server is impossible to broadcasts all contents to users, due to too many different 
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demands from users. Thus, the broadcast contents that satisfy each user only include the most applicable data 
(e.g., hot courses) to the broadcast applications (Imielinski, 1994). The broadcast program generator, shown in 
Figure 1(b), is used to generate broadcast program for the broadcast data (Acharya, 1995). The broadcast 
program determines the broadcast sequence and the frequency of the broadcast content. The watching mode 
indicator generator is designed to generate the best combination of watching mode (Wt, Rt) based on the start 
time (St) of the learner and the total learning time (T) of the learner. Figure 1(c) illustrates an example of the 
watching mode indicate. If the St=1 and the T=4, the learner uses the watching mode (Wt=2, Rt=2) to watch the 
broadcasting courses. 
 
When the above-mentioned procedures have been completed, the digital-TV broadcast system broadcasts the 
course information, as shown in Figure 1(d), via wireless networks or wired networks, such as satellite, cable, or 
terrestrial transmitters, etc (Atzori, 1997). While course information is broadcast, the user can retrieve the course 
information through mobile devices (e.g., 3G phone, PDA), as shown in Figure 1(e). In order to increase receive 
information efficiency, many proposed methods achieve the high-performance data retrieval based on cache or 
prefetch techniques (Zheng, 2002). 
 
3. PROBLEM STATEMENT 
3.1. Terminologies 
The parameters of the digital-TV broadcast system include NumDisks, DiskSizei, and DiskFreqi. We define the 
NumDisks as the number of disks in the broadcast model. The DiskSizei is defined as the number of courses in a 
disk. The DiskFreqi is defined as broadcast frequency ratio of each broadcast disk in a broadcast disk program. 
For example, in Figure 1(b), NumDisks=3, DiskSize2=2, and DiskFreq2=2.  
 
The parameters of the T-learning learner include St, Wt, Rt, and T. St is defined as the learner starts to watch the 
digital course at time stamp St. Wt is defined as the time interval that the learner watched the digital-TV, and Rt is 
defined as the time interval that the learner stopped watching digital-TV. The overall watch and rest time of all 
iterations from start time St to the total learning time, is denoted as T (i.e., ∑ ∑+= tt RWT ). (Wt, Rt)opt, named 
an optimal watching mode, has the valuable information that suggests the learner an optimal watching mode to 
watch courses. Using the optimal watching mode, a learner is able to retrieve the hot courses with the least time 
consumption. 
 
In our design, each broadcast course has two kinds of information: one is the content of the course, the other is a 
small table, watching mode indicator (WMI), as shown in Figure 1(d). The WMI is composed of two attributes: 
one is the total learning time T; the other is the corresponding optimal access mode expressed in the form of a 
pair (Wt, Rt)opt according to different St. In this example, a learner has 4 units of time (i.e., T = 4) to receive the 
broadcast data and now receive the first course is the course1 (i.e., the St =0) in the program. From the 
downloaded course, the WMI suggests that (2, 2) is the best watching mode for T=4. So, for the rest of the 4 time 
slots the learner will achieve the greatest benefit if it receives data for the next 2 time slots and then sleep for the 
next 2 time slots. 
 
3.2. Terminologies 
From the learner’s view point, the greatest benefit is to acquire the most valuable course from a T-learning 
system with the least amount of time, no matter at what time instant the learner starts to listen and the total 
learning time. Hence, we formally define our problem as follows. 
 
Problem formulation: 

Given a frequency-based broadcast program B, learner’s total learning time T and start time St. 
Find the (Wt, Rt)opt pair such that the benefit is maximal 

 
In the formulated the problem, we observed two phenomenons. First, we observed the watch time affecting the 
benefit. Basically, the less watch time has the larger the benefit, because spending less time on watching course 
content means more energy is saved for future use. Second, we also observed broadcast frequency affects the 
benefit. This is because that the higher broadcast frequency represents the more popular course, and the more 
popular course contains the most applicable data (e.g., hot courses) to satisfy learners. As mentioned above, two 
observations are adopted to express the benefit. 
 

Observation 1: The greater the total rest time, the greater the benefit, i.e., benefit is proportional to total 
rest time. This is because the learner spends less watch time on watching the needed course. 

Observation 2: The greater the importance of the retrieved distinct courses, the greater the benefit, i.e., 
benefit is proportional to the sum of the broadcast frequency of retrieved distinct courses. 
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Notice, we only consider the distinct courses in Observation 2 because a received duplicate course does not offer 
any new information. Hence, the importance of a retrieved course can be properly represented by its access 
frequency. Therefore, we formally define the assessment formula of the benefit as 
 
benefit = (total rest time) × (sum of the frequency of watched distinct courses) 
 
Figure 2 shows an example to illustrate the assessment formula of the benefit. In this example, we studied two 
cases. In Case 1, the learners (i.e., learner A and learner B in Figure 2(a)) watch Digital-TV at difference St, and 
they use the same watching mode to watch courses. In Case 2, the learners (i.e., learner B and learner C in Figure 
2(a)) watch Digital-TV at the same St, and they use the different watch mode to watch courses. 
 

 
Figure 2. An example for the assessment formula of the benefit. 

 
By Case 1, two learners A and B have received the same WMI (Wt, Rt)=(1,4). Assume that St of A is 0 and St of 
B is 1, as shown in Figure 2(a). From the Figure 2(b), their benefits obtained under these two St’s are 84 and 48, 
respectively, which quite a dramatic difference is caused by only one unit of difference in their St. By Case 2, 
two learners B and C start learning at the same St=1. Assume that WMI of B is (1,4) and WMI of C is (1,2), as 
shown in Figure 2(a). From the Figure 2(b), their benefits obtained under these two WMI’s are 48 and 100, 
respectively, which quite a dramatic difference is caused by only one unit of difference in their WMI. From the 
case study of the above, the WMI (1,4) of the learner B is changed to the WMI (1,2) of learner C in Case 2, then 
the benefit (48) of learner B would become the benefit (100) of learner C, a very significant increase. Hence, the 
WMI should be estimated by taking St into consideration. 
 
An intuitive approach to find the WMI is to test all possible (Wt, Rt) combinations, where 1 ≤ Wt, Rt ≤ T. 
However, the complexity of executing such algorithm is O(T2×NumDisks), too high a complexity to meet our 
need. In this paper, we will design a highly efficient genetic optimization process to resolve this problem, and the 
details are presented in Section 4. 
 
4. GENETIC OPTIMIZATION PROCESS 
Genetic Algorithms (GAs) (Srinivas, 1994) are heuristic search algorithms based on the natural selection and 
evolution. GAs is used to simulate processes in natural system necessary for evolution. They represent an 
intelligent exploitation of a random search within a defined search space to an optimization problem that evolves 
toward better solutions. The Figure 3 illustrates the GA flow chart for optimizing WMI in this paper. The flow 
chart includes eight steps, and is presented as follows. 
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Figure 3. The GA flow chart for optimizing WMI. 

 
Step1. Design the objective function 
The purpose of the objective function is to determine the maximum/minimum optimization of problems under 
the specific conditions. Hence, we must analyze the problem and design the objective function based on the 
problem before implementation of GAs. In this paper, our objective function is to find out the maximum of 
benefit in Section 3.2. 

 
Step2. Encoding 
This step is to encode variables of the solution as a chromosome. The encoding methods can be classified as 
integer encoding, real number encoding, etc. In this paper, we use integer encoding to encode WMI. Due to the 
characteristics of the broadcasting environment, the watch time and rest time muse be the integer type. The Figure 4 
illustrates an example of integer encoding in this paper. It has two variables Wt and Rt, respectively, and 1 ≤ Wt, 
Rt ≤ T. 

 
Figure 4. An example of integer encoding. 

 
Step3. Generating initial population 
Once a suitable representation has been decided upon for the individuals (i.e., chromosomes), it is necessary to 
create an initial population to serve as the starting point for GAs. In this paper, the initial population adopts 
uniform to create a random initial population with a uniform distribution. 

 
Step4. Fitness function evaluation 
In GAs, the fitness function evaluation is defined measures the suitability of individuals for the environment 
under consideration. In this paper, we design the fitness function based on the formula of the benefit (Section 
3.2), and the fitness function is represented as follows. 
Fitness function= (total rest time) × (sum of the frequency of distinct courses) 

 
Step5. Termination condition 
The GA process is repeated until a termination condition has been reached. In this paper, the termination 
condition is fixed number of generations, and thus Step 5 is to determine whether a conditions for termination. If 
the condition is satisfied termination condition, then GA outputs the optimal solution. Otherwise, the individual 
with higher fitness value will enter the next procedure. 

 
Step6. Reproduction 
The reproduction determines how the GA process creates children at each new generation. In this step, we use 
the frequently-used roulette wheel selection. The idea of roulette wheel selection simulates a roulette wheel with 
the area of each segment proportional to its expectation. The step uses a random number to select one of the 
sections with a probability equal to its area, and the selected probability of the individual k is shown in Eq. (1), 
where fk is the fitness of the individual k. 

∑
=

=
n

i
ikk f/fp

1

      (1) 

 
Step7. Crossover 
The crossover is to create a new individual, which inherits features from both parents in certain way. The 
common crossover includes one-point crossover, two-point crossover, and uniform crossover, and in many 
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studies (Syswerda, 1989; Falkenauer, 1999), the uniform is the better way to crossover. Thus, we use the 
uniform to crossover in this paper. The implementation of uniform crossover can be divided into two substeps. 
First, the system uses the random binary to create a crossover vector. Second, the system selects the genes where 
the vector is a 1 from the first parent, and the genes where the vector is a 0 from the second parent, and combines 
the genes to form the child. Figure 5 shows an example for the uniform crossover. The first parent is (1,2), the 
second parent is (2,1), and the crossover vector is (1,0). After the uniform crossover, the child is (1,1), as show in 
the figure. 

 
Figure 5. Illustration of uniform crossover. 

 
Step8. Mutation 
In the GA process, the mutation is to allow the algorithm to avoid local maximum/minimum by preventing the 
individuals become too similar to each other, thus evolution would not generate better descendants. The basic 
idea of mutation is to make small random changes in the individuals, which provide genetic diversity and enable 
GA to enlarge search space. Figure 6 illustrates an example of mutation. Assume that the second gene is the 
mutation point in this example. The mutation operator would set the gene to a random number with a predefined 
probability. After mutation, the second gene from 2 to became 5, as show in Figure 6. 

 
Figure 6. Illustration of mutation. 

 
When the mutation has accomplished its process, which represents has accomplished an evolution process of a 
generation. Then, GA continues repeating Step 4~Step 8 for evolution of each generation until the termination 
condition is met. Finally, the system outputs the most fitness of the individual, and the result is the optimal WMI. 
 
5. EXPERIMENT STUDY 
After presenting the GA design, this section provides a detailed quantitative analysis to verify our proposed 
method. The system prototype designed for the experiment study is implemented by the genetic algorithm tool 
(GATOOL) of MATLAB (Genetic Algorithm and Direct Search Toolbox, 2008). 
 
5.1. Experiment setup 
Section 5.1 introduces parameter settings of the digital-TV broadcast system for our experiment study. The 
experimental digital-TV broadcast system has three broadcast disks, Disk 1, Disk 2, and Disk 3. The sizes of 
them are 1, 2, and 8 respectively, and the relative frequency is 4: 2: 1, as show in Table 1. 

 
Table 1. Parameters and setting of the digital-TV broadcast system. 

Parameter Setting 
NumDisks 3 (Disk 1,Disk 2, Disk 3) 
DiskSizei Disk 1 = 1, Disk 2 = 2, Disk 3 = 8 
DiskFreqi Disk 1 : Disk 2 : Disk 3 = 4 : 2 : 1 

 
Table 2 depicts the parameters and setting of the learner for our experiment study. The parameters of the total 
learning time (T) are set to 4, 8, 16, and 32. The start time (St) are set based on the various popular degree of 
courses, it includes hot, medium, cold. These parameter settings are to simulate 12 scenarios for the behavior of 
learners, as show in Figure 7. Finally, the parameters and setting of the GA is shown in Table 3. 

 
Table 2. Parameters and setting of the learner 

Parameter Setting 
T T=4,8,16,32 
St popular degree=Hot, medium, cold 
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Figure 7. Categories of experiment scenarios. 

 
Table 3. Parameters and setting of the GA (GATOOL). 

Parameter Setting 
Population size 50 
Generation 50 
Selection function Roulette 
Crossover function Scattered 
Mutation function Gaussian, Scale: 0, Shrink: 1.0
 
5.2. Scenario-based testing 
In order to evaluate the validity of GA for optimizing WMI, we design a set of scenario-based tests to 
observation the performance of the GA solution. Figure 8 illustrates the transformation of the individual’s fitness 
on the evolution of each generation, and includes the WMI and benefit of each scenario. Form the result, GA 
obtains the WMI and benefit for each scenario after 10 iterations. Hence, GA can compute the WMI with high 
performance in the broadcast-based learning environment. 
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(b) T=8 (Wt =2, Rt =6, benefit =36) 
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(c) T=16 (Wt =7, Rt =9, benefit =99) 
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(d) T=32 (Wt =8, Rt =24, benefit =288) 
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(a) T=4 (Wt =2, Rt =2, benefit =6) 
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(b) T=8 (Wt =4, Rt =4, benefit =32) 

0 10 20 30 40 50
-150

-100

-50

0

Generation

Fi
tn

es
s 

va
lu

e Best: -110 Mean: -110

 

 
Best fitness
Mean fitness

 
(c) T=16 (Wt =6, Rt =10, benefit =110) 
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(d) T=32 (Wt =8, Rt =24, benefit =288) 

(B) St = medium 
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(a) T=4 (Wt =1, Rt =1, benefit =10) 

0 10 20 30 40 50
-40

-20

0

Generation

Fi
tn

es
s 

va
lu

e

Best: -32 Mean: -32

 

 
Best fitness
Mean fitness

 
(b) T=8 (Wt =4, Rt =4, benefit =32) 
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(c) T=16 (Wt =6, Rt =10, benefit =100) 
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(d) T=32 (Wt =10, Rt =22, benefit =308) 

(C) St = cold 
Figure 8. WMI and benefit by using GA. 

 
5.3. Scenario-based testing 
In order to evaluate the accuracy of GAs on optimize WMI, our second experiment verifies the WMI generated 
from GA. The steps of this experiment can be divided into two substeps. First, we implement the enumeration 
approach which tests all possible (Wt, Rt) combinations to find the optimal (Wt, Rt) pair. Second, we compare the 
benefit of GA and the enumeration approach to verify the performance of GA. The Figure 9 shows the WMI and 
the benefit by using the enumeration approach. The results show that the computation cost of the enumeration 
approach increases as the increasing total learning time (T), but the enumeration approach ensure to find the 
optimal WMI. 
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Figure 9. WMI and benefit by using the enumeration approach. 
 
Table 4 shows the comparisons of the benefit on different methods. From the result, GA obtains almost the same 
results with the enumeration approach, the only two cases of GA ((St = hot, T=16), (St = medium, T=32)) did not 
achieve the optimal WMI. In other word, the correct rate of GA is 83%. In addition, we also observe that the 
difference of benefit between the GA approach and the enumeration approach for two cases ((St = hot, T=16), (St 
= medium, T=32)) is only less than 5%. Thus, the GA approach is quite efficient for computing WMI. 

 
 

Table 4. Comparisons of the benefit on different methods 
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 GA Enumeration 

St = hot  

T=4 benefit =12 benefit =12 
T=8 benefit =36 benefit =36 
T=16 benefit =99 benefit =100 
T=32 benefit =280 benefit =288 

St = medium 

T=4 benefit =6 benefit =6 
T=8 benefit =32 benefit =32 
T=16 benefit =110 benefit =110 
T=32 benefit =288 benefit =300 

St = cold  

T=4 benefit =10 benefit =10 
T=8 benefit =32 benefit =32 
T=16 benefit =100 benefit =100 
T=32 benefit =308 benefit =308 

 
5.4. Performance tuning of GA 
In order to obtain lower computation cost on complicate optimization computing of GA, we study the 
evolutionary generation that can strike a balance between significantly reducing the computation cost and 
obtaining a near optimal WMI in this experiment. From the result of the experiment 1 (Figure 8), we observe that 
GA can be generate the optimal WMI about tenth generation in the evolutionary process. Thus, the evolutionary 
scope is studied from 5 generations to 20 generations to find the optimal evolutionary generation. Figure 10 
shows the best fitness of GA on different evolutionary generations. From the result, we observe that GA can be 
generate the optimal benefit about eighteenth generation in the evolutionary process for each scenario. Therefore, 
setting 20 generation for the GA can be applied to most cases to find optimal WMI. 
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Figure 10. The best fitness of the GA on different generation. 

 
5.5. Performance tuning of GA 
In the last experiment, we compare the computation cost for the two optimization methods, i.e., GA and the 
enumeration approach. The comparison results for these two methods are shown in Figure 11. From the result, 
GA obtains lower computation cost than enumeration approach. This is because that GA uses fixed number of 
evolutionary generation to find the optimal WMI. However, the computation cost of the enumeration approach 
will be increases as the increasing total learning time (T). Compared with the enumeration approach, GA spends 
quite low computation and is able to obtain optimal WMI. 

 
Figure 11. Comparisons of computation cost. 

 
6. CONCLUSION 
T-learning is an emerging and popular type of e-learning applications. However, previous T-learning researches 
do not consider the learning efficiency in limited available time. To resolve this problem, we provide an optimal 
watching mode (Wt, Rt)opt to retrieve as many distinct courses as possible in limited time. Due to the high 
computation complexity on computing the optimal watching mode, we optimize the watching mode by using the 
genetic optimization process to reduce the computation cost. Our experiment results show that the genetic 
algorithm can achieve very near optimal benefit, and only need quite low computation cost. 
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