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Th e Examining of Generalization 

Quantitative Scientific Findings by 

Using the Jackknife Method: 

An Application
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Abstract
Th e outcomes which cannot be generalized are specific for a sample but are unable to be 

refl ected to the rest of the population. Th e parameters that are reached at the end of the 

statistics that are scarce in sample arise doubts in the aspect of generalization. In the-

se cases, parameter estimation may not be very stable and outlier values can produce fal-

se outcomes in the model. Th e situation that there is sample size is not adequate enough 

in numbers, reliability and generalizations that are reached at the end of restricted sets of 

data necessitate questioning with a dubious approach. Some statistical methods test the 

confidence intervals of the parameter values of the samples and the generalization of the 

parameter estimation values of the samples. Th ese methods are known as “resampling” or 

“domestic-self copying.” Jackknife is one of these methods. Th e sample in this study is 

composed of 18 students. Th e status of the “self-respect” of individuals in making decisi-

ons has been tried to be determined for the sample by the application of the Melbourne 

Decision-making Scale I. In this research, the dependent variable was determined to be 

the total item score related to the self-respect manners of individuals whereas indepen-

dent variables were determined to be the academic success averages of the students (acda-

ve), the financial income of their families (economy) and the number of siblings (sibling) 

they have. It has been seen that the academic success independent variable has a consi-

derable eff ect at a significance level of .05 on the dependent variable of self-respect de-

pendence of decision making (p < .05) and Jackknife has confirmed this generalization.
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Decision-making process is described as the cognitive responses that 

individuals develop for diff erent situations that they face. Decision-

making is described as a process in which there are more than one op-

tions in a given situation or the process which people may face in re-

sponding the problems throughout their social lives (Çakır, 2004; Den-

iz, 2004; Eldeleklioğlu, 1996; Sardoğan, Karahan, & Kaygusuz, 2006). 

It is already known that decision-making styles diff er from person to 

person. Pieces of writings on the fi eld indicate that people may expe-

rience stress and anxiety during the decision-making process (Çakır, 

2004; Kuzgun, 1992; Mann at al., 1998; Yı, & Park, 2003). It is declared 

that “value judgment,” “purposes.” and “standards” aff ect decision-

making (Yazıcıoğlu & Erdoğan, 2002). Yazıcıoğlu and Erdoğan (2002) 

exemplifi ed some direct eff ects on decision-making such as academic 

achievement, love, respect, trust, freedom, health, wealth, knowledge, 

ability, and religion. 

Th e principle that the outcomes of the results of the scientifi c studies is 

regarded to be extremely important as one of the features of scientifi c 

features (Borg & Gall, 1983). Th e outcomes of the scientifi c studies that 

are the results of the experimental eff orts shed light on the future stud-

ies of the relevant fi eld thus contribute to the development of the fi eld 

under consideration. Moreover, the situation in which the outcomes 

of the scientifi c studies are unbiased and reliable would strengthen the 

theoretical framework of the fi eld and would preserve the objectivity 

and reliability of the long term use of the relevant outcomes. Th e out-

comes which cannot be generalized are sample-specifi c but are unable 

to be refl ected to the rest of the population (Th ompson, 1992). It has 

been observed that some of the samples that are investigated in the 

scientifi c studies are scarce in number. Th e parameters that are reached 

at the end of the statistics that are scarce in sample arise doubts in the 

aspect of generalization. 

Th e relationship between dependent and independent variables is de-

termined according to the beta coeffi  cient that is reached at the result 

of the regression equation. Th e probability level (p) that belongs to beta 

coeffi  cient shows whether the relationship is statistically meaningful or 

not. Determination of independent variables that aff ect dependent vari-

ables is extremely important in especially meta analysis and conceptual 

studies. Th e situation which shows that the independent variables that 

can aff ect the dependent variables would determine the replication and 
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the generalization of the studies. As it is known, the relationship be-

tween the dependent and the independent variables can be studied and 

beta coeffi  cients of the independent variable can be determined by the 

regression method that has been applied to any given data set. However, 

convincing expressions concerning scientifi c generalizations that are 

regarded to be meaningful independent variables in terms of statistics 

based on the regression balance cannot be reached. Th e amount of the 

eff ect of the independent variables (β
1
, β

2
, …, β

n
) and determining coef-

fi cients (R2) of the model can be reached by the simple linear, multiple 

or multivariate regression analysis. Th e situation which shows that coef-

fi cients that are meaningful in the model can produce approximate re-

sults to similar real studies; in other words, its generalization is expected 

from scientifi c studies. Th e choice of the sample size that can represent 

the universe seems to be extremely important especially in the studies 

based on observation. However, in studies which have some constraints 

it can be hard to acquire samples that represent the universe in numbers. 

In these cases, parameter estimation may not be very stable and outlier 

values can produce false outcomes in the model. Th e situation in which 

the sample is not adequate enough in numbers, reliability and general-

izations that are reached at the end of restricted sets of data necessitate 

questioning with a dubious approach. 

Some statistical techniques that test the confi dence intervals of the pa-

rameter values of the samples and the generalization of the parameter 

estimation values of the samples that are mentioned above are used. In 

the situations that the sample size is scarce in numbers, the general-

ization of the outcomes in hand are reached through jackknife, dou-

ble-cross validation, and bootstrap methods (Avşar, 2006; Bekiroğlu, 

Konyalıoğlu, & Aydın, 2007). Th ese methods are known as “resampling” 

or “domestic-self copying” techniques. Resampling methods embody 

diff erent features from each other. Among these, jackknife and boot-

strap methods are used especially in investigations that are small in size 

(Efron, & Tibshirani, 1998; Miller, 1974). Th e Jackknife and bootstrap 

methods that are widely used in the literature shows great similarities 

while they diff er in the calculation of the standard error estimation 

(Avşar, 2006; Efron, 1982; Jun & Dongsheing, 1995). Th e Jackknife 

method takes all of the data into consideration while it eliminates the 

bias that results from the situation that some incidents apart from the 

normal fi nd place in the example in a great amount. Th e facts that the 
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Jackknife approach is the method that gives the least deviation in esti-

mating the features of the population and that it can make parameter 

estimation in an extremely conservative cycle are constantly indicated in 

the literature (Bekiroğlu et al., 2007; Efron, 1985; Wu, 1986). 

Method
Sample
Th e main aim of this study is to identify the Jackknife methods with us-

ing the Melbourne Decision Scale. Th e generalization of scientifi c fi nd-

ings is so crucial when it is an obligation to study with a small sample 

size. In this study, relational survey (cause-eff ect based) research design 

was used. On the other hand, the study conducted according to cor-

relational search design. 

Th e sample in this study is composed of Department of Computer and 

Instructional Technology Education students. Th e total number of stu-

dents is 18 in the sample. Th e average age of the students is 20.72 years 

and the standard deviation of the age distribution is calculated to be 

1.41 years. Seven of the students are females and 11 are males in the 

studied sample. Th e status of the “self-respect” of individuals in making 

decisions has been tried to be determined for sample by the administra-

tion of the Melbourne Decision Making Scale I.

Research Instruments
The Melbourne Decision-making Scale: Th e Melbourne Deci-

sion Making Scale is composed of two sub-scales which are named as 

MDMS I and II. In this study, MDMS I sub-scale was used. MDMS 

I is composed of six items and three of them are graded in reverse. 

Scoring is as follows: Correct answer to the items recevies 2 points. 

Sometime correct answer is 1 point, Not Correct answer is 0 points. Th e 

maximum score that can be achieved from the scale is 12. Higher grades 

mean higher self-respect in making-decisions. 

Validity and Reliability: Th e validity and reliability of research instru-

ments. Whereas the Cronbach alpha coeffi  cient obtained from the orig-

inal form of the scale is 0.74, the Cronbach alpha value obtained from 

this study related to the scale was found to be 0.749, which is very close 

to the original value. 
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Procedure

Th e Melbourne Decision Making Scale I has been administered to 18 

students. In this research, the dependent variable was determined to 

be the total item score related to the self-respect, whereas independent 

variables were determined to be the academic success averages (acdave), 

the fi nancial income of families (economy), and the number of sib-

lings (sibling). In a model similar to Y = f (x), the regression equation, 

Self-respect point = intercept (β0) + β1 * acdave + β2 * economy + β3 

* sibling is tried to be estimated. After making parameter estimation 

in the multiple regression analysis procedure by using “Least Squares 

Method,” the generalization of the estimator variables for which the 

signifi cant level is found to be expressive at a level of 0.05 was tested. 

Because the sample size was small, the generalization problematic of 

the fi ndings of this study to the population will be investigated by the 

Jackknife method. 

The Jackknife Method: Th e Jackknife method is a method that ap-

proximates the bias and confi dence intervals in guesses for conditions 

for which they are hard to fi nd by known methods. Th e Jackknife meth-

od was developed to calculate the deviation of the estimator and cre-

ate strong confi dence intervals in order to minimize the sample error 

(Topuz, 2002). Th e Jackknife method is considered to be a statistical 

procedure that aims to put forth the relationship between the variables 

in the data set (Swingler, 1995) for many areas (mathematics, engineer-

ing, health and social sciences etc.) which require parameter estimation. 

Jackknife is known to be a non-parametric statistical method that does 

not take into account the assumptions of the distribution that it is study-

ing (Şahinler, & Topuz, 2007). In the parameter estimation procedure, 

Jackknife, throws out one person at a time from the sample and thus can 

protect itself from outlier values. Whereas in some studies performed, 

Jackknife is said to be an unbiased method as a parameter estimator for 

small samples (Bekiroğlu et al., 2007; Efron, 1982; Quennouilli, 1949, 

1956; Tukey, 1958). In some studies, it is stated that it cannot be as 

strong when compared with other sampling methods (especially Boot-

strap) in cases where the sample quantity is low (Fan, & Wang, 1995; 

Şahinler, & Topuz, 2007). Based on the structure of the variables in the 

study pattern, it should also be kept in mind that re-sampling methods 

(such as Bootstrap, Jackknife) may make estimations with deviations. 

It should not be forgotten that the only way to reach stability in the 
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estimations is to increase sample size. Th e fundamental of the Jackknife 

method is producing n diff erent samples which are (n-1) large each by 

throwing a sample from the sample set one by one. Th e parameter in 

question, Ơ, is estimated by a series of estimations belonging to these 

sub samplings such as ơ1, ơ2, …, in the following manner; 

Ji (Ơ) = n Ơ – (n-1)ơi,    i=1, …, n   (1)

Th e values in Equation 1 are called pseudo values. Here Ơ is an estima-

tor obtained by n observations, which is the whole data set. By keeping 

out one individual at a time out of the sample, parameter estimations 

are made for “n” sub-samples. After making these calculations for each 

individual, the fi nal estimation value of the Jackknife estimator is found 

by taking the average of each estimation obtained for all sub-samples. 

In this sense, the average pseudo value of the Jackknife estimator can be 

estimated in this way;

J(Ơ)= [Σ Ji (Ơ)] / n,    i=1, …, n   (2)

As is stated above, Jackknife does not directly act on the parameter 

estimation value it obtains, but the stability of the estimator is tested by 

confi dence intervals. To calculate the confi dence interval for the Jack-

knife estimator at the level of %100(1-2α), the equation; 

θ
(j)

 – t
n-1, α

 S
J
< θ < θ

(j)
 + t

n-1, α
 S

J   
(3)

is used. Here;

t
n-1, α : 

Th e t table value at the specifi ed α level and n-1 degree of free-

dom level,

θ
(j) : 

Jackknife estimator,

S
J
 : Th e standard error estimation for Jackknife.

First, the multiple regression analysis of the study is computed by “Least 

Squares Method (LSM)” and the β coeffi  cient obtained for each vari-

able is recorded. Also, it is possible to check if the model is signifi cant 

or not by variance analysis (Analysis of Variance; ANOVA). Similarly, 

it should also be checked with multiple regression analysis at what ratio 

(R2) the independent variables in the model could explain the depen-

dent variable. All of these procedures are performed independent of 

the Jackknife procedure and create an infrastructure for comparing the 

Jackknife estimator values in the future. In the regression analysis, Jack-

knife estimator value will be obtained for variables that are signifi cant in 
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the model. Th e related coeffi  cients (β) that will be obtained by the Jack-

knife estimator for the related variables will be obtained by equations 

1 and 2. After that, the confi dence interval of the Jackknife estimator 

is obtained by using equation 3. If the Jackknife estimator calculated 

previously (Ơ or θ) is within the intervals of the confi dence interval cal-

culated, the variable can be said to have “generalization” property. Oth-

erwise, it will be accepted that the variables that seem meaningful after 

the regression analysis cannot be generalized to the population and are 

specifi c only for this sample. 

Discussion
Whereas the “self-respect” attitudes of individuals may be eff ective on 

their decision-making styles, the self-respect levels of the individu-

als will also directly aff ect their ability to make correct decisions. It is 

known that in the decision-making process of an individual there are 

lots of direct and indirect factors involved. Th eir “value judgments,” 

“purpose,” and “standards” are described in literature to be directly af-

fecting the process (Yazıcıoğlu & Erdoğan, 2002). Moreover, factors 

such as success, respect, love, health, and information are thought to 

shape the decision-making process. Whereas it is known that the pro-

cess of decision-making sometimes causes stress and distress in individ-

uals (Çakır, 2004; Kuzgun, 1992; Mann et al., 1998; Yı, & Park, 2003), 

it is thought that the “self-respect” attitude of the individual will have 

an eff ect on this stress and distress. 

Th e generalization to the population of the fi ndings of empiric stud-

ies is a topic of importance in scientifi c studies (Borg & Gall, 1983). 

Especially, in cause-eff ect based studies, it is expected that independent 

variables that are found to be eff ective on the dependent variable will 

also give similar results in further studies. Findings that cannot be gen-

eralized are sample-specifi c and cannot be refl ected on the population 

(Th ompson, 1992). In empiric studies, it is very important to select vari-

ables that may be suitable for the topic and also that are eff ective, the 

selection of a stable and unbiased statistical method and to reach a sat-

isfactory, homogeneous sample number. Among these, it is known that 

the sampling theory is eff ective on unbiased and stable fi ndings (Arıcı, 

2006; Büyüköztürk et al., 2008; Fraenkal, & Wallen, 2006; Karasar, 

2005). However, it can be seen that in scientifi c studies some of the 

sample sizes are small. Th e parameters obtained from a small number of 

samples arise suspicion about generalization. 
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One of the statistical methods that test the generalization to the pop-

ulation of the parameters in the regression equation obtained from a 

small number of samples is the Jackknife parameter estimation method. 

Th e Jackknife method can stably test the generalization of the eff ec-

tive parameters for researches having a small number of samples (Avşar, 

2006; Bekiroğlu et al., 2007; Efron, 1985; Efron, & Tibshirani, 1998; 

Jun, & Dongsheing, 1995; Wu, 1986). Jackknife creates new samples by 

taking out an individual from the sample each time and by estimating 

parameters for each sample thus created, tries to eliminate the eff ect of 

the outlier values in the sample. With this property, the Jackknife meth-

od is considered to be an unbiased estimator (Bekiroğlu et al., 2007). 

In this study, the regression equation, self respect level = β0 + 

β1*academic success + β2*economical income + β3*number of siblings, 

is modeled. Th e variables that might have a considerable eff ect on the 

dependent variable have been investigated. In the multiple-regression 

analysis performed, it has been seen that the academic success indepen-

dent variable has a considerable eff ect at a signifi cance level of .05 on 

the dependent variable of self-respect dependence of decision making 

(p < .05). Similarly, it has been observed that the economical income of 

the individuals also has an eff ect but that this eff ect is not at the same 

.05 level (p = .07). It has been concluded that the independent variable, 

the number of siblings, has no eff ect on the dependent variable (p > 

.05). It has also been verifi ed by the Jackknife method that the academic 

success of the individuals has considerable eff ect on the dependent vari-

able of “self-respect” in decision making (p < .05). Besides, it has been 

observed that the parameter value obtained by the Jackknife method is 

within the specifi ed confi dence interval (see Table 7). Th us, it has been 

reached the conclusion that the academic success independent vari-

able is not specifi c to the sample and that it can be generalized to the 

population. Th e independent variable of economical income, which was 

found to be critical at a p value of (p = .07) was found to be not-eff ective 

by the Jackknife method at a signifi cance level of 0.05. In this manner, 

the Jackknife method has shown stability, did not fi nd the eff ect of eco-

nomical income considerable and did not generalize this variable to the 

population. In this study, the self-respect attitude of the individuals is 

explained by the independent variable of academic success. It has been 

observed that the number of siblings present in the model has no eff ect 

on the “self-respect” attitude level in decision-making. 
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In conclusion, it has been observed that the Jackknife method which 

has seen popularity in literature is able to estimate parameters in an 

unbiased manner for small number of samples. It is especially suggested 

that researchers investigate the generalization of their fi ndings with the 

Jackknife parameter estimator for experimental methods where, for due 

to some limitations, the number of samples is small. It is thought that in 

this way, the fi ndings will pave the way in a robust and unbiased manner 

for future studies. 
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