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 The purpose of this study was to compare the functioning of five restrictive 
CDMs, including DINA, DINO, A-CDM, LLM, and RRUM, against the 
G-DINA model to identify the best-fitting CDM which can better explain 
the interaction underlying the attributes of the reading comprehension 
section of an Iranian high-stakes language proficiency test. To this end, the 
performance of 1152 examinees to the reading section of the test was 
examined. The six CDMs were initially compared in terms of relative and 
absolute fit statistics at test-level to choose the best model. It was found 
that the G-DINA model outperformed compared to the restrictive models; 
thus, it was chosen for the second phase of the study. Concerning the 
second purpose of the study, the G-DINA was used to identify the strong 
and weak points of the reading proficiency of the test takers. The results 
revealed that making an inference and vocabulary are the hardest attributes 
for examinees of the test, and understanding the specific information is the 
easiest attribute. Finally, the models were also compared at item-level. The 
presence of a combination of L2 reading attributes was found. 
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1. Introduction 

Cognitive diagnostic assessment (CDA), as a new kind of educational assessment, has been 
introduced to assess detailed or specific knowledge structure and provide formative diagnostic feedback 
about students' strong and weak points of the reading proficiency of the test takers to improve further 
learning and teaching (Rupp & Templin, 2008). CDA is the outcome of combining cognitive psychology 
and educational measurement for understanding the learning status of examinees. Messick (1989) 
emphasized the importance of understanding test performance in terms of the mental or cognitive 
processes examinees adopt to get an item right (e.g., substantive approach), which is the main feature 
of construct validity. Messick (1989) argued that 

In the substantive approach, items are included in the original pool on the basis of 
judged relevance to a broadly defined domain but are selected for the test on the basis 
of empirical response consistencies. The substantive component of construct validity 
is the ability of the construct theory to account for the resultant test content. . . .the 
internal structure and substance of the test can be addressed more directly by means of 
causal modeling of item or task performance. This approach to construct representation 
attempts to identify the theoretical mechanisms that underlie task performance, 
primarily by decomposing the task into requisite component processes (Embretson, 
1983). Being firmly grounded in the cognitive psychology of information processing, 
construct representation refers to the relative dependence of task responses on the 
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processes, strategies, and knowledge (including self-knowledge) that are implicated in 
test performance. (pp. 42-45) 
Because CDAs are intrinsically diagnostic, advanced statistical models, the so-called cognitive 

diagnostic models (CDMs; Rupp & Templin, 2008) are utilized to measure the extent to which 
examinees have mastered a set of sub-skills required for successful performance on a set of given test 
items. Rupp and Templin (2008, p. 226) define CDMs as “probabilistic, confirmatory multidimensional 
latent-variable models with a simple or complex loading structure. They are suitable for modelling 
observable categorical response variables and contain unobservable (i.e., latent) categorical predictor 
variables”. In CDMs, tasks and/or items are broken down into various operations, strategies, and 
knowledge examinees need to give a correct response to given items (Embretson, 1983). Diverse 
constituents of a cognitive domain are known as attributes in CDM literature, also known as attributes, 
sub-skills, skills, processes, abilities, strategies, and knowledge. Birenbaum et al. (1993) define 
attributes as any “procedures, skills, or knowledge a student must possess in order to successfully 
complete the target task” (p. 443). For instance, reading is a general cognitive domain calling for a 
number of attributes including vocabulary, grammar, understanding explicit information, identifying 
specific information, making an inference, and so on. Text comprehension and successful performance 
on several test items require readers to have mastered these attributes. This feature allows CDMs to 
generate multidimensional diagnostic profiles according to the mastery/non-mastery of each necessary 
attribute (Helm et al., 2022). 

In the last few decades, numerous CDMs have been proposed. The models include the the 
Deterministic Inputs, Noisy “and” Gate (DINA; Haertel, 1989; Junker & Sijtsma, 2001), the 
Deterministic Inputs, Noisy “or” Gate (DINO; Templin & Henson, 2006), the reduced reparameterized 
unified model (RRUM or fusion model; Hartz, 2002), the linear logistic model (LLM; Maris, 1999), the 
additive CDM (A-CDM; de la Torre, 2011), the Generalized Deterministic, Inputs, Noisy “and” Gate 
(G-DINA; de la Torre, 2011), the general diagnostic model (GDM; von Davier, 2008), and the log-
linear cognitive diagnosis model (LCDM; Henson et al., 2008). Particularly relevant to this study, a 
large number of studies have been conducted to apply different CDMs on reading comprehension skill 
(e.g., Buck et al., 1997; Chen & Chen, 2016; Du & Ma, 2021; Hemati & Baghaei, 2020; Jang, 2009; 
Jang et al., 2019; Javidanmehr & Anani Sarab, 2019; Kasai, 1997; Mehrazmay et al., 2021; Mirzaei et 
al., 2020; Ranjbaran & Alavi, 2017; Ravand, 2015; Sawaki et al., 2009; Wang & Gierl, 2011). The 
results of these studies showed that CDMs can yield reliable and valid diagnostic information about the 
reading ability of examinees. 

A major issue in the application of CDMs to L2 reading is that of selecting the most appropriate 
CDM. In fact, a critical decision for researchers and practitioners is that L2 reading comprehension 
attributes interact in a compensatory, non-compensatory, or additive manner, or even all types of 
relationships are at work. As the primary purpose of CDMs is to classify individuals into different latent 
classes based on their observed response patterns, selecting the inappropriate model would result in 
inaccurate classification and misleading feedback (Lee & Sawaki, 2009a), that is, there should be a 
match between the assumptions of the models and the way the attributes underlying a skill interact. 

This study aimed to compare the performance of five constrained CDMs, including DINA, 
DINO, A-CDM, LLM, and RRUM, against the G-DINA to explore the most optimal CDM which can 
better account for the underlying interaction between attributes of the reading comprehension section of 
the Islamic Azad University English Proficiency Test (IAUEPT), as an Iranian high-stakes test devised 
for measuring language ability of candidates who tend to pursue their studies at Ph.D. level. Then, the 
best-fitting model is used to determine the strong and weak points of the reading proficiency of the test 
takers. To fulfill the aim of this study, the research questions were posed as follows:  

Q1. How do the G-DINA, DINA, DINO, A-CDM, LLM, and RRUM fit the reading  
       comprehension section of the IAUEPT at test- and item-level?  
Q2. What is the most optimal model for the reading comprehension section of the IAUEPT? 
Q3. What are the strong and weak points of the reading proficiency of the test takers in the  
       reading comprehension section of the IAUEPT? 
Q4. To what extent, can the items of the IAUEPT reading comprehension section provide  
       diagnostically useful information? 
Q5. To what extent does the diagnosis approach provide accurate skill mastery classification?      



 
Boori et al. (2024) 

19 
 

2. Review of Literature 

2.1  The Choice of CDMs for Reading Tests 

CDMs have been categorized into two general forms (Ravand & Baghaei, 2019). Specific 
CDMs refer to models which assume only one sort of relationship within the same test: compensatory, 
non-compensatory, and additive. In compensatory models such as DINO, the assumption is that the 
absence or a low level of competence on attributes can be compensated for by the presence or a high 
level of competence on the other attributes. However, non-compensatory models assume that the 
absence or a low level of competence on one attribute cannot be compensated for by the presence or a 
high level of competence on the other attributes. In effect, individuals need to have mastered all the 
required attributes to give a correct answer to a test item. A well-known example of a non-compensatory 
model is DINA. Additive models further assume that the presence of each attribute affects the 
probability of getting an item right irrespective of the presence or absence of the other required 
attributes. It must be noted that LLM is both an additive and a compensatory model whereas the RRUM 
is both an additive and a non-compensatory model. In contrast, general CDMs permit different types of 
relationships among the attributes within the same test. In fact, each item can select the model that has 
the best fit. The G-DINA, GDM, and LCDM are examples of general CDMs.  

Reading comprehension in a second/foreign language (L2) is a complex cognitive process 
which requires decoding and linguistic knowledge (Gottardo & Mueller, 2009; Grabe, 2009; Koda, 
2005; Shiotsu & Weir, 2007; Zhang, 2012). Over the last few decades, numerous researchers have 
developed various reading comprehension models (Bernhardt, 2005; Gough & Tunmer, 1986; Kintsch 
& Rawson, 2005; Koda, 2005; McNeil, 2012; Sadoski & Paivio, 2007; Stanovich, 1980; Stanovich & 
West, 1981; Weir et al., 2000) and taxonomies (Hughes, 2003; Jang, 2009; Munby, 1978) to explain 
reading comprehension and its underlying attributes.  

A major issue on studying L2 reading attributes is the type of interactions or relationships that 
exist among the attributes. Researchers have taken different views toward the relationships between 
reading attributes, that is, whether reading attributes interact in a non-compensatory or compensatory 
manner. In the literature, there are researchers who have maintained that there exists a compensatory 
interplay between L2 reading attributes (e.g. Stanovich & West, 1981). For example, Stanovich (1980) 
contends that a lack of competence in one area or a particular process can be offset by strength in another 
area or other processes, suggesting the compensatory nature of reading comprehension. The interactive 
model of reading introduced by Stanovic and West (1981) further stated that strengths in top-down 
processes can compensate for any deficits in the bottom-up processes engaged in reading 
comprehension. Using data from children in different grades (e.g., second, fourth, and sixth grades), 
Goldsmith-Philips (1989) conducted a study to test the model of Stanovic (1980). The results supported 
the interactive-compensatory nature of reading comprehension attributes. Bernhardt (2005) proposed a 
model of L2 reading assuming that first language (L1) and L2 reading proficiency combine in a 
compensatory manner. Usó-Juan (2006) also indicated that English language ability and discipline-
related knowledge of a learner can compensate reciprocally. For that reason, several researchers have 
argued that compensatory CDMs can better reflect the interaction of reading attributes (Li et al., 2015; 
Yi, 2012). 

On the other hand, some researchers have devoted particular attention to the non-compensatory 
nature of reading comprehension (Sadoski & Paivio, 2007). In their Simple View of Reading, Gough 
and Tunmer (1986) argued that reading comprehension is the outcome of (text) decoding and linguistic 
comprehension, and both components have equal importance, suggesting the non-compensatory nature 
of reading comprehension. In much the same vein, Hoover and Gough (1990) maintained that reading 
components, such as decoding and linguistic knowledge, should work together to achieve successful 
reading comprehension. A lack of competence in one component cannot be compensated for by the 
competence in another component. According to the dual-coding model, Sadoski and Paivio (2007) 
showed that both verbal (e.g., linguistic comprehension) and visual processes (e.g., imagery and 
matching information) work in unison to help readers to comprehend a text, indicating the non-
compensatory nature of reading comprehension. Many researchers, therefore, have preferred non-
compensatory CDMs over compensatory models for analyzing reading comprehension (Buck et al., 
1997; Kasai, 1997; Kim, 2015; Jang, 2009; Li, 2011; Li & Suen, 2013; Roussos et al., 2007, to name a 
few). 
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Previous studies have witnessed a mixed and controversial view toward the relationship 
between reading attributes. As a result, several studies have indicated that reading comprehension 
attributes combine in both non-compensatory and compensatory manners (Jang, 2009). In this way, 
general CDMs like the G-DINA, GDM, and LCDM can better capture the possible interaction between 
reading comprehension attributes (Du & Ma, 2021; Ravand, 2015; Ravand & Robitzsch, 2018; Yi, 
2017). 

2.2    General and Specific CDMs Used in this Study 
2.2.1 GDINA 

 As a saturated and general model, G-DINA (de la Torre, 2011) is considered as the 
generalization of the DINA model. The model consists of all possible interaction and main effects. In 
the DINA model, test takers are partitioned into two groups, but the G-DINA model partitions 
examinees into 2𝑘𝑗

∗

 classes, where 𝑘𝑗
∗ is the number of necessary attributes for item j. In effect, each 

group has its own probability of success. The probability of correctly responding to an item for an 
examinee with a skill pattern 𝛼𝑙𝑗

∗  is a function of the main effects and all the possible interaction effects 
among the 𝑘𝑗

∗ required skills for item j:  

𝑃(𝛼𝑙𝑗
∗ ) = 𝛿𝑗0 + ∑ 𝛿𝑗𝑘

𝑘𝑗
∗

𝑘=1 𝛼𝑙𝑘 +  ∑ ∑ 𝛿𝑗𝑘𝑘´𝛼𝑙𝑘𝑎𝑙𝑘´ … + 𝛿𝑗12… 𝐾𝑗
∗ ∏ 𝛼𝑙𝑘

𝐾𝑗
∗

𝑘=1

𝑘𝑗
∗−1

𝑘=1

𝐾𝑗
∗

𝑘´=𝑘+1
      (1) 

where 𝛿𝑗0 is the intercept for item j (e.g., the probability of a correct response when none of the required 
skills is present); 𝛿𝑗𝑘 is the main effect due to a single attribute 𝛼𝑘, showing the change in the probability 
of success as a result of mastering a single attribute (i.e., 𝑎𝑘); 𝛿𝑗𝑘𝑘ʹ  is the (first-order) interaction effect 
between 𝛼𝑘 and 𝛼𝒌ʹ which shows the change in the probability of a correct response due to the mastery 
of both 𝛼𝑘  shows the probability of a correct response due to the mastery of all the required skills that 
is above and over the additive impact of all the main lower-order interaction effects (de la Torre, 2011, 
p. 181).  

2.2.2 DINA 

DINA (Haertel, 1989; Junker & Sijtsma, 2001) is the most restrictive CDM which involves only 
two item parameters regardless of the number of attributes required to correctly respond to a given test 
item. The main assumption is that the probability of success increases if an individual has mastered all 
the required attributes; otherwise, the absence of a required attribute cannot be made up for by the 
mastery of the other attributes. This model classifies individuals into two classes (2𝑘) for each item: (1) 
the first class consists of individuals who have mastered all of the attributes required to give a correct 
answer, and (2) the second class consists of individuals who have not mastered at least one of the 
required attributes. This assumption is known as conjunctive assumption. Furthermore, for each item, 
there are two item parameters: guessing (g) and slipping (s). If all the main effects and the lower order 
interaction effects are set to zero, the DINA model is obtained: 

𝑃(ɑ𝑙𝑗
∗ ) = 𝛿𝑗0 + 𝛿𝑗12…𝐾𝑗

∗ ∏ 𝛼𝑙𝑘
𝐾𝑗

∗

𝑘=1                    (2) 
In this equation, 𝛿𝑗0 = 𝑔𝑗 and 𝛿𝑗0 + 𝛿𝑗12…𝐾𝑗

∗ = 1 − 𝑠𝑗. 

2.2.3 DINO 

DINO (Templin & Henson, 2006) is the compensatory counterpart of the DINA model. Similar 
to the DINA, there are two parameters for each item in the DINO model, and individuals are classified 
into two classes: (1) the first class includes individuals who have not mastered any of the required 
attributes measured by the item, and (2) the second group consists of individuals who have mastered at 
least one of the required attributes. The DINO model can be derived from the G-DINA model by 
constraining the magnitude of the main and interaction effects to be identical to each other and 
alternating the signs of the parameters which varies according to the order of interactions: 

𝛿𝑗𝑘 =  −𝛿𝑗𝑘´𝑘´´ = ⋯ = (−1)𝐾𝑗+1
∗

 𝛿𝑗12…𝐾𝑗
∗                  (3) 

for k = 1, …, 𝐾𝑗
∗ − 1, and 𝑘´´ > 𝑘´, …, 𝐾𝑗

∗. 
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2.2.4 A-CDM 

A-CDM (de la Torre, 2011) is an additive and a compensatory model. By setting all the 
interaction effects in the G-DINA model to zero, this model is derived. The A-CDM has an additive 
impact which is in contrast to the G-DINA which has a multiplicative impact. The main assumption in 
this model is that the mastery of each attribute additively and independently augments the probability 
of success, and deficiency in one attribute can be made up for by the mastery of other attributes. The A-
CDM has 𝐾𝑗

∗ + 1 parameters for item  j (de la Torre, 2011). The item response function (IRF) for the 
A-CDM is as follows: 

𝑃(𝛼𝑙𝑗
∗ ) =  𝛿𝑗0 +  ∑ 𝛿𝑗𝑘𝛼𝑙𝑘

𝐾𝑗
∗

𝑘=1                                   (4) 

2.2.5 LLM 

As with the A-CDM, the LLM (Maris, 1999) is an additive and a compensatory model. When 
all the interaction effects in the G-DINA model are set to zero, LLM is obtained. In contrast to the A-
CDM, a logit link function is used to estimate the LLM (de la Torre, 2011). The IRF for the LLM can 
be formulated as:  

𝐿𝑜𝑔𝑖𝑡[𝑃(𝛼𝑙𝑗
∗ )] =  𝛿𝑗0 +  ∑ 𝛿𝑗𝑘𝛼𝑙𝑘

𝐾𝑗
∗

𝑘=1                       (5) 
which is the log-odds CDM without the interaction terms. It must be noted that the LLM is equivalent 
to the compensatory RUM.  
 

2.2.6 RRUM 

Another additive CDM is RRUM or Fusion Model (Hartz, 2002). Unlike the A-CDM, a log link 
function is used to estimate the RRUM (de la Torre, 2011). However, similar to the A-CDM and LLM, 
there are 𝐾𝑗

∗ + 1 parameters for item j. The IRF of the model can be written as:  

𝐿𝑜𝑔[𝑃(𝛼𝑙𝑗
∗ )] =  𝛿𝑗0 +  ∑ 𝛿𝑗𝑘𝛼𝑙𝑘

𝐾𝑗
∗

𝑘=1                         (6) 

3. Method 

3.1. Participants 

Item response data was collected from 1152 candidates for the Islamic Azad University English 
Proficiency Test (IAUEPT), an Iranian necessary language proficiency test, which was administered in 
April 2019. All candidates were Ph.D. students in different fields of study who intended to continue 
their studies in the Islamic Azad University (IAU) as a requirement for them to successfully graduate 
from the Ph. D program. The IAU Testing Centre I Teheran designs, develops, and administers this 
proficiency test at the same time in many cities across the country. The procedure to administer the test 
is carefully and meticulously designed and controlled by the representatives of the center who are 
present in every examination center in each city. Unfortunately, information about sthe age, gender, 
field of study, etc. of the participants is not available. 

3.2. Instrumentation 

The test analyzed in this study is the reading comprehension section of the IAUEPT. The test 
includes three sections of vocabulary (25 items), grammar (25 items), finding incorrect sentences (15 
items), reading comprehension (20 items), and cloze (15 items). Test takers should answer all the 
questions (four-option multiple-choice) within 140 minutes. 
The reading section includes two reading texts. Each of them consisted of 10 items. The first text had a 
486-word text on Viola Desmond, who was an African Canadian woman from Nova Scotia. The 
readability score of the passage was 84.8 on Flesch Reading Ease Score scale and 6.5 on Gunning Fox 
scale; it was considered to be an easy text to read. The second text, about 196 words, was on migration. 
Its readability score was 51.8 on Flesch Reading Ease Score scale and 12.9 on Gunning Fox scale; it 
was considered by the readability formulas to be fairly hard to read. Cronbach alpha coefficient of the 
test was estimated, and the value was 0.63, indicating a moderate internal consistency. 
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3.3. Q-matrix 

The Q-matrix used in the current study was taken from Boori et al. (2023). Q-matrix is a critical 
element of CDMs which specifies what attributes are required for each test item (Tatsuoka, 1983). In a 
recent study, they constructed and validated a Q-matrix for the reading comprehension section of the 
IAUEPT. They took the following steps to develop a Q-matrix. First, an initial Q-matrix was developed 
on the basis of L2 reading comprehension theories, previous studies on the application of CDMs to L2 
reading comprehension, and brainstorming of four experienced university instructors (referred to as 
expert judges) with at least ten years of experience to determine the association between each item and 
its required attributes. Second, the initial Q-matrix was empirically validated using the strategy 
recommended by de la Torre and Chiu (2016). The modifications for the initial Q-matrix suggested by 
the software were carefully evaluated by the instructors. The suggested modifications were applied in 
the Q-matrix if they accorded to theories of reading comprehension and test domains; otherwise, they 
were disregarded. Boori et al. (2023) also checked the mesa plots for the suggestions as well as the 
Heatmap plot for identifying dependency between item pairs. Furthermore, the fit of the G-DINA model 
based on the initial Q-matrix was checked. After applying theoretically sound suggestions, a final Q-
matrix was developed. Boori et al. (2023) explored five attributes underlying the reading 
comprehension section of the IAUEPT: vocabulary (VOC), grammar (GRM), making an inference 
(INF), understanding specific information (USI), and identifying explicit information (IEI). Table 1 
demonstrates the final Q-matrix. For a detailed process of Q-matrix construction and validation, refer 
to Boori et al. (2023). 
 
Table 1. 
Final Q-matrix 

 
4. Data Analysis 

The GDINA package version 2.8.8 (Ma et al., 2022) in R (R Core Team, 2022) was used to 
analyze the data. For this study, a two-stage analysis method was adopted. The GDINA package can 
generate a set of fit indices which can be employed to examine the extent to which the model fits the 
data (absolute fit statistics) or compare several models with each other to choose the best fitting model 

Items VOC GRM INF USI IEI 

  1 1 0 0 1 1 
  2 1 0 0 1 1 
  3 1 0 0 1 1 
  4 1 0 0 0 1 
  5 1 0 0 1 0 
  6 1 0 1 0 0 
  7 1 1 0 0 1 
  8 1 1 0 0 1 
  9 1 1 0 0 1 
10 1 1 0 0 1 
11 1 1 0 0 1 
12 1 1 0 1 0 
13 1 1 0 0 1 
14 1 1 0 0 1 
15 1 0 1 0 0 
16 1 1 0 1 1 
17 1 1 0 0 1 
18 1 1 0 0 1 
19 1 1 0 0 1 
20 1 1 0 0 1 
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(relative fit statistics). In the first stage, several absolute fit statistics were employed to compare the fit 
of the constrained models to the data against the G-DINA model at test-level. The following absolute 
fit indices were evaluated: (1) M2 (Chen & Thissen, 1997) is an averaged difference between the model-
predicted and observed item response frequencies. A p-value higher than 0.05 indicates that the test 
items are independent, and the model has adequate fit to the data (Hu et al., 2016); (2) RMSEA2 (the 
root mean square error of approximation fit index for M2) is a measure of discrepancy between the 
observed covariance matrix and model-implied covariance matrix for each degree of freedom (Chen, 
2007, p. 467). Values below 0.05 show satisfactory fit (Maydeu-Olivares & Joe, 2014). According to 
Hooper et al. (2008), models with RMSEA2 values less than 0.06 are models with sufficient fit; (3) The 
standardized root mean squared residual (SRMSR) is the square root of the sum of the squared 
differences of the observed correlation and the model-expected correlation of all item pairs (Chen, 
2007). As argued by Maydeu-Olivares (2013, p. 84), values less than 0.05 indicate insignificant amount 
of misfit. Hu and Bentler (1999), however, showed that an ideal range for SRMSR is between 0 and 
0.08. Overall, since there are no clear-cut criteria for most of the absolute fit statistics, researchers have 
argued that comparing the values of absolute fit statistics across a variety of CDMs can provide valuable 
information (Kunina-Habenicht et al., 2012; Lei &amp; Li, 2016). 

The fit of the G-DINA, as a general model, was also compared against a set of constrained 
CDMs like the DINO, DINA, LLM, A-CDM, and RRUM. The models were evaluated in terms of 
several relative fit indices: (1) log-likelihood is a function of sample size used to compare the fit of 
different coefficients (β). A higher value is better due to the presence of a tendency for maximizing the 
log- likelihood; (2) Akaike Information Criterion (AIC; Akaike, 1974) is used to select the best fitting 
model between non-nested models; and (3) Bayesian Information Criteria (BIC; Schwarz, 1978) is used 
to choose the best model between non-nested models. Models which have smaller information criteria 
are selected. 

In the second stage, after exploring the most optimal model, the test takers’ attribute mastery 
profiles, classification accuracies, and tetrachoric correlations between L2 reading attributes were 
examined. Finally, general and specific models were compared at item-level to evaluate whether, using 
the Wald test, the constrained models can replace the general model, e.g., the G-DINA model, without 
substantially losing model-data fit for each item. A main feature of general CDMs is that they permit 
each item to select the best model that best fits it. According to Ma et al. (2016), the Wald test statistic 
is calculated for each reduced model and then, when the p value is lower than 0 < 0.05), the reduced 
model is not supported, and the G-DINA model is picked. However, when multiple reduced models are 
supported, and the DINA or DINO models are one of the retained models, the DINA or DINO model 
with the larger p-value is chosen as the best model. Nevertheless, if the DINA or DINO are not retained, 
the constrained model with the largest p-value is selected as the best model for this item. Bear in mind 
that when the p-values of several constrained models are greater than 0.05, the DINA or DINO models 
are preferred over the reduced models (e.g., A-CDM, LLM, and RRUM) due to their simplicity. 
 

5.    Results 

5.1  Relative and Absolute Fit Statistics 

The relative and absolute fit indices of the five constrained models against the G-DINA model are 
summarized in Table 2. Column two shows that the G-DINA model estimated 183 item parameters, 
DINA and DINO 71 parameters, and the A-CDM, LLM, and RRUM 108 parameters, indicating that 
the DINA and DINO are parsimonious models, and the G-DINA is the most complex model. In relation 
to the loglike and AIC, the lowest values were for the G-DINA, followed by the LLM, RRUM, A-CDM, 
DINA, and DINO. Because the G-DINA is a saturated model, its better fit was expected because the 
AIC always favors the saturated and more complex model (Li et al., 2015). With regard to the BIC, the 
LLM had the lowest value, and the RRUM was the closest model to it, succeeded by the A-CDM, G-
DINA, DINA, and DINO. As argued by Li et al. (2015), the BIC prescribes a large penalty for more 
highly parameterized models, and this is the main reason why the value of the G-DINA model was high. 
Concerning M2 and SRMSR, the G-DINA had the best performance among the competing models, 
succeeded by the LLM, RRUM, A-CDM, DINO, and DINA. Also, the G-DINA had the lowest value 
in terms of SRMSR, followed by the RRUM and LLM. The DINA and DINO were the worst models, 
respectively. Finally, the last three rows show the results of the likelihood ratio test (LRT). The p-values 
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showed that none of the reduced models had equal fit as the G-DINA model, indicating that the G-
DINA can better describe the structure of the test. The G-DINA model was thus selected for further 
analyses. 

Table 2.  
Relative and Absolute Fit Indices 

 G-DINA DINA DINO A-CDM LLM RRUM 

NPAR 183 71 71 108 108 108 

logLik -13347.41 -13803.10 -13808.16 -13578.85 -13505.77 -13539.83 

AIC 27060.81 27748.20 27758.33 27373.71 27227.54 27295.66 

BIC 27984.83 28106.70 28116.82 27919.03 27772.86 27840.98 

M2 (p) 31.7 
(0.245) 

526 (0) 517 (0) 253 (0) 197 (0) 198 (0) 

SRMSR 0.0308 0.0559 0.0551 0.0403 0.0367 0.0364 

RMSEA2 0.0122 0.0492 0.0486 0.0359 0.0284 0.0285 

RMSEA2. 

CI1 

0 0.0448 0.0441 0.0304 0.0224 0.0225 

RMSEA2. 

CI2 

0.0271 0.0537 0.0531 0.0415 0.0343 0.0344 

Chisq 
- 911.38 921.51 462.89 316.73 384.84 

df - 112 112 75 75 75 

p-value 
- <0.001 <0.001 <0.001 <0.001 <0.001 

Note. NPAR = Number of parameters 
 
5.2 Attribute Accuracy 

Table 3 provides the classification accuracy (CA) at test- and attribute-level. CA refers to “the 
degree to which the classification of student latent classes based on the observed item response patterns 
agrees with students’ true latent classes” (Cui et al., 2012, p. 23). In fact, it indicates to what extent 
examinees are precisely grouped into their true latent classes. As given in Table 3, the value of test-
level accuracy is 0.77, suggesting a satisfactory accuracy of the test. The values of CA at attribute-level 
for the G-DINA were also higher than 0.85. This indicates a high degree of accuracy in classifying 
examinees into different (Cui et al., 2012; Wang et al., 2015). 

 

Table 3. 
Test- and Attribute-Level Accuracy 

 
5.3 Attribute Mastery Profiles 

CDMs generally classify test takers into 2𝑘 latent classes on the basis of the total number of 
attributes. For the present study, regarding the number of attributes, there exist 32 latent classes (25 = 
32). In Table 4, 1s indicate that examinees have mastered the requisite attributes, and 0s show that 

 Attribute-level Accuracy    Test-level  

   Accuracy 
G-DINA 

VOC GRM INF USI IEI 

0.95 0.89 0.96 0.90 0.87 0.77 
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examinees have not mastered the necessary attributes. As an illustration, the profile [01011] 
demonstrates that the examinee has mastered the second, fourth, and fifth attributes (e.g., GRM, USI, 
IEI), and the first and third attributes (e.g., VOC and INF) have not been mastered by the examinee. As 
Table 4 presents, a large proportion of examinees have been classified into latent classes 25, 12, and 10 
with 46%, 8%, and 8% attribute probabilities, respectively. 
 
Table 4. 
Proportion of Attribute Profile Patterns 

 
 
5.4 Attribute Prevalence 

Table 5 gives the difficulty of the four attributes. As it can be seen, making an inference (INF) 
and vocabulary (VOC) were the most difficult reading attributes for the test takers of the IAUEPT exam 
because about 9% and 29% of the test takers have not mastered these attributes, respectively. However, 
understanding specific information (USI) has been mastered by about 77% of the test takers which 
suggest that it is the easiest attribute, followed by the grammar (GRM) and identifying explicit 
information (IEI) with 69% and 67% attribute probabilities, respectively.  
 
Table 5. 
 Attribute Prevalence 

 
5.5 Tetrachoric Correlations of L2 Reading Attributes 

Table 6 shows the tetrachoric correlations among L2 reading attributes entailed in the reading 
section of the IAUEPT test. As can be seen, there are mostly negative correlations between the attributes, 
ranging from weak to moderate. There is a moderate negative correlation coefficient between INF and 
USI (-0.67), followed by INF and IEI (-0.62). On the contrary, there exists a strong positive correlation 

Latent Class 
Attribute 

Profile 
G-DINA Latent Class 

Attribute 

Profile 
G-DINA 

  1 00000 0.029 17 11100 0.000 
  2 10000 0.000 18 11010 0.069 
  3 01000 0.016 19 11001 0.004 
  4 00100 0.008 20 10110 0.000 
  5 00010 0.054 21 10101 0.000 
  6 00001 0.022 22 10011 0.061 
  7 11000 0.000 23 01110 0.006 
  8 10100 0.040 24 01101 0.009 
  9 10010 0.000 25 01011 0.460 
10 10001 0.083 26 00111 0.000 
11 01100 0.008 27 11110 0.000 
12 01010 0.084 28 11101 0.000 
13 01001 0.000 29 11011 0.024 
14 00110 0.011 30 10111 0.000 
15 00101 0.000 31 01111 0.000 
16 00011 0.000 32 11111 0.010 

Attributes Attribute Probability 1 

Vocabulary 0.293 

Grammar 0.690 
Making an Inference 0.095 

Understanding Specific Information 0.778 

Identifying Explicit Information 0.671 
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between GRM and USI (0.84). This can be considered that if an examinee has a good performance on 
GRM, he/she has a higher probability to have a good performance on USI as well and vice versa. 
 
Table 6. 
Tetrachoric Correlations between L2 Reading Attributes 

 VOC GRM INF USI IEI 

VOC  1.00     
GRM -0.66  1.00    
INF  0.36 -0.46  1.00   
USI -0.53  0.84 -0.67 1.00  
IEI -0.11  0.32 -0.62 0.26 1.00 

 
5.6 Item-level Model Fit 

The results of item-level model selection is demonstrated in Table 7. It can be seen that because 
all items of the test are multi-attribute (e.g., each item entails more than one attribute), some items 
variously selected reduced CDMs. In other words, for some items, the G-DINA model can be replaced 
by reduced CDMs without considerable loss in model data fit for each item. As can be seen, nine items 
picked the RRUM (e.g., Items 1, 7, 8, 9, 13, 14, 15, 16, and 19), eight items picked the G-DINA (e.g., 
Items 2, 5, 10, 11, 12, 17, 18, and 20), and three items picked the LLM (e.g., Items 3, 4, and 6). 
 
Table 7.  
Model Selection at Item-level 

Items Attributes DINA DINO 
A-

CDM 
LLM RRUM 

Selected 

Model 

  1 VOC-USI-IEI 0.000 0.000 0.000 0.505 1.000 RRUM 

  2 VOC-USI-IEI 0.000 0.000 0.000 0.000 0.000 G-DINA 

  3 VOC-USI-IEI 0.000 0.000 0.005 0.999 0.961 LLM 

  4 VOC-IEI 0.000 0.000 0.005 0.434 0.003 LLM 

  5 V0C-USI 0.000 0.000 0.003 0.035 0.027 G-DINA 

  6 VOC-INF 0.000 0.000 0.674 0.996 0.091 LLM 

  7 VOC-GRM-IEI 0.000 0.000 0.000 0.720 1.000 RRUM 

  8 VOC-GRM-IEI 0.000 0.000 0.000 1.000 1.000 RRUM 

  9 VOC-GRM-IEI 0.000 0.000 0.052 1.000 1.000 RRUM 

10 VOC-GRM-IEI 0.000 0.000 0.000 0.000 0.001 G-DINA 

11 VOC-GRM-IEI 0.000 0.000 0.000 0.000 0.000 G-DINA 

12 VOC-GRM-USI 0.007 0.000 0.000 0.010 0.033 G-DINA 

13 VOC-GRM-IEI 0.000 0.000 0.000 0.163 0.641 RRUM 

14 VOC-GRM-IEI 0.000 0.000 0.000 1.000 1.000 RRUM 

15 VOC-INF 0.000 0.000 0.102 0.116 0.980 RRUM 

16 
VOC-GRM-USI-   
IEI 0.000 0.000 0.000 0.000 0.413 RRUM 

17 VOC-GRM-IEI 0.000 0.000 0.002 0.012 0.014 G-DINA 

18 VOC-GRM-IEI 0.000 0.000 0.000 0.000 0.003 G-DINA 
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19 VOC-GRM-IEI 0.000 0.000 0.000 0.952 1.000 RRUM 

20 VOC-GRM-IEI 0.000 0.000 0.000 0.003 0.000 G-DINA 

 
6.   Discussion 

The purpose of the present study was to firstly identify the most optimal CDM which can better 
explain the way attributes that underlie the reading comprehension section of the IAUEPT interact to 
yield correct responses, and then identify strong and weak points of the reading proficiency of the test 
takers. For the first purpose, the G-DINA model was compared against the other five models mentioned 
above. The model comparison was conducted with regard to absolute and relative fit indices. The G-
DINA had the best performance on the basis of almost all the statistics, followed by the LLM, RRUM, 
A-CDM, DINA, and DINO. The p-values for LRT revealed that none of the reduced models had 
sufficient fit to the data compared to the G-DINA model. This indicates that, for the entire test, the G-
DINA was the preferred model, so it was selected for further analyses. The analysis of the accuracy of 
the classification at the two levels of the attributes and the test confirmed the adequate fit of the G-DINA 
model. The results showed high and acceptable values for both levels, suggesting the precise 
classification of the examinees. 

As the analysis of the attribute mastery profiles showed, the reading section of the IAUEPT 
exam has adequate diagnostic power to differentiate between those examinees who have mastered the 
necessary attributes and those who do not across all the items because only a low proportion of 
examinees have been put into the flat profiles. This is in disagreement with earlier research on L2 
reading (e.g., Chen & Chen, 2016; Ravand, 2015) which reported that the two “flat” attribute mastery 
profiles (e.g., “non-master of all attributes” and “master of all attributes”) were the most common 
classes. Lee and Sawaki (2009b) argued that when there exist high positive correlations among 
attributes, and the test is unidimensional, flat profiles appear. The reading comprehension part of the 
test could partition test takers into various classes in the current research. 

 Moreover, the results of the study showed that making an inference (INF) and vocabulary 
(VOC) are the hardest attributes, and understanding specific information (USI) is the easiest one, 
followed by grammar (GRM) and identifying explicit information (IEI). Some researchers have argued 
the presence of a hierarchical association among reading attributes (Baghaei & Ravand, 2015; Ravand, 
2015). Harding et al. (2015) state that making an inference, understanding main idea, identifying explicit 
information, and understanding detailed information are higher-level attributes, and vocabulary and 
grammar are the lower- level reading comprehension attributes. For this reason, since INF requires 
understanding both explicit and implicit meanings of a given text and thus involves higher level 
processing of information, it can be assumed to be a hard attribute for the test takers (Grabe, 2009). 
However, the second most difficult attribute was VOC which is not in accordance with earlier studies. 
This could be due to the structure of the reading comprehension section of the IAUEPT exam because 
most of the items require vocabulary knowledge. Another reason might be the fact that most IAUEPT 
test takers have very poor knowledge and ability in English, especially vocabulary. They are in fact the 
beginners who are expected to pass an upper-intermediate test without any systematic and pedagogically 
adequate training. In fact, test takers are expected to have a large repertoire of lexical knowledge to be 
able to respond correctly to the given items. Furthermore, another finding of the present study which 
diverges with previous studies is that the USI as a higher level reading attribute was the second easiest 
attribute. The easiness of the USI can be attributed to the co-existence of this attribute and IEI in most 
of the IAUEPT test items and format of the items which tap the ability of test takers to find specific 
information. In other words, test items which require the presence of the USI are not powerful enough 
to make a distinction between the two attributes. 

 In addition, the results of tetrachoric correlations showed that there are mainly weak to moderate 
negative correlation coefficients between reading attributes. This can be considered as evidence that a 
test taker requires to have a mastery of all the attributes tapped by an item to get the item right. On the 
other hand, there was a strong positive correlation between GRM and USI. This indicates that if a test 
taker has a good performance on GRM, he/she has a higher probability to have a good performance on 
USI as well and vice versa. 
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 Finally, the results of model selection at item-level indicated that for all items of the test which 
require more than one attribute, three items picked the LLM (e.g., Items 3, 4, and 6), eight items selected 
the G-DINA (e.g., Items 2, 5, 10, 11, 12, 17, 18, and 20), and nine items selected the RRUM (e.g., Items 
1, 7, 8, 9, 13, 14, 15, 16, and 19). This finding agrees with earlier research on L2 reading which 
suggested a combination of interactions among L2 reading attributes (Li et al., 2015). An important 
piece of information for the analysis at item-level is that some items that tap multiple attributes selected 
the G-DINA as the best fitting model. 

 Another noteworthy point is that none of the items picked the A-CDM, DINA, and DINO 
models. This tells us that the modeling structure of these three models do not fit the reading section of 
the IAUEPT test, of course with this Q-matrix and dataset. In the A-CDM, it is assumed that the mastery 
of each attribute additively augments the probability of success, and defect in an attribute can be 
compensated for by the mastery of other attributes. 

 Furthermore, the DINA and DINO models are too restrictive for explaining reading 
comprehension attributes (Yi, 2017; Li et al., 2015). DINA is considered as an overly restrictive and 
non-compensatory model in the sense that a test taker must possess all the attributes that are required to 
give a correct answer. The examinee cannot succeed if he/she has possessed only one of the required 
attributes. On the other hand, the DINO is considered as the most extreme case of compensation in the 
sense that an examinee who possesses only one of the required attributes has the same probability of 
success as examinees who possess all the required attributes. In the DINO model, the presence of only 
an attribute can make up for the non-mastery of the other attributes. The results in the present study 
suggest that these two parsimonious models are too simple to describe the structure of the reading 
section of the IAUEPT exam, that is, L2 reading comprehension cannot be limited to two extreme cases 
of compensatory and non-compensatory manner. 

7. Conclusion 

The findings of this study have numerous implications in terms of both theory and practice for 
all stakeholders. Theoretically, the findings will extend the literature on retrofitting existing non-
diagnostic tests, especially on Iranian high-stakes tests, with the application of CDMs, and diagnosing 
candidates of IAUEPT exam. Understanding the nature of attributes that underlie L2 reading 
comprehension would also allow researchers to develop more logical and robust reading comprehension 
theories and models (Buck & Tatsuoka, 1998). 

Pedagogically, all educational scholars and stakeholders can benefit from the results of the 
present study. For example, test developers can use the results of this study to construct items which 
can provide better and more detailed diagnostic information about the performance of test takers on the 
IAUEPT test. The diagnostic information provided by this study can help teachers in preparation courses 
and colleges to pay more attention to attribute mastery probabilities for individual candidates and overall 
groups. Teachers can use such information to tailor or improve their lesson plans to satisfy the needs of 
candidates with various proficiency levels, provide effective educational materials or enhance the 
quality of them so as to help individual candidates to reduce and remove their weaknesses, and 
ultimately improve the process of teaching and learning. More importantly, students themselves can 
take advantage of the current study’s results. Giving feedback to learners is the major purpose of 
diagnostic testing (Harding et al., 2015). Diagnostic feedback enables students to understand the strong 
and weak points of the reading proficiency of the test takers in different attributes of L2 reading 
comprehension to adopt some strategies for the purpose of improving their reading comprehension 
ability. As Black and Wiliam (1998) highlighted, diagnostic feedback should be descriptive and 
interpretable to allow examinees to make the gap between their current proficiency level and their 
desired level smaller. 

Like every other research, this research also encountered some limitations. One limitation is 
that we utilized a non-diagnostic test in this research to elicit diagnostic information about the 
performance of test takers on a large-scale test. As Jang (2009) noted, this retrofitting analysis of existing 
tests is problematic because the inferences made based on test takers’ attribute mastery profiles would 
be unreliable. However, Lee and Sawaki (2009a) argued that retrofitting existing non-diagnostic tests 
could save time and budget for developing a cognitive diagnostic test. It is highly recommended for 
future studies to design true diagnostic tests based on a CDA framework. 
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The second limitation is that the researcher did not have access to the subjects’ demographic 
information such as age, gender, educational background, field of study, and language learning profile. 
The demographic information could have allowed researchers to examine differential item functioning 
(DIF). Having access to the results of all the subjects taking the same version of the test or other versions 
of the test and comparing the acquired diagnostic information from different administrations would offer 
more reliable and beneficial results. 

One area for further investigation is how characteristics of examinees, such as gender, learning 
style, proficiency level, etc., and grain size of attributes can impact the efficiency of diagnostic feedback. 
In a similar vein, it is recommended for studies focusing on model comparison to include both low and 
high levels of proficiency in order to examine whether the inter-attribute relationships differ across 
various proficiency levels (Ravand & Robitzsch, 2018). As stated by Alderson (2000), reader and text 
variables are the main two factors which affect reading comprehension. When the reading passage is 
used for assessment purposes, test-related factors as another important source that affects reading 
comprehension is also involved (Ravand & Robitzsch, 2018, p. 20). 

The final recommendation is that future studies can empirically investigate the effect of 
providing diagnostic information to all stakeholders. Due to logistical problems and the use of a 
borrowed dataset, this study was not able to give a diagnostic report to all test takers. Future studies can 
examine to what extent diagnostic feedback could help stakeholders. According to Cumming (2015, p. 
414), “instructors and administrators charged with preparatory or supplementary courses or other 
activities are the people who truly need detailed, relevant, and valid information from diagnostic 
language assessments to design, implement, evaluate and refine their courses or other activities.” 
Providing stakeholders with diagnostic information would allow them to adopt some strategies to 
remedy weaknesses. 
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