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Abstract: Bayesian Networks (BNs) are probabilistic graphical statistical models 
that have been widely used in many fields over the last decade. This method, which 
can also be used for educational data mining (EDM) purposes, is a fairly new 
method in education literature. This study models students' science success using 
the BN approach. Science is one of the core areas in the PISA exam. To this end, 
we used the data set including the most successful 25% and the least successful 
25% students from Turkey based on their scores from Program for International 
Student Assessment (PISA) survey. We also made the feature selection to 
determine the most effective variables on success. The accuracy value of the BN 
model created with the variables determined by the feature selection is 86.2%. We 
classified effective variables on success into three categories; individual, family-
related and school-related. Based on the analysis, we found that family-related 
variables are very effective in science success, and gender is not a discriminant 
variable in this success. In addition, this is the first study in the literature on the 
evaluation of complex data made with the BN model. In this respect, it serves as a 
guide in the evaluation of international exams and in the use of the data obtained. 

1. INTRODUCTION 
The world is constantly changing with technological developments. In today's technology-
oriented society, especially success in science is directly related to understanding and applying 
basic scientific knowledge and ensuring the scientific progress of the country by utilizing 
science and technology in daily life (OECD, 2019a, 2019b). People in 21st century, have to 
solve a continuous series of daily problems for living in the today's world (Gilbert et al., 2000). 
International exams such as Program for International Student Assessment (PISA) and Trends 
in International Mathematics and Science Study (TIMSS) measure and compare the science 
successes of the countries. 
PISA has an important impact on educational systems and policies (Deng & Gopinathan, 2016). 
A functional and well-structured educational system is the way to increase achieving future 
goals set by a country (Sağlam & Aydoğmuş, 2016). The development levels of societies are 
closely related to the education their students receive. Quality education increases career 
opportunities, affects economic and cultural development and helps people to increase their 
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social status. Determining the factors that enhance the quality of education and improving those 
factors influences the international success of a country.  
International exams measure many factors that affect student success. These exams enable 
educational authorities in countries to not only assess students' achievements against basic 
educational standards but also compare the results with those of other countries (Gamazo & 
Martínez-Abad, 2020; Schleicher, 2019). Assessments in international exams help us explore 
the relationships between student achievement and students themselves, as well as between 
student achievement and both schools and education systems. By identifying the factors that 
influence student success, stakeholders can take necessary steps to increase the levels of low 
achievement in education  (Aşkın & Öz, 2020). It is important to determine the functioning or 
problematic parts of the education system according to scientific data. Thus, shaping future 
education policies according to the available data will increase the quality of education (Üstün 
et al., 2020).  Researchers have conducted numerous modeling studies using data derived from 
international exams. Furthermore, the literature has explored various studies examining the 
factors that influence academic success (Altun & Kalkan, 2019; Carnoy et al., 2015; Chen et 
al., 2019; Gamazo & Martínez-Abad, 2020; Karakoç Alatlı, 2020, 2020; Kilic Depren, 2018; 
Kiray et al., 2015; Kjærnsli & Lie, 2004; Lee & Shute, 2010; Rastrollo-Guerrero et al., 2020; 
Sebastian et al., 2017; Sheldrake et al., 2017; Sirin, 2005; Tang & Zhang, 2020; Topçu et al., 
2015; Torrecilla Sánchez et al., 2019; Yip et al., 2004; Yıldırım, 2012). However, researchers 
face difficulty in modeling the complex relationships (Kiray et al., 2015; Lee & Shute, 2010)  
between the variety of factors that impact success (Martínez Abad & Chaparro Caso López, 
2017). Choosing the appropriate modeling strategy ensures that the findings are a source for 
educational systems (Aşkın & Öz, 2020). 
Successful modeling results were obtained using EDM. The biggest advantages of EDM 
methods are that they can work with complex related data sets and do not have restrictive 
statistical assumptions such as variance homogeneity and linearity (Sinharay, 2016). EDM, the 
use of classical data mining techniques in education (Baker & Yacef, 2009; Romero & Ventura, 
2010; Shin & Shim, 2021), provides practical information for educational policy makers and 
researchers in increasing success (Peña-Ayala, 2014; Romero & Ventura, 2010). In this study, 
Bayesian Networks (BN), an EDM approach used in few studies in the educational literature, 
was preferred to model the relationships of variables affecting high and low science success 
scores. BN create graphical models of the dependency relations of all variables (Nielsen & 
Jensen, 2009).  Unlike other machine learning models, BN enables queries which explicitly 
reveal variables’ cause-effect relationships (Pearl, 2014). So, BN provides an advantage over 
other machine learning methods in revealing complex relationships (Karaboga et al., 2021). 
1.1. Research Problem 

According to the PISA 2018 results, Turkey increased its performance in all fields compared 
with the 2015 results, but remained below the average of the OECD countries. Based on the 
2018 PISA results, Turkey has an average of 468 points in science and OECD average is 489 
points. The country became 39th in science with this score. However, Turkey ranked 54th 
among 72 countries in science in PISA 2015.  According to the OECD's report, Turkey was the 
only country to experience improvement in all three areas, in despite of the number of students 
in the 15-year-old group increased significantly between 2003 and 2018 (MEB, 2019). 
Despite the significant structural changes made in the Turkish education system, the desired 
level of success could not be reached in international exams such as PISA. For this reason, in 
order to achieve a higher performance, factors influencing success should be determined and 
Turkey should focus on areas of improvement to obtain better results from international exams 
for years to come. We used the BN model to identify key factors for improving students' science 
success in international exams, as we believe it is an effective tool for this purpose. 
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BNs are used in different applications in education literature. Researchers have used BN for 
various purposes in EDM such as  predicting student proficiency levels (Almond & Mislevy, 
1999; Desmarais & Baker, 2012), predicting course performance (Xing et al., 2021; Zwick & 
Lenaburg, 2009), smart classroom applications (Saini & Goel, 2019), evaluation of intelligent 
tutoring systems (Ramírez-Noriega et al., 2021), student knowledge assessment system (Levy, 
2016; Millán et al., 2013; Xing et al., 2021), cognitive diagnostic modeling (Almond et al., 
2007) and educational assessment (Culbertson, 2016). But, only one  BN study using the PISA 
data to investigate the relationship of influential factors with mathematics achievement  
conducted by Tingir and Almond  (2017) was found. However, we could not find any study in 
the literature on science achievement. 
This study seeks to contribute to the literature on modeling science success by using BN with 
pre-determined variables. Initially, a BN model was developed with these variables, but it was 
found to be difficult to interpret the model structure and the interrelationships between 
variables. In order to create a more comprehensible and practical model, we utilized feature 
selection to identify the most effective variables and reduce their total number. It is noteworthy 
that BN with feature selection has not been previously applied to PISA data to determine the 
factors influencing science success and their interrelationships. As such, we conducted a 
comparative analysis of two distinct BN models for science success using PISA 2018 Turkey 
data, with one model including all variables and the other model including only selected 
features. This study is the first of its kind to examine the combined use of feature selection and 
BN modeling in evaluating science success. The BN model we developed evaluates student 
science success in PISA 2018 by modeling complex relationships among science-effective 
variables. Compared to other statistical models, BN offers advantages by transforming complex 
relationships into interpretable knowledge. We argue that our research will have significant 
implications for evaluating studies using educational data sets. 
1.2. Research Focus 

In this study, the following research questions guided the study to investigate the factors 
affecting the science success of Turkish students in PISA 2018: 

1. What are the factors affecting students' science success? 
2. Do the factors affecting students' science success differ according to their high and low 

success levels? If so, what are the factors that increase success? 
3. Is there any performance difference between the two models in terms of science success? 
4. Are there any performance differences between male and female students in models? 
5. What measures will raise the success level of Turkish students in science? 

2. METHOD 
In this section, we summarized the sample and explain the steps of the BN design with feature 
selection methods used to model science success with success-related feature interactions. We 
describe the implementation stages of the study in Figure 1. 
In the first step, we preprocessed the data for BN modelling. The second step, we created the 
first BN model after the determination of the data related to science success. In the next step, 
we evaluated the relations in the BN model and obtained results. Considering the obtained 
results, the next step was feature selection. After this step, we created a second BN model with 
the selected features. In the last step, we compared the obtained results for these two models 
and evaluated their implications. 
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Figure 1. Graphical representation of research process. 
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2.1. Research Sample 

The OECD has conducted PISA every 3 years since 2000. The PISA test consists of school, 
student, and teacher questionnaires. We employed student's school, family and individual 
evaluations in our study. In the questionnaire data set, besides demographic variables such as 
gender and age of the student, there are also indexes such as socio-economic status, family 
wealth, highest parental occupational status which were constructed through Item-Response 
Theory (OECD, 2019a).  
In statistical analysis, missing values should be excluded from the dataset. Thus, 4276 students 
who remained after the missing values were eliminated. After that, 2138 students representing 
the most successful 25% and the least successful 25% were included in the analysis. In the 
analysis, personal variables such as the students gender and study time as well as school and 
family variables were used. In order to work with BN, the data was discretized (Nojavan et al., 
2017; Yang & Webb, 2002). Modeled variables are shown in Table 1. 
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Table 1. Student-related model variables 

  Code Label Variable 
Type 

Q1 ATTLNACT Attitude toward school  Student 
Q2 BEINGBULLIED Student experience of being bullied Student  
Q3 BELONG Sense of belonging to school Student 
Q4 CLSIZE Class size School 
Q5 COMPETE Competitiveness Student 
Q6 CREACTIV The index of creative extracurricular activities at 

school School 

Q7 EDUSHORT The scale of the shortage of educational material School 
Q8 EMOSUPS Parents' emotional supports perceived by students Parental 
Q9 ESCS Economic, social and cultural status index Parental 
Q10 EUDMO Eudaemonia: meaning in life Student 
Q11 GFOFAIL The general fear of failure Student 
Q12 HISCED Highest parental education Parental 
Q13 HISEI Highest parental occupational status index Parental 
Q14 IC150Q03HA Digital devices using time during science lessons (In 

a typical week) School 

Q15 ICTHOME ICT available at home Parental 
Q16 MASTGOAL Mastery goal orientation Student 
Q17 PARED Highest parental education in years of schooling in-

dex Parental 

Q18 PERCOMP Perception of competitiveness at school Student 
Q19 PERCOOP Perception of cooperation at school Student 
Q20 RESILIENCE Resilience Student 
Q21 ST004D01T Student gender Student 
Q22 STAFFSHORT The scale of staff shortage Student 
Q23 STRATIO The  student-teacher ratio School 
Q24 STUBEHA Student behavior hindering learning Student 
Q25 SWBP Subjective well-being: Positive effect Student 
Q26 TEACHBEHA Teacher behavior hindering learning School 
Q27 TEACHINT Perceived teacher interest School 
Q28 TMINS Total learning time (minutes per week) Student 
Q29 SUCCESS Science Success (lowest 25% and highest 25%) Dependent 

2.2. Bayesian Network 

Bayesian Networks (BN) are statistical models that graphically display the common probability 
distributions of variables in addition to their dependency relations of variables (Nielsen & 
Jensen, 2009). In a BN model, variables are represented as nodes and relationships between 
variables are represented as edges. Edges are oriented as one-way arrows and indicate the 
structure of the network. Structure of the BN is specified as DAG (Directed Acyclic Graph) 
(Neapolitan, 2009). The established DAG structure can be used to make inferences on the 
parameters of the model using mathematical equations. In other words, the most important 
feature of BN is the ability to update the probabilities of each node in the entire model with new 
information  (Sener et al., 2019). 
As a graphical model, the DAG structure is shown as G=(A, B), where A is the set of nodes and 
B is the set of edges that provides the nodes’ connections. In a BN -containing the variable M- 
each node X is associated with the conditional probability distribution of the corresponding 
variable considering its parents. The conditional probability of a node is given in Equation 1. 
This probability value is called conditional probability distribution when the 𝑝𝑎(𝑋𝑖) values of 
the X node are given. 
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( )( ) ( )|          1, , ; ip X pa X i M M A=        (1) 

The joint probability distribution calculated for the 1( ,..., )MX X  nodes in the whole model is 
given in Equation 2. 

( ) ( )( )1, ,  |M i i
i A

p X X p X pa X


 =      (2) 

The contribution of variables to the model originates from the conditional probability values, 
which are calculated when 𝑝𝑎(𝑋𝑖) is given. 
2.3. Feature Selection 

Feature selection methods play an important role in machine learning, particularly in situations 
where the number of features is high relative to the number of observations. The feature 
selection aims to identify the most relevant and informative subset of features, which can 
improve the model's accuracy, reduce overfitting, and enhance interpretability. In this study, 
we used correlation-based feature selection named the CFS subset algorithm. 
Correlation is one of the most important indicators showing the relationship between two 
variables. One popular feature selection algorithm is the Correlation-based Feature Selection 
(CFS) algorithm. CFS subset algorithm was introduced by Hall (1999a). CFS is a filter method 
that evaluates the features based on their correlation with the class variable and with each other. 
CFS aims to identify features that are highly correlated with the class variable while minimizing 
redundancy among the features. The CFS algorithm works by calculating a merit score for each 
feature, which is based on the correlation between the feature and the class variable, as well as 
the correlation between the feature and the other features. The merit score is used to rank the 
features, and a subset of the top-ranked features is selected. CFS is effective in improving the 
performance of machine learning algorithms by reducing the number of irrelevant and 
redundant features. This algorithm selects features with low correlation between them and high 
correlation between class tags (Hall, 2000). The CFS selection coefficient - the equation is the 
standardized Pearson correlation of all variables- was calculated for each subset (Hall, 1999b). 
2.4. Classification Criteria 

In this study, accuracy, F-Measure, Mean Absolute Percentage Error (MAPE), Kappa (κ), Root 
Mean Square Error (RMSE), and ROC area were used in the evaluation of model performance. 
Accuracy is the overall correct classification rate in the positive and negative cluster which is 
one of the most common performance measure (Ferri et al., 2009). F-measure is the harmonic 
mean of correctly classified positive and negative values (Hossin & Sulaiman, 2015). The 
Kappa coefficient deals with the prediction performance of an algorithm. The closer the Kappa 
coefficient is to 1, the higher predictive performance of the model. The MAPE value could 
measure the difference between the expected and predicted results. The MAPE value of models 
with high predictive performance converges to zero. The RMSE is a quadratic metric that 
measures the magnitude of error by finding the distance between predicted and actual values. 
RMSE is a measure of how far these errors are propagated.  
 The ROC area namely ‘Area under the receiver operating curve (AUC) value’ measures the 
ability of the model to avoid errors during class estimation. The AUC is closely related to 
specificity and sensitivity values. This value is a measure used in conjunction with the ROC 
curve to show whether a perfect classification has been made (Marsland, 2015). 
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3. RESEARCH RESULTS 
It is not only variables related to students themselves that affect their science success but family 
and school-related variables are closely related to their success (Kilic Depren, 2018). Variables 
are grouped under three sub-headings: variables about the student themselves, variables about 
his/her family, and variables about his/her school. In the first stage, these variables are discrete 
to be used in Bayesian networks. Therefore, we preferred the quantile discretization method 
commonly used in discretizing (Lima, 2014; Ropero et al., 2018). 
We utilized academic version of the GeNIe program for BN modeling and we preferred k-fold 
cross-validation method for model evaluation (BayesFusion, 2017). The quartile values were 
used to discretize the variables. Thus, the variables were represented in 4 different ways from 
Q1 to Q4 (very low, low, high, very high). The greedy tick thinning algorithm was used in the 
analysis. In this technique, the data set is divided into k parts; k-1 parts of the data are used for 
training and the other part of the data are used for testing (Wong, 2015). Finally, we obtained 
the classification success performance by calculating the mean error of the k tests pieces 
(Karaboga et al., 2021). In this study, the k value was taken as 10. 

Figure 2. BN model with 28 variables. 

 

In the first step, we constructed a BN model with 28 variables that affect science success. The 
variables were divided into 3 groups in the model: blue group variables are the student's family 
related variables, green group variables are the student's individual variables, and orange group 
variables are the student's school related variables. As a result, we obtained 89.4% accuracy 
from the model shown in Figure 2. However, the model and relationships of the variables were 
quite complex to understand and interpret.  
As the Parsimony principle requires (Zhang, 1992), we reduced the number of variables by 
using expert knowledge and feature selection for simplifying the complex model structure 
suggested by the algorithm as well as making it more meaningful. In the second step, we 
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selected 11 variables due to feature selection performed using the CFS subset algorithm. In the 
last step, we reconstruct the model with 11 effective variables. The final model is shown in 
Figure 3. The performance of this model is also close to the first model (Accuracy = 86.2%).  

Figure 3. BN Model with 11 Variables. 

 

The reduced model produced a more meaningful with fewer variables. The comparison results 
of the models are shown in Table 2. When the models are compared, the success variable’s 
prediction performance of the models is close to each other.  

Table 2. Model comparison results. 

  BN with 28 variables BN with 11 variables 
  Female Male Overall Female Male Overall 
Accuracy  0.859 0.840 0.849 0.863 0.862 0.862 
F-Measure 0.859 0.840 0.849 0.863 0.862 0.862 
Kappa 0.717 0.679 0.699 0.726 0.723 0.725 
RMSE 0.376 0.400 0.388 0.370 0.372 0.371 
MAPE 10.664 11.319 10.992 10.617 9.916 10.267 

We applied models separately for male and female students to investigate model performance 
differences, and no differences were found in terms of evaluation criteria. In the first and second 
models, we observed that male and female students differed by approximately 1% according to 
the MAPE value. In the literature, gender is effective on science success (Aşkın & Öz, 2020; 
Harker, 2000; Kilic Depren, 2020; Kjærnsli & Lie, 2004; Reilly et al., 2019; Torrecilla Sánchez 
et al., 2019; Yip et al., 2004). In this study, however, gender was not an effective variable on 
science success and prediction performance.  
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Figure 4. ROC curves of BN models. 

 

ROC curves of the BN models obtained with ROCR package (Sing et al., 2005) are given in 
Figure 4. It was understood that the second model produced 0.937 AUC in the prediction of 
students’ science success. AUC of the second model is better than that of the first model. In a 
BN model, if we know the value of the any factors, we can build scenarios to predict the 
student's high and low success probabilities with this new knowledge. The success prediction 
scenarios of the student-based variables are given in Table 3.  

Table 3. Success prediction scenarios with student-based variables. 

  Evidence 
SUCCESS 

Very Low Very High 

B
EI

N
G

 
B

U
LL

IE
D

 Very Low 0.731 0.269 
Low 0.498 0.502 
High 0.317 0.683 
Very High 0.613 0.387 

PE
R

C
O

M
P Very Low 0.612 0.388 

Low 0.449 0.551 
High 0.499 0.501 
Very High 0.402 0.598 

TM
IN

S 

Very Low 0.653 0.347 
Low 0.578 0.422 
High 0.348 0.652 
Very High 0.665 0.335 

In Table 3, we examined low and high science success according to the values of the variables 
of peer bullying (BEING BULLIED), perceived competition (PERCOMP), and total studying 
time in minutes (TMINS). When perceived bullying is very low, the probability of low success 
is 0.731 and the probability of high success is 0.269. Also, in the case of very high perceived 
bullying, the probability of low science success is 0.613 and the probability of high science 
success is 0.387. On the other hand, it is seen that successful students are more likely to be 
exposed to bullying. In other words, unsuccessful students fail not because of being bullied but 
because of other reasons. It is understood that successful students are exposed to more intense 
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peer bullying. Considering perceived competitiveness, the probability of low success in the case 
of the perceived low competitiveness is 0.612, whereas it is calculated as 0.402 in the case of 
high competitiveness. It is seen that perceived competitiveness increases high success (0.598). 
Also, too much or too little studying of the student affects success negatively. We found that 
studying time above average positively affects science success (0.652). 

Table 4. Success prediction scenarios with parental variables. 

  Evidence 
Success 

Very Low Very High 

ES
C

S 

Very Low 0.699 0.301 
Low 0.634 0.366 
High 0.522 0.478 
Very High 0.229 0.771 

H
IS

EI
 Very Low 0.668 0.332 

Low 0.619 0.381 
High 0.534 0.466 
Very High 0.249 0.751 

PA
R

ED
 Low 0.617 0.383 

Moderate 0.680 0.320 
High 0.549 0.451 
Very High 0.257 0.743 

The relationship between the student's family-related variables and science success is shown in 
Table 4. We observed that when the student’s ESCS value is low, their success is also low, and 
when the student’s ESCS value is high, their success is also high. Considering the index highest 
parental occupational status (HISEI) value, we found that if this value is too low, the success is 
also low (0.668) and that if high, the science success is very high. Finally, when we investigated 
the relationship between education level of family (PARED) and science success, we revealed 
that the student's science success was low (0.617) in the case of a low level of parental 
education, and high when the level of parental education was very high (0.743). 
The relationship between the student's school-related variables and science success is given in 
Table 5. As seen in the table, the probability of science success is quite low in classes with 
fewer than 25 students (0.169). It is seen that the ideal class size is between 31 and 35. In 
schools where no creative activities (CREATIV) are carried out, the probability of students' 
science success is low (0.756). Choir and music events are generally held in Turkish schools. 
Therefore, no positive effect of these activities on success has been observed. However, artistic 
activities had a very positive effect on students' science success (0.706). In other words, artistic 
activities carried out at school should play an active role in increasing student success. When 
the dataset is examined in detail, science high schools and private high schools have more 
artistic activities and more successful students. In addition, it is observed that the families of 
the students in these schools are educated and the lack of educational materials is less. 
Shortage of educational material  (EDUSHORT) also has a negative impact on science success. 
In this sample, we observed 3 parts of shortage: low, high, and very high. The probability of 
science success increases (0.610) when the shortage is low. However, students show low 
success when the lack of teaching and learning materials is very high (0.715). Digital device 
use in lessons positively affects science success. Moreover, we have seen that using digital 
devices for at least 60 min weekly in science lessons increases the students’ science success 
(0.804). Students who declare that they do not work are more likely to fail (0.701). It could be 
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stated that supporting the course with a digital device in science lessons increases the student's 
learning and thus the possibility of high success.  
Student behavior hinder learning negatively influence success. As a result of the study, when  
students have fewer disruptive behaviors, their success probability increases (0.773), and when 
students display too many disruptive behaviors, science success is quite low (0.779). 

Table 5. Success prediction scenarios with school-related variables. 

  Evidence 
Success 

Very Low Very High 

C
LS

IZ
E 

Less than 25 0.831 0.169 
Between 26-30 0.432 0.568 
Between 31-35 0.368 0.632 
Between 36-50 0.700 0.300 
More than 50 0.468 0.532 

C
R

EA
C

TI
V

 None 0.756 0.244 
Art club activities 0.294 0.706 
Band orchestra choir 0.612 0.388 
School play musical 0.664 0.336 

ED
U

SH
O

R
T Low 0.390 0.610 

High 0.486 0.514 

Very high 0.715 0.285 

IC
15

0Q
03

H
A

 I don’t study 0.701 0.299 
No time 0.622 0.378 
Between 1-30 min 0.664 0.336 
Between 31-60 min 0.449 0.551 
More than 60 0.196 0.804 

ST
U

B
EH

A
 Very Low 0.227 0.773 

Low 0.330 0.670 
High 0.610 0.390 
Very High 0.779 0.221 

4. DISCUSSION 
Primarily, this is the first BN study that has been conducted with this dataset. Although different 
data mining methods were used in previous studies, BN was not used to model science success. 
Unlike rule-based machine learning such as support vector machines, logistic regression and 
artificial neural networks, it enables queries which explicitly reveal cause-effect relationships 
between variables (Pearl, 2014). Besides, the posterior probabilities are updated with each new 
information, allows more accurate estimations (Korb & Nicholson, 2010). Hence, modeling 
with BN provides an advantage over other machine learning methods in revealing complex 
relationships (Karaboga et al., 2021). BN, which is widely used in a variety of fields, has been 
used in a small number of studies in the field of education (Almond et al., 2015; Culbertson, 
2016; Reichenberg, 2018). However, BN is more advantageous than other methods with its 
ability to model students in the field of education (Levy, 2016; Lytvynenko et al., 2019; 
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Sinharay, 2006) and to evaluate the model quickly (Kenekayoro, 2018; Kustitskaya et al., 2020; 
Millán et al., 2013; Nguyen & Do, 2009).  
Essential improvements in the education system are vital to enhance students’ success. 
Therefore, educators, researchers, and government agencies should prioritize research for 
identifying factors to improve success. Especially, enhancing science success is considered as 
a key to the scientific and economic progress of countries (Sjøberg, 2019). Students' individual, 
family-related and school-related factors are effective on science success (Beese & Liang, 2010; 
Kiray et al., 2015; Lee & Shute, 2010; Yıldırım, 2012). PISA aims to help explain the 
differences in student performance by collecting data on students' successes, as well as 
collecting each student, family and personal information (Beese & Liang, 2010).  The effect of 
interaction among these variables, which are normally effective separately, on success has been 
investigated using the advantages of BN. In this study, we used the dataset of Turkey obtained 
from the PISA 2018 survey. In the first step of the study, we discretized the variables.Then, we 
constructed a dataset that included the most successful 25% and the least successful 25% 
students. As a consequence, we examined the effects of the factors which influence science 
success by creating a model with 28 variables. The most effective variables determined with 
the CFS subset algorithm were BEING BULLIED, PERCOMP, TMINS, ESCS, HISEI, 
PARED, CLSIZE, CREACTIV, EDUSHORT, IC150Q03HA, and STUBEHA. A more 
effective model was obtained with these 11 determined variables. 
Bullying is a type of violence which disrupts school climate and harms students' physical or 
mental states (Fry et al., 2018; Wachs et al., 2019). The student's success is low in the case of 
high perceived bullying (Clarke & Kiselica, 1997; Jan, 2015; Sudrajad et al., 2020). Successful 
students are exposed to more intense bullying than unsuccessful students.. Also, perceived high 
competitiveness increases success (Karataş & Ergı̇n, 2018; Muñoz-Merino et al., 2014; OECD, 
2020). Less disruptive behaviors of the students increase their science success. On the contrary, 
in schools with too many disruptive behaviors, the science success decreases (Ertem, 2021; 
Özdemı̇r et al., 2019). We observed that too much or too little study of the student has a negative 
impact on success. 
The increase in parents’ socio-economic and cultural status increases the students’ science 
success. We found that if the student's parental occupational status is too low, their success is 
also low, and that a very high status of parental occupation correlates with students’ high 
science success. Similarly, students with a low level of family education have low science 
success, and when their family’s education level is very high, their science success is very high. 
As a result, the economic and socio-cultural status of the student's family, their educational 
background, and occupational status are effective upon students’ science success. According to 
the literature, it is clear that students having families with high educational, and sociaconomic 
status  are more successful (Gamazo & Martínez-Abad, 2020; Lee & Shute, 2010; Sirin, 2005; 
Topçu et al., 2015; Yıldırım, 2012). The high science success of these students is related to their 
awareness of science and education. Children of educated families are also conscious about 
science education (O’Connell, 2019).  
The class sizes of the students who participated in the survey were generally more than 50. 
Classes are smaller in vocational schools located in small settlements. The success level of 
students studying in those schools is generally low (Suna et al., 2020). The probability of 
success is quite low in classes where there are fewer than 25 students. Classes in Anatolian high 
schools are also larger than those in other schools. Medium-sized classes are provided in science 
high schools and private colleges. It is stated in the literature that as the classes get smaller, the 
success increases, but this effect is low (Borland et al., 2005; Hanushek & Woessmann, 2017; 
Hattie, 2005). Also, reducing class size is quite costly (Ehrenberg et al., 2001; White, 2018). 
Because of that, educators should determine the ideal class size, considering the situation of the 
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students and the school (Borland et al., 2005; Wößmann, 2005). This study reveals that the ideal 
class size is between 31 and 35. 
Generally, choir and musical events are held in Turkish schools. In these schools where there 
are no other activities, it is impossible to encourage students to participate in different activities. 
Artistic activities other than music should have a positive impact on students' science success. 
Extracurricular artistic school activities play an active role in increasing student success  (Tang 
& Zhang, 2020). That’s because, according to the hidden curriculum (Margolis, 2001), 
extracurricular activities ensure a rise in success by increasing concentration and motivation 
(Stearns & Glennie, 2010).  
Another effective factor on science success is the lack of educational material shortage (Altun 
& Kalkan, 2019; Archibald, 2006). There may be a lack of educational materials at schools in 
various disadvantaged regions. Particularly, in socioeconomically disadvantaged regions, 
schools cannot fill those deficiencies by getting support from families (van der Berg, 2008). In 
schools where there exist few artistic activities, educational material shortage such as digital 
devices for lessons is higher. The use of digital devices in lessons has also been identified as a 
variable that positively affect success. Accordingly, we have seen that the use of digital devices 
in science classes increases the probability of student success. Supporting science lessons with 
digital devices boosts student success by facilitating their learning (Bingimlas, 2009; Chen et 
al., 2019; Odell et al., 2020). 
Apart from the studies we mentioned, studies have been conducted on factors affecting science 
success such as teachers, school, school curriculum (Cansiz & Cansiz, 2019; Tatar et al., 2016). 
Numerical content of science subjects and the intensity of curriculum are important predictors 
of science success (Tatar et al., 2016). If we identify the factors affecting student success, we 
will guide the reforms that need to be made in the curriculum to increase students' low success 
level (Topçu et al., 2016). 

5. CONCLUSIONS and IMPLICATIONS 
Science literacy requires students to explain various phenomena scientifically, design and 
evaluate the scientific method, and interpret the findings scientifically (OECD, 2019a). The 
relationship of students' background of knowledge and skills with other variables obtained is 
one of the main indicators of PISA (MEB, 2019; Schleicher, 2019). To sum up, PISA evaluates 
how students could use their scientific content knowledge in their daily life by combining 
methodological and epistemic knowledge (OECD, 2019a, 2019c). In this respect, science 
literacy examines whether students could go beyond the school curriculum. 
Based on the PISA 2018 results, Turkish students scored lower than the OECD average. 
Although some progress has been made compared to previous years, this progress is inadequate. 
The main purpose of the Turkish science curriculum is to raise science-literate students (MEB, 
2018). However, science literate individuals do not grow as the curriculum aims. Hence, it is 
necessary to explore how students could improve their ability to use information and interpret 
it in real life. 
Even though the most significant source of student success is internal motivation (Augustyniak 
et al., 2016), school and family variables are also important. In particular, opportunities 
provided to students by their families, and schools are a major key to success. Low-income 
families are a significant issue here. Nonetheless, no short-term solution to this problem exists. 
Instead, it is required to raise awareness in cooperation with the families of students and to 
organize activities that will encourage them to study. Providing an optimum studying 
environment and ideal teaching and learning materials will be encouraging for students. 
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Increasing opportunities in schools will also increase student success. Computer-assisted 
classes have demonstrated significant potential in enhancing students' problem-solving 
abilities, particularly in the domain of science education (Bayrak & Bayram, 2010; Chang, 
2002). Schools must take measures to prevent peer bullying and disruptive student behaviors 
that hinder learning. To achieve this, collaborative efforts between schools and families are 
crucial in devising various policies aimed at safeguarding students. The study time of students 
should be maintainedat a sufficient level. Too little or too much work should harm student 
success. Competition and cooperation among students should be encouraged through various 
activities to increase science success. Motivating students to study more emerges as a key factor 
in attaining a long-term success rate. For this purpose, education politicians should prepare a 
rich curriculum based on experiments and observations to have more fun in science lessons. 
PISA's science literacy qualifications are almost non-existent within the scope of Turkish 
science curricular outcomes (Cansiz & Cansiz, 2019). The curriculum is not sufficient to raise 
scientifically literate individuals. To raise individuals who research, question and use 21st 
century information and technologies, changes should be made and implemented in education 
systems. Thus, we can use the assessments obtained using the BN model to increase students' 
science success in future exams. We proved that the results of this study will provide effective 
clues for innovations in the educational system. We hope that it will be a useful model for the 
evaluation of international exams and contributions to educational systems not only for Turkey 
but also for all OECD countries. 
This study is not without limitations. First, the study was conducted with PISA data only from 
Turkey.  Nevertheless, students from different countries could also be analyzed to make the 
study comparative. Besides, models could be made more successful by combining BN 
algorithms with newly developed machine learning methods. In addition, different results can 
be obtained by repeating this study for different data sets. 
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